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In this paper, we present some new best proximity point theorems for three operators acting in Banach algebras. An application is
given to show the usefulness and the applicability of the obtained results.

1. Introduction

The study of functional integral equations and differential
equations is the main object of research in nonlinear func-
tional analysis. These equations occur in physical, biological,
and economic problems. Some of these equations can be for-
mulated into nonlinear operator equations:

x = A xð Þ · B xð Þ + C xð Þ ðNOEÞ

in suitable Banach algebras.
Recently, many authors are interested on the study of

equation (NOE) and obtained some interesting results (see
for instance [1–5]). In 2010, Ben Amar et al. [6] proved some
existence fixed point theorems which allowed them to solve
equation (NOE) where the involved operators are weakly
sequentially continuous.

Let X be a Banach algebra with a norm ∥·∥. Let ðΩ1,Ω2Þ
be a pair of nonempty subsets of X. Given two mappings A
and C defined on X and an operator B : Ω1 ∪Ω2 ⟶ X.
Under suitable conditions, we define the operator T :¼
ððI − CÞ/AÞ−1 ∘ B : Ω1 ∪Ω2 ⟶Ω1 ∪Ω2 such that TðΩ1Þ ⊂
Ω2 and TðΩ2Þ ⊂Ω1. If Ω1 ∩Ω2 is nonempty, then the map-
ping T restricted to Ω1 ∩Ω2 is a self mapping. Then, a solu-

tion of equation (NOE) is a fixed point of T . Furthermore, if
the fixed point equation x = AðxÞ:BðxÞ + CðxÞ does not
possess a solution it is natural to explore to find an x∗ ∈Ω1
satisfying

x∗ − T x∗ð Þk k = dist Ω1,Ω2ð Þ, ð1Þ

where distðΩ1,Ω2Þ = inf fkx − yk: x ∈Ω1, y ∈Ω2g. This
point x∗ ∈Ω1 is said to be the best proximity point of T . Note
that a point x ∈Ω1 ∪Ω2 is the best proximity point of T if x is
a solution of the minimization problem

min
x∈Ω1∪Ω2

d x, Txð Þ: ð2Þ

The best proximity point notion can be viewed as a gen-
eralization of fixed point, since most fixed point theorems
can be derived as corollaries of the best proximity point
theorems.

The first result of this kind is due to Fan (see [7], Theo-
rem 2) which is stated in normed spaces for continuous map-
pings. In [8], Eldred and Veeramani introduced the concept
of cyclic contraction mappings and gave the best proximity
point results for this class of mappings. They also gave an
algorithm to reach this best proximity point where the space
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is uniformly convex. Furthermore, in [9], Taghafi and Shah-
zad proved the existence of the best proximity point for a
cyclic contraction mapping in a reflexive Banach space.

For noncyclic mappings, i.e., TðΩ1Þ ⊂Ω1 and TðΩ2Þ ⊂
Ω2, Gabelah and Künzi in [10] established some best proxim-
ity point results in the framework of complete CAT(0)
spaces. In addition, they gave an approach to reach this best
proximity point by means of an algorithm. Regarding the
relationship between the noncyclic and cyclic results, the
authors in [11] proved that the existence of best proximity
points for cyclic nonexpansive mappings is equivalent to
the existence of best proximity pairs for noncyclic nonexpan-
sive mappings in the setting of strictly convex Banach spaces.
For more on the best proximity point results, the interested
reader can consult [12–18].

The paper is organized as follows. After some preliminar-
ies, in Section 3, we prove the existence of the best proximity
point where the involving operators are D-Lipschitzs and
cyclic contraction (see Theorem 1). Also, an example is given
to illustrate the obtained result. In Theorem 1, we consider
the case where X is a uniformly convex Banach algebra. In
Section 4, we show the applicability of our result (Theorem
1) to the theory of nonlinear integral equations:

x tð Þ = K t, x tð Þð Þ + Txð Þ tð Þ · q2 +
ðt
0
g s, y sð Þð Þds

� �
ðFIS1Þ

y tð Þ = K t, y tð Þð Þ + Tyð Þ tð Þ · q1 +
ðt
0
f s, x sð Þð Þds

� �
,

ðFIS2Þ
where Ω1 and Ω2 two subsets of the Banach algebra E =
CðJ , XÞ of all continuous functions from J to X.

2. Preliminaries

Definition 1. An algebra X is a vector space endowed with an
internal composition law noted by ð·Þ i.e.,

·ð Þ: X × X⟶ X

x, yð Þ⟶ x · y

(
ð3Þ

which is associative and bilinear.
A normed algebra is an algebra endowed with a norm sat-

isfying the following property for all x, y ∈ X; kx · yk ≤ kxkk
yk. A complete normed algebra is called a Banach algebra.

Definition 2. Let X be a Banach space with norm ∥·∥. A map-
ping T : X⟶ X is called D -Lipschitz if there exists a con-
tinuous nondecreasing function ΦT : ℝ+ ⟶ℝ+ satisfying

Tx − Tyk k ≤ΦT x − yð Þ ð4Þ

for all x, y ∈ X with ΦTð0Þ = 0. In the special case when
ΦTðrÞ = αr for some α > 0, T is called lipschitzian mapping
with a Lipschitz constant α.

Definition 3. Let ðX, k·kÞ be a Banach space. We say that X is
uniformly convex if for every ε > 0,

δ εð Þ = inf 1 − x + y
2

��� ���: xk k ≤ 1, yk k ≤ 1and x − yk k ≥ ε
n o

> 0,

ð5Þ

The function δ is known as the modulus of uniform con-
vexity of X. Note that any uniformly convex Banach space is
reflexive.

Theorem 4 (see [17]). Let X be a uniformly convex Banach
space. Let Ω1 be a nonempty closed bounded convex subset
of X such that Ω0

1 is compact, and Ω2 be a nonempty closed
convex subset of X. Let T : Ω1 ∪Ω2 ⟶Ω1 ∪Ω2 be a rela-
tively nonexpansive mapping. Then, there exists x∗ ∈Ω1 such
that kx∗ − Tðx∗Þk = distðΩ1,Ω2Þ.

The authors in [8] introduced the following notion of cyclic
contraction.

Definition 5. Let Ω1 and Ω2 be nonempty subsets of a metric
space X. A mapping T : Ω1 ∪Ω2 ⟶Ω1 ∪Ω2 is said to be a
cyclic contraction if it satisfies:

(1) TðΩ1Þ ⊂Ω2 and TðΩ2Þ ⊂Ω1

(2) for some k ∈ ð0, 1Þ, dðTðxÞ, TðyÞÞ ≤ kdðx, yÞ + ð1 −
kÞdistðΩ1,Ω2Þ, for all x ∈Ω1, y ∈Ω2

Since distðΩ1,Ω2Þ ≤ dðx, yÞ, for x ∈Ω1 and y ∈Ω1, dðT
ðxÞ, TðyÞÞ ≤ dðx, yÞ for all x ∈Ω1y ∈Ω2, i.e., T is relatively
nonexpansive.

We conclude this section by recalling some best proxim-
ity point results for this class of mappings.

Theorem 6 (see [8]). Let Ω1 and Ω2 be nonempty closed
subsets of a complete metric space X. Let T : Ω1 ∪Ω2 ⟶
Ω1 ∪Ω2 be a cyclic contraction mapping and x0 ∈Ω1. Define
xn+1 = TðxnÞ, n ∈ℕ. Suppose fx2n : n ∈ℕg has a convergent
subsequence in Ω1, then there exists x ∈Ω1 such that dðx,
TðxÞÞ = distðΩ1,Ω2Þ.

Theorem 7 (see [8, 19]). Let Ω1 and Ω2 be nonempty closed
convex subsets of a uniformly convex Banach space. Suppose
T : Ω1 ∪Ω2 ⟶Ω1 ∪Ω2 is a cyclic contraction mapping.
Then, T has a unique best proximity point in Ω1. Further, if
x0 ∈Ω1 and xn+1 = TðxnÞ, then the sequence ðx2nÞn≥0 con-
verges to the best proximity point.

3. Main Results

We start this section by introducing the notion of ðα,
βÞ-monotone property for a pair of functions.

Definition 8. Let ðα, βÞ ∈ ðℝ+Þ2 and ϕ, ψ : ℝ+ ⟶ℝ+ be two
mappings. We say that the pair ðϕ, ψÞ has the property ðα,
βÞ -monotone if
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(i) ϕð0Þ = 0 = ψð0Þ,
(ii) I − α · ϕ − β · ψ is nondecreasing on ℝ+ and

limr→+∞ðr − αϕðrÞ − βψðrÞÞ = +∞

Remark 9. If ðϕ, ψÞ has the property ðα, βÞ -monotone and
ϕ, ψ are continuous, then the mapping I − α · ϕ − β · ψ : ℝ+
⟶ℝ+ is invertible.

Example 1. Let ϕ, ψ : ℝ+ ⟶ℝ+ be the mappings defined by:

ϕ rð Þ = r
r + 1 andψ rð Þ = r

2 , for all r ∈ℝ+: ð6Þ

So, the mapping I − 1/2ϕ − ψ : ℝ+ ⟶ℝ+ has the prop-
erty ð1/2, 1Þ-monotone.

Recall that an operator A from a Banach algebra X is said
to be regular on X if Amaps X into the set of all invertible ele-
ments of X.

Theorem 10. Let ðΩ1,Ω2Þ be a nonempty closed pair of a
Banach algebra X. Let A, C : X ⟶ X and B : Ω1 ∪Ω2 ⟶
X be three operators which satisfy the following conditions:

(1) A is regular on X and kAk < 1

(2) A and C are D-Lipschitzs with the D-functions ΦA
and ΦC, respectively, BðΩ1 ∪Ω2Þ is bounded with
bound M, and MΦAðrÞ +ΦCðrÞ ≤ ð1 − kAkÞr for all
r > 0, and I −MΦA −ΦC is nondecreasing

(3) B is cyclic contraction mapping on Ω1 ∪Ω2

(4) suppose there exists a sequence ðxnÞn≥0 of Ω1 ∪Ω2
such that x0 ∈Ω1, BðxnÞ = ððI − CÞ/AÞðxn+1Þ and the
sequence ðx2nÞn≥0 has a convergent subsequence in
Ω1,

(5)
y = AðyÞ · BðxÞ + CðyÞ, x ∈Ω1 ⇒ y ∈Ω2

x = AðxÞ · BðyÞ + CðxÞ, y ∈Ω2 ⇒ x ∈Ω1

 

Then, there exists ðx, yÞ ∈Ω1 ×Ω2 such that

x − A xð Þ:B xð Þ − C xð Þ
A xð Þ

����
����

= dist Ω1,Ω2ð Þ = y − A yð Þ · B yð Þ − C yð Þ
A yð Þ

����
����:

ð7Þ

Proof. Let y be fixed inΩ1 ∪Ω2 and let us define the mapping
Fy on X by

Fy xð Þ = A xð Þ · B yð Þ + C xð Þ, for all x ∈ X: ð8Þ

Let x1, x2 ∈ X. The use of assumption ðiiÞ leads to

Fy x1ð Þ − Fy x2ð Þ�� �� ≤ A x1ð Þ · B yð Þ − A x2ð Þ · B yð Þk k
+ C x1ð Þ − C x2ð Þk k

≤ A x1ð Þ − A x2ð Þk k B yð Þk k
+ C x1ð Þ − C x2ð Þk k

≤MΦA x1 − x2k kð Þ
+ΦC x1 − x2k kð Þ

ð9Þ

Now an application of Boyd and Wong’s fixed point the-
orem [20], Theorem 1 leads to the existence of a unique point
xy ∈ X such that FyðxyÞ = xy . Hence, the operator T :¼
ððI − CÞ/AÞ−1B : Ω1 ∪Ω2 ⟶ X is well defined.

Moreover, assumption ðvÞ implies that TðΩ1Þ ⊂Ω2 and
TðΩ2Þ ⊂Ω1. Indeed, let x ∈Ω1 and y ∈ X such that y = AðyÞ
:BðxÞ + CðyÞ, so TðxÞ = ððI − CÞ/AÞ−1BðxÞ = y ∈Ω2. Simi-
larly, for all y ∈Ω2, TðyÞ ∈Ω1. Hence, T is cyclic on Ω1 ∪
Ω2.

T is cyclic contraction on Ω1 ∪Ω2. Indeed, let ðx, yÞ
∈Ω1 ×Ω2, the use of assumption ðiiÞ and ðiiiÞ and the
fact that TðzÞ = AðTðzÞÞ · BðzÞ + CðTðzÞÞ for all z ∈Ω1 ∪
Ω2 leads to

T xð Þ − T yð Þk k ≤ A T xð Þð Þ · B xð Þ − A T yð Þð Þ · B yð Þk k
+ C T xð Þð − C T yð Þðk k

≤ A T xð Þð Þ − A T yð Þð Þk k Bk k
+ B xð Þ − B yð Þk k Ak k
+ C T xð Þð − C T yð Þðk k

≤ Ak k k x − yk k + 1 − kð Þdist Ω1,Ω2ð Þð Þ
+MΦA T xð Þ − T yð Þk kð Þ
+ΦC T xð Þ − T yð Þk kð

ð10Þ

Since ðΦA,ΦCÞ has the property ðM, 1Þ-monotone, we
have

T xð Þ − T yð Þk k ≤ I −MΦA −ΦCð Þ−1
� Ak k k x − yk k + 1 − kð Þdist A, Bð Þð Þð Þ

≤ k x − yk k + 1 − kð Þdist Ω1,Ω2ð Þ:
ð11Þ

By ðivÞ, there exists a sequence ðxnÞn≥0 of Ω1 ∪Ω2
such that x0 ∈Ω1, TðxnÞ = xn+1 and the sequence ðx2nÞn≥0
has a convergent subsequence in Ω1.

Thus, by Theorem 6, there exists ðx1, y1Þ ∈Ω1 ×Ω2 such
that kx1 − Tx1k = distðΩ1,Ω2Þ = ky1 − Ty1k.

Let y = ððI − CÞ/AÞ−1ðBðx1ÞÞ ∈Ω2. By ðiiiÞ, B is cyclic
contraction on Ω1 ∪Ω2, BðyÞ ∈Ω1and ððI − CÞ/AÞðyÞ ∈Ω2,
so
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dist Ω1,Ω2ð Þ ≤ y − A yð Þ · B yð Þ − C yð Þ
A yð Þ

����
����

= I − C
A

� �
yð Þ − B yð Þ

����
���� ≤ B x1ð Þ − B yð Þk k

≤ x1 − yk k = x1 −
I − C
A

� �−1
B x1ð Þð Þ

�����
�����

= dist Ω1,Ω2ð Þ:
ð12Þ

Similarly, kðx − AðxÞ · BðxÞ − CðxÞÞ/AðxÞk = distðΩ1,Ω2
Þ, where x = ððI − CÞ/AÞ−1ðBðy1ÞÞ ∈Ω1.

Example 2. Let X =ℝ endowed with the usual norm ∣· ∣ and
let Ω1 = ½1/6, 1/4�, Ω2 = ½3/8, 1�.

(i) Let B the function defined on Ω1 ∪Ω2 by

Bx =

3
8 ifx ∈Ω1

1
4 ifx ∈Ω2:

0
BB@ ð13Þ

Let ðx, yÞ ∈Ω1 ×Ω2, we have jx − yj = y − x ≥ 3/8 − 1/4 =
1/8.

Bx − Byj j = 3
8 −

1
4

����
���� = 1

8 = dist Ω1,Ω2ð Þ

≤ kdist Ω1,Ω2ð Þ + 1 − kð Þdist Ω1,Ω2ð Þ
≤ k x − yj j + 1 − kð Þdist Ω1,Ω2ð Þ, where k ∈ 0, 1½ ½:

ð14Þ

Thus, B is cyclic contraction on Ω1 ∪Ω2 and M = jBðΩ1
∪Ω2Þj = 3/8.

(ii) Let A the function defined on ℝ by Ax = 1/3, for all
x ∈ℝ. The function A is D-Lipschitz with the D-
function ΦA = 0, and kAk = 1/3

(iii) Let C the function defined on X by

Cx =

1
6 ifx ∈ X \Ω2

1
4 ifx ∈Ω2:

0
BB@ ð15Þ

For each ðx, yÞ ∈Ω1 ×Ω2,

Cx − Cyj j = 1
6 −

1
4

����
���� = 1

12 = 2
3 · 18 ≤

2
3 · x − yj j: ð16Þ

The function C is D-Lipschitz with the D-function
defined by ΦCðrÞ = 2/3:r, for all r ∈ℝ+. We have I −MΦA
−ΦC = I −ΦC : r↦ 2/3r is nondecreasing, and for all r > 0,

MΦA +ΦCð Þ rð Þ = 2
3 r ≤ 1 − Ak kð Þr: ð17Þ

(iv) Let x ∈ℝ and y ∈Ω2. Suppose x = Ax · By + Cx and
y = Ay · Bx + Cy. We have

x = Ax · By + Cx = 1
3

� �
· 1

4

� �
+ 1
6 = 1

4 ∈Ω1,

y = Ay · Bx + Cy = 1
3

� �
· 3

8

� �
+ 1
4 = 3

8 ∈Ω2:

ð18Þ

(v) For all y ∈Ω2, ððI − CÞ/AÞ−1ðyÞ = ðy/3Þ + 1/4, so for
each x ∈Ω1, ððI − CÞ/AÞ−1ðBxÞ = ððI − CÞ/AÞ−1ð3/8
Þ = 3/8. Thus, for any sequence ðxnÞn≥0 of Ω1 ∪
Ω2 such that x0 ∈Ω1, BðxnÞ = ððI − CÞ/AÞðxn+1Þ,
the sequence ðx2nÞn≥0 has a convergent
subsequence

Hence, by Theorem 1, there exists ðx, yÞ ∈Ω1 ×Ω2 such
that

x − A xð Þ:B xð Þ − C xð Þ
A xð Þ

����
����

= dist Ω1,Ω2ð Þ = y − A yð Þ · B yð Þ − C yð Þ
A yð Þ

����
����:

ð19Þ

where ðx, yÞ = ð1/4, 3/8Þ.

Theorem 11. Let ðΩ1,Ω2Þ be a nonempty closed pair of a
Banach algebra X. Let B : Ω1 ∪Ω2 ⟶ X and C : X⟶ X
be two operators which satisfy the following conditions:

(1) C is D-Lipschitz with the D-function ΦC , ΦCðrÞ < r,
for all r > 0

(2) B is cyclic contraction mapping on Ω1 ∪Ω2

(3) ðI − CÞ−1 is relatively nonexpansive mapping on Ω1
∪Ω2

(4) suppose there exists a sequence ðxnÞn≥0 of Ω1 ∪Ω2
such that x0 ∈Ω1, BðxnÞ = ðI − CÞðxn+1Þ and the
sequence ðx2nÞn≥0 has a convergent subsequence in
Ω1

(5)
y = BðxÞ + CðyÞ, x ∈Ω1 ⇒ y ∈Ω2

x = BðyÞ + CðxÞ, y ∈Ω2 ⇒ x ∈Ω1

 

Then, there exists ðx, yÞ ∈Ω1 ×Ω2 such that

x − B xð Þ − C xð Þk k = dist Ω1,Ω2ð Þ = y − B yð Þ − C yð Þk k:
ð20Þ
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Proof. By ðiÞ, we show that T :¼ ðI − CÞ−1 · B : Ω1 ∪Ω2
⟶ X is well defined. Moreover, the use of assumptions
ðiiÞ, ðiiiÞ, and ðvÞ shows that T is cyclic contraction on
Ω1 ∪Ω2. Indeed, by ðvÞ, it is cyclic. Let ðx, yÞ ∈Ω1 ×Ω2,
the use of assumptions ðiiÞ and ðiiiÞ leads to ðBðxÞ, BðyÞÞ
∈Ω2 ×Ω1,

T xð Þ − T yð Þk k = I − Cð Þ−1B xð Þ − I − Cð Þ−1B yð Þ�� ��
≤ B xð Þ − B yð Þk k ≤ k x − yk k

+ 1 − kð Þdist Ω1,Ω2ð Þ:
ð21Þ

By ðivÞ, there exists a sequence ðxnÞn≥0 of Ω1 ∪Ω2
such that x0 ∈Ω1, TðxnÞ = xn+1 and the sequence ðx2nÞn≥0
has a convergent subsequence in Ω1.

Thus, by Theorem 6, there exists ðx1, y1Þ ∈Ω1 ×Ω2 such
that

x1 − Tx1k k = dist Ω1,Ω2ð Þ = y1 − Ty1k k: ð22Þ

Let y = ðI − CÞ−1ðBðx1ÞÞ ∈Ω2. We have BðyÞ ∈Ω1 and
ðI − CÞðyÞ ∈Ω2. By ðiiiÞ, B is cyclic contraction on Ω1 ∪Ω2,
so

dist Ω1,Ω2ð Þ ≤ y − B yð Þ − C yð Þk k = I − Cð Þ yð Þ − B yð ÞÞk k
≤ B x1ð Þ − B yð ÞÞk k ≤ k x1 − yk k

+ 1 − kð Þdist Ω1,Ω2ð Þ ≤ x1 − yk k
= x1 − I − Cð Þ−1 B x1ð Þð Þ�� �� = dist Ω1,Ω2ð Þ

ð23Þ

Similarly, we get kx − AðxÞ · BðxÞ − CðxÞk = distðΩ1,Ω2Þ,
where x = ðI − CÞ−1ðBðy1ÞÞ ∈Ω1.

Remark 12. Under the same hypotheses of the previous theo-
rem where C = 0, we obtain the classical result. That is, there
exists ðx, yÞ ∈Ω1 ×Ω2 such that

x − B xð Þk k = dist Ω1,Ω2ð Þ = y − B yð Þk k: ð24Þ

Theorem 13. Let ðΩ1,Ω2Þ be a nonempty closed convex pair
of a uniformly convex Banach algebra X. Let A, C : X ⟶ X
and B : Ω1 ∪Ω2 ⟶ X be three operators which satisfy the
following conditions:

(1) A is regular on X and kAk < 1

(2) A and C are D-Lipschitzs with the D-functions ΦA
and ΦC, respectively, BðΩ1 ∪Ω2Þ is bounded with
bound M, and MΦAðrÞ +ΦCðrÞ ≤ ð1−∥A∥Þr for all
r > 0 and I −MΦA −ΦC is nondecreasing

(3) B is cyclic contraction on Ω1 ∪Ω2

(4)
y = AðyÞ · BðxÞ + CðyÞ, x ∈Ω1 ⇒ y ∈Ω2

x = AðxÞ · BðyÞ + CðxÞ, y ∈Ω2 ⇒ x ∈Ω1:

 

Then, there exists a unique ðx, yÞ ∈Ω1 ×Ω2 such that

x − A xð Þ:B xð Þ − C xð Þ
A xð Þ

����
����

= dist Ω1,Ω2ð Þ = y − A yð Þ · B yð Þ − C yð Þ
A yð Þ

����
����:

ð25Þ

Further, if x0 ∈Ω1 and BðxnÞ = ððI − CÞ/AÞðxn+1Þ, n ∈ℕ,
then the sequence ðx2nÞn≥0 converges to the best proximity
point.

Proof. By ðiÞ, ðiiÞ, ðiiiÞ, and ðvÞ, we show that T :¼
ððI − CÞ/AÞ−1 · B : Ω1 ∪Ω2 ⟶ X is well defined and cyclic
contraction on Ω1 ∪Ω2.

Thus, by Theorem 7 and ðivÞ, there exists a unique ðx, yÞ
∈ A × B such that

x − A xð Þ · B xð Þ − C xð Þ
A xð Þ

����
����

= dist Ω1,Ω2ð Þ = y − A yð Þ · B yð Þ − C yð Þ
A yð Þ

����
����,

ð26Þ

and if x0 ∈Ω1 with BðxnÞ = ððI − CÞ/AÞðxn+1Þ, i.e., TðxnÞ =
xn+1 for all n ∈ℕ, then the sequence ðx2nÞn≥0 converges to
the best proximity point.

4. Application

Let E =CðJ ,ℝÞ the Banach algebra of all continuous func-
tions from J = ½0, 1� to ℝ, endowed with the sup-norm ∥·∥∞,
defined by

xk k∞ = sup x tð Þj j, t ∈ 0, 1½ �f g, ð27Þ

for each x ∈ CðJ ,ℝÞ. Let ðq1, q2Þ ∈ℝ2 and suppose q1 < 0 < q2.
We consider the closed and nonempty sets

Ω1 = x ∈ E : x tð Þ ≥ q2,∀t ∈ Jf g
Ω2 = y ∈ E : y tð Þ ≤ q1,∀t ∈ Jf g:

ð28Þ

For any ðx, yÞ ∈Ω1 ×Ω2 and for all t ∈ J , we have

x − yk k∞ ≥ x tð Þ − y tð Þj j = x tð Þ − y tð Þ ≥ q1 − q2j j, ð29Þ

so distðΩ1,Ω2Þ = jq1 − q2j: We consider the following two
nonlinear functional integral equations
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x tð Þ = K t, x tð Þð Þ + Txð Þ tð Þ · q2 +
ðt
0
g s, y sð Þð Þds

� �
ðFIS1Þ

y tð Þ = K t, y tð Þð Þ + Tyð Þ tð Þ · q1 +
ðt
0
f s, x sð Þð Þds

� �
,

ðFIS2Þ
where ðx, yÞ ∈Ω1 ×Ω2 and t ∈ ½0, 1�.

The integral equations (FIS1)–(FIS2) may be written,
respectively, as:

x tð Þ = Ax tð Þ:By tð Þ + Cx tð Þ
y tð Þ = Ay tð Þ:Bx tð Þ + Cy tð Þ,

ð30Þ

where ðx, yÞ ∈Ω1 ×Ω2 and t ∈ J . To simplify the notations,
we put

Ax tð Þ = Tx tð Þ,

Bx tð Þ =
q1 +

ðt
0
f s, x sð Þð Þ dsifx ∈Ω1

q2 +
ðt
0
g s, x sð Þð Þ dsifx ∈Ω2,

0
BBB@
Cx tð Þ = K t, x tð Þð Þ:

ð31Þ

The goal of this section is to apply our main result to
investigate the existence of an optimum solution ðx, yÞ of
the (FIS1)–(FIS2) problem in the sense that the pair ðx, yÞ
satisfies:

x − A xð Þ · B xð Þ − C xð Þ
A xð Þ

����
���� = y − A yð Þ · B yð Þ − C yð Þ

A yð Þ
����

����
= dist Ω1,Ω2ð Þ:

ð32Þ

Note that, if x is a solution of (FIS1) and y is a solution of
(FIS2), then the pair ðx, yÞ need not form an optimum solu-
tion see [21], pp 27-31 for more details.

We consider the following assumptions:

(i)

(a) The function Kð·, xð·ÞÞ: J ×ℝ⟶ℝ is continu-
ous, for all x ∈ E

(b) There is a continuous function δ : J ⟶ ½0, +∞Þ
with bound Δ = supt∈J jδðtÞj such that jKðt, x
ðtÞÞ − Kðt, yðtÞÞj ≤ δðtÞjxðtÞ − yðtÞj, for all x, y
∈ E and t ∈ ½0, 1�

(ii)

(a) The functions f , g : J ×ℝ⟶ℝ are measur-
ables and

N =max sup
x∈E

f ·, x ·ð Þð Þk k∞, sup
x∈E

g ·, x ·ð Þð Þk k∞
� �

<∞

ð33Þ

(b) Let ðx, yÞ ∈Ω1 ×Ω2. For all s ∈ J ,

f s, x sð Þð Þ − g s, y sð Þð Þj j ≤ α x sð Þ − y sð Þj j − q1 − q2j jð Þ
ð34Þ

(c) For all s ∈ J , f ðs, yðsÞÞ ≤ 0 ≤ gðs, xðsÞÞ
(iii)

(a) T : E⟶ E is D-Lipschitz with the D-function
ΦT , such that ΦT is differentiable on ℝ+ and j
ΦA ′j < 1 − Δ/Q +N , N ≠ 0, where Q =max fjq1
j, jq2jg

(b) T is regular on CðJ ,ℝÞ, and kTk = supx∈E
kTxk∞ < 1

(iv) The family fBðxÞ: x ∈Ω1 ∪Ω2g is equicontinuous
and closed

Theorem 14. Assume the hypotheses ðH 1Þ − ðH 4Þ hold. ΦT
ðrÞ ≤ ð1−∥T∥−Δ/Q +NÞr for all r > 0 and TðxÞ > 0 for all x
∈ E. Moreover,

K ·, x ·ð Þð Þq2 if x ∈Ω1

K ·, x ·ð Þð Þq1 if x ∈Ω2:

 
ð35Þ

Then, there exists an optimum solution ðx, yÞ ∈Ω1 ×Ω2
for (FIS1)–(FIS2) problem.

Proof. (1)

(i) By ðH 1Þ, we have jKð·, xð·ÞÞ − Kð·, yð·ÞÞj∞ ≤ Δ
kx − yk∞ for all x, y ∈ E, so kCx − Cyk∞ ≤ΦCð
kx − yk∞Þ for all x, y ∈ E, where ΦCðrÞ = Δr, for all r
≥ 0

(ii) -Let x ∈Ω1, We have, for all t ∈ J

Bxð Þ tð Þj j = q1 +
ðt
0
f s, x sð Þð Þds

����
���� ≤Q +N: ð36Þ

Similarly, for all y ∈Ω2 and t ∈ J we get jðByÞðtÞj ≤Q +N .
Hence, M = kBðΩ1 ∪Ω2Þk ≤Q +N <∞.
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(iii) -Furthermore, by hypothesis we have ΦAðrÞ ≤ ð1−∥
A∥−Δ/Q +NÞr, for all r > 0. So

MΦA rð Þ +ΦC rð Þ =MΦA rð Þ + Δr ≤ Q +Nð ÞΦA rð Þ + Δr

≤ 1 − Ak kð Þr, for all r > 0:
ð37Þ

(iv) We show that I −MΦA −ΦC is nondecreasing. Let
r, r′ ∈ℝ+ such that r < r′.

Since, ϕA is nondecreasing and differentiable on ℝ+, with
∣ΦA ′ ∣ <1 − Δ/Q +N , so

0 ≤
ΦA r′
� 	

−ΦA rð Þ
r′ − r

< 1 − Δ

Q +N
≤
1 − Δ

M
, ð38Þ

thus,

I −MΦA −ΦCð Þ rð Þ < I −MΦA −ΦCð Þ r′
� 	

: ð39Þ

That is, I −MΦA −ΦC is nondecreasing.
(2)

(i) Let t, t ′ ∈ J such that t < t ′,

B xð Þ tð Þ − B xð Þ t ′
� 	��� ���

=
ðt
t

′f s, x sð Þð Þ s
����

���� ≤
ðt
t

′ f s, x sð Þð Þj jds ≤N t − t ′
�� �� ð40Þ

Thus, BðxÞ is Lipschitzian, so BðxÞ ∈ E. Let x ∈Ω1 and t
∈ J . By ðH 2Þ, ðiiiÞ, We have

Bx tð Þ = q1 +
ðt
0
f s, x sð Þð Þds ≤ q1: ð41Þ

Hence, BðxÞ ∈Ω2. Similarly, we get BðΩ2Þ ⊂Ω1.

(ii) -Let ðx, yÞ ∈Ω2 ×Ω1 and t ∈ J

Bx tð Þ − By tð Þj j = q1 − q2ð Þ +
ðt
0
f s, x sð Þð Þ − g s, y sð Þð Þð Þds

����
����:
ð42Þ

By ðH 2Þ, ðiiiÞ, we have f ðs, xðsÞÞ − gðs, yðsÞÞ ≤ 0, for all
s ∈ J , so

q1 − q2 +
ð
J2∩ 0,t½ �

f s, x sð Þð Þ − g s, y sð Þð Þð Þds ≤ 0: ð43Þ

Then,

Bx tð Þ − By tð Þj j = q2 − q1 +
ðt
0
g s, x sð Þð Þ − f s, y sð Þð Þð Þds

≤ q1 − q2j j +
ðt
0
α x sð Þ − y sð Þj j − q1 − q2j jð Þds

≤ q1 − q2j j +
ðt
0
α x − yk k∞ − q1 − q2j j
 �

ds

≤ 1 − αð Þ q1 − q2j j + α x − yk k∞:

ð44Þ

Thus, kBx − Byk∞ ≤ αkx − yk∞ + ð1 − αÞdistðΩ1,Ω2Þ
which shows that B is cyclic contraction.

(3) Let y ∈Ω2 and x ∈ E such that x = AðxÞ · BðyÞ + CðxÞ.
We show that x ∈Ω1. We have, for all t ∈ J , BðyÞðtÞ ≥ 0,
AðxÞðtÞ ≥ 0 and CðxÞðtÞ ≥ q2, so

x tð Þ = Axð Þ tð Þ: Byð Þ tð Þ + Cxð Þ tð Þ ≥ C xð Þ tð Þ ≥ q2: ð45Þ

Let x ∈Ω1 and y ∈ E such that y = AðyÞ · BðxÞ + CðyÞ.
We show that y ∈Ω2. We have, for all t ∈ J , BðyÞðtÞ ≤ 0,
AðxÞðtÞ ≥ 0 and CðxÞðtÞ ≤ q1, so

y tð Þ = Ayð Þ tð Þ: Bxð Þ tð Þ + Cyð Þ tð Þ ≤ C xð Þ tð Þ ≤ q1: ð46Þ

(4) As kBðΩ1 ∪Ω2Þk <∞, so the family fBðxÞ: x ∈Ω1
∪Ω2g is uniformly bounded; by ðH 4Þ, this family is equi-
continuous. Therefore, by Arzela-Ascoli’s theorem, fBðxÞ: x
∈Ω1 ∪Ω2g lies in a compact subset of Ω1 ∪Ω2. Let ðxnÞn≥0
be a sequence of Ω1 ∪Ω2 such that ðI − C/AÞ−1BðxnÞ =
xn+1, i.e., BðxnÞ = ðI − C/AÞðxn+1Þ. We have ðBðx2n−1ÞÞn≥1
has a convergent subsequence ðBðx2σðnÞ−1ÞÞn≥1. Let u =
limn→+∞Bðx2σðnÞ−1Þ. As BðΩ1 ∪Ω2Þ is closed, there exists
z ∈Ω1 ∪Ω2 such that BðzÞ = u. We obtain, for each n ∈ℕ∗

T x2σ nð Þ−1
� 	

− T zð Þ
��� ���

∞

≤ A T x2σ nð Þ−1
� 	� 	

· B x2σ nð Þ−1
� 	

− A T zð Þð Þ · B zð Þ
��� ���

∞

+ C T x2σ nð Þ−1
� 	� 	

− C T zð Þð
��� ���

∞

≤ A T x2σ nð Þ−1
� 	� 	

− A T zð Þð Þ
��� ���

∞
Bk k

+ B x2σ nð Þ−1
� 	

− B zð Þ
��� ���

∞
Ak k

+ C T x2σ nð Þ−1
� 	� 	

− C T zð Þð Þ
��� ���

∞

≤ Ak k B x2σ nð Þ−1
� 	

− B zð Þ
��� ���

∞

+MΦA T x2σ nð Þ−1
� 	

− T zð Þ
��� ���

∞

� 	
+ΦC T x2σ nð Þ−1

� 	
− T zð Þ

��� ���
∞

� 	
:

ð47Þ

7Journal of Function Spaces



Thus,

T x2σ nð Þ−1
� 	

− T zð Þ
��� ���

∞

≤ I −MΦA −ΦCð Þ−1 Ak k B x2σ nð Þ−1
� 	

− B zð Þ
��� ���

∞

� 	
≤ B x2σ nð Þ−1

� 	
− B zð Þ

��� ���
∞
:

ð48Þ

Hence,

x2σ nð Þ − T zð Þ
��� ���

∞
≤ B x2σ nð Þ−1

� 	
− B zð Þ

��� ���
∞
: ð49Þ

Which prove that the sequence ðx2σðnÞÞn≥0 is convergent.
Thus, by Theorem 1, there exists ðx, yÞ ∈Ω1 ×Ω2 such

that

x − A xð Þ · B xð Þ − C xð Þ
A xð Þ

����
����

= dist Ω1,Ω2ð Þ = y − A yð Þ · B yð Þ − C yð Þ
A yð Þ

����
����:

ð50Þ
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