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In this paper, we study the following autonomous nonlinear Schrödinger system (discussed in the paper), where λ, μ, and ν are
positive parameters; 2∗ = 2N/ðN − 2Þ is the critical Sobolev exponent; and f satisfies general subcritical growth conditions.
With the help of the Pohožaev manifold, a ground state solution is obtained.

1. Introduction and Main Result

In this paper, we consider the following autonomous nonlin-
ear Schrödinger system:

−Δu + μu = μf uð Þ + λv, x ∈ℝN ,

−Δv + νv = vj j2∗−2v + λu, x ∈ℝN ,
u, v ∈H1 ℝN� �

, N ≥ 3,

8>><
>>: ð1Þ

where μ, ν, and λ are positive parameters satisfying 0 < λ <ffiffiffiffiffiffi
μν

p
; 2∗ = 2N/ðN − 2Þ is the critical Sobolev exponent; and

f satisfies the following conditions:

(f1) f ∈ Cðℝ,ℝÞ is an odd function.

(f2) lim
s⟶0+

ð f ðsÞ/sÞ = 0.

(f3) lim
s⟶+∞

ð f ðsÞ/s2∗−1Þ = 0.

(f4) There exists ζ > 0 such that FðζÞ > ðζ2/2Þ, where
FðζÞ = Ð ζ0 f ðtÞdt.

Systems of above type arise in nonlinear optics (cf. [1]).
It is well known that a solution ðu, vÞ ∈H1ðℝNÞ ×H1ðℝNÞ
of system (1) is called a ground state solution if ðu, vÞ ≠ ð0,
0Þ and its energy is minimal among the energy of all the
nontrivial solutions.

The following nonlinear Schrödinger system

−Δu + μu = uj jp−1u + λv, x ∈ℝN ,
−Δv + νv = vj jq−1v + λu, x ∈ℝN ,
u, v ∈H1 ℝN� �

,

8>><
>>: ð2Þ

has been studied by many authors. When N ≤ 3, μ = ν = 1,
p = q = 3, and λ > 0 small enough, Ambrosetti et al. [2]
proved that (2) has multibump solitons. When N ≥ 2, μ = ν

= 1, 1 < p, q < 2∗ − 1, 0 < λ < 1, and jujp−1u and jvjq−1v are
replaced by ð1 + aðxÞÞjujp−1u and ð1 + bðxÞÞjvjq−1v, Ambro-
setti et al. [3] proved that system (2) has a positive ground
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state solution. When u, v ∈D1,2ðℝ4Þ, μ =V1ðxÞ, and ν = V2
ðxÞ satisfy the integral conditions and jujp−1u, λv, jvjq−1v
and λu are replaced by μ1u

3, βuv2, μ2v3, and βu2v, respec-
tively, Liu and Liu [4] proved that (2) has a positive solution.
When u, v ∈H1

0ðΩÞ, Ω is a smooth bounded domain in ℝ3,
p = q = 3, and λv, λu are replaced by −βuv2, −βvu2, respec-
tively, Noris and Ramos [5] proved that (2) admits an
unbounded sequence of solutions ðu, vÞ with u > 0, v > 0,
and u ≠ v for sufficiently large β > 0. When N ≥ 3, 1 < p <
2∗ − 1, q = 2∗ − 1, and μ, ν > 0, 0 < λ < ffiffiffiffiffiffi

μν
p

, Chen and Zou
[6] proved that (2) has a positive ground state solution under
λ, μ, ν which satisfied certain conditions. When N ≥ 3, 1 <
p < 2∗ − 1, q = 2∗ − 1, and μ = aðxÞ, ν = bðxÞ, λ = λðxÞ, Li
and Tang [7] proved that (2) has a nontrivial solution.

Inspired by the above literatures, especially [6], we inves-
tigate the existence of ground state solution of system (1).
When μf ðuÞ = jujp−1u with 1 < p < 2∗ − 1, by using the
Nehari manifold, Chen and Zou [6] obtained the existence
of ground state solution of system (1). But in our paper,
without the assumption of the monotonicity of u↦ ð f ðuÞÞ
/u, we have to adopt a new method to replace the Nehari
manifold.

The following single Schrödinger equation

−Δu + u = f uð Þ, u ∈H1 ℝN� �
,N ≥ 3, ð3Þ

has been widely studied by many researchers, and relevant
results can been referred to [8–10] and the references
therein. By [9], we know that if f satisfies (f1)-(f4); then,
equation (3) has a ground state solution. Define

a = inf
u∈Γ

1
2

ð
ℝN

∇uj j2 + u2
� �

dx −
ð
ℝN

F uð Þdx
� �

, ð4Þ

where Γ = fu ∈H1ðℝNÞ: u is a nontrivial solution of
equation ð3Þg and define

S = inf
u∈D1,2 ℝNð Þ\ 0f g

Ð
ℝN ∇uj j2dxÐ

ℝN uj j2∗dx
� �2/2∗ , ð5Þ

where S is the optimal constant of the Sobolev embedding
D1,2ðℝNÞ⟶ L2

∗ðℝNÞ.
The main result of this paper is the following.

Theorem 1. Assume that μ, ν, and λ are positive parameters

satisfying μ > S−N/ðN−2ÞðaNÞ2/ðN−2Þ and 0 < λ < ffiffiffiffiffiffi
μν

p
. Suppose

that f satisfies (f1)-(f4). Then, system (1) has a ground state
solution.

Remark 2. There are some examples of functions that satisfy
the assumptions (f1)-(f4), for example, f ðsÞ = jsjp−2s with 2
< p < 2∗ and f ðsÞ = jsjp−2s/ð1 + s2Þ with 4 < p < 2∗ + 2.

Remark 3. It is obvious that system (1) has no semitrivial
solutions. Indeed, if ðu, 0Þ is a solution of system (1), then
u = 0 and if ð0, vÞ is a solution of system (1), then v = 0.

Remark 4. There are some recent studies on the ground state
solutions for other types of Schrödinger equations or sys-
tems, for example, [6, 11]. Moreover, in the bounded
domain, the existence and the regularity of solutions to dif-
ferential problems have been widely investigated by using
tools of harmonic and real analysis and variational methods,
for example, [12–14].

2. Preliminaries

In order to make a precise explanation of the results in this
paper, we will give some notations.

C, Ci denote various positive constants.
LpðℝNÞ is the usual Lebesgue space endowed with the

norm

uj jp =
ð
ℝN

uj jpdx
	 
1/p

: ð6Þ

D1,2ðℝNÞ = fu ∈ L2∗ðℝNÞ ∣ ð∂u/∂xiÞ ∈ L2ðℝNÞ, i = 1, 2,
⋯,Ng endowed with the norm

uk kD1,2 =
ð
ℝN

∇uj j2dx
	 
1/2

: ð7Þ

H1ðℝNÞ = fu ∈ L2ðℝNÞ ∣ ð∂u/∂xiÞ ∈ L2ðℝNÞ, i = 1, 2,⋯,
Ng endowed with the norm

uk k =
ð
ℝN

∇uj j2 + u2
� �

dx
	 
1/2

: ð8Þ

For any ðu, vÞ ∈H ≔H1ðℝNÞ ×H1ðℝNÞ, we set

u, vk kH =
ð
ℝN

∇uj j2 + μu2 + ∇vj j2 + νv2
� �

dx
	 
1/2

: ð9Þ

For any u ∈H1ðℝNÞ, we denote ut = uð·/tÞ for all t > 0.
The weak solutions of (1) correspond to critical points of

the functional

I u, vð Þ = 1
2 u, vk k2H − μ

ð
ℝN

F uð Þdx − 1
2∗
ð
ℝN

vj j2∗dx − λ
ð
ℝN

uvdx:

ð10Þ

Obviously, I ∈ C1ðH,ℝÞ and for all ðu, vÞ ∈H and ðφ, ψÞ
∈H, we have

I ′ u, vð Þ, φ, ψð Þ
D E

=
ð
ℝN

∇u · ∇φ + μuφ+∇v · ∇ψ + νvψð Þdx

− μ
ð
ℝN

f uð Þφdx −
ð
ℝN

vj j2∗−2vψdx

− λ
ð
ℝN

φv + uψð Þdx:

ð11Þ

Similar to [15, 16], in order to obtain a ground state
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solution, we define the Pohožaev manifold

P = u, vð Þ ∈H \ 0, 0ð Þf g: J u, vð Þ = 0f g ð12Þ

and consider the constraint minimization problem

m = inf
u,vð Þ∈P

I u, vð Þ, ð13Þ

where J : H ⟶ℝ is defined as

J u, vð Þ = N − 2
2

ð
ℝN

∇uj j2 + ∇vj j2� �
dx + N

2

ð
ℝN

μu2 + νv2
� �

dx

− μN
ð
ℝN

F uð Þdx − N
2∗
ð
ℝN

vj j2∗dx − λN
ð
ℝN

uvdx:

ð14Þ

We also require the following subcritical system of system
(1):

−Δu + μu = μf uð Þ + λv, x ∈ℝN ,
−Δv + νv = vj jq−2v + λu, x ∈ℝN ,
u, v ∈H1 ℝN� �

, N ≥ 3,

8>><
>>: ð15Þ

where 2 < q < 2∗, μ, ν, and λ are positive parameters satisfying
0 < λ < ffiffiffiffiffiffi

μν
p

and f satisfies (f1)-(f4). The energy functional of
system (15) is

Iq u, vð Þ = 1
2 u, vk k2H − μ

ð
ℝN

F uð Þdx − 1
q

ð
ℝN

vj jqdx − λ
ð
ℝN

uvdx:

ð16Þ

Define

P q = u, vð Þ ∈H \ 0, 0ð Þf g: Jq u, vð Þ = 0
� �

andmq

= inf
u,vð Þ∈P q

Iq u, vð Þ, ð17Þ

where

Jq u, vð Þ = N − 2
2

ð
ℝN

∇uj j2 + ∇vj j2� �
dx + N

2

ð
ℝN

μu2 + νv2
� �

dx

− μN
ð
ℝN

F uð Þdx − N
q

ð
ℝN

vj jqdx − λN
ð
ℝN

uvdx:

ð18Þ

3. Proof of Theorem 1

The following two lemmas will be used in proof.

Lemma 5 (compactness lemma of Strauss, see [9, 10]). Let
P,Q : ℝ⟶ℝ be two continuous functions satisfying

P sð Þ
Q sð Þ ⟶ 0 as sj j⟶ +∞: ð19Þ

Let un be a sequence of measurable functions: ℝN ⟶ℝ
such that

sup
n

ð
ℝN

Q un xð Þð Þj jdx < +∞ ð20Þ

and PðunðxÞÞ⟶ υðxÞ a.e. in ℝN , as n⟶∞. Then, for any
bounded Borel set B, one has

ð
B
P un xð Þð Þ − υ xð Þj jdx⟶ 0 as n⟶ +∞: ð21Þ

If one further assumes that

P sð Þ
Q sð Þ ⟶ 0 as sj j⟶ 0 ð22Þ

and unðxÞ⟶ 0 as jxj⟶ +∞, uniformly with respect to n,
then PðunÞ converges to υ in L1ðℝNÞ as n⟶ +∞.

Lemma 6 (Strauss inequality, see [17]). If N ≥ 2, there exists
CN > 0 such that, for every uðxÞ = uðjxjÞ ∈H1ðℝNÞ,

u xð Þj j ≤ CN uj j1/22 ∇uj j1/22 xj j 1−Nð Þ/2 ð23Þ

a.e. on ℝN .
Before proving Theorem 1, we need to prove a series of

lemmas.

Lemma 7. Suppose that (f1)-(f4) hold. Then, the Pohožaev
manifold P is not empty.

Proof. From [17], we know that for any ε > 0,

uε =
N N − 2ð Þ½ � N−2ð Þ/4ε N−2ð Þ/2

ε + xj j2� � N−2ð Þ/4 ð24Þ

is a positive solution of the following equation:

−Δu = uj j2∗−2u, x ∈ℝN ,N ≥ 3: ð25Þ

Define a cut-off function ϕ ∈ C∞
0 ðℝN , ½0, 1�Þ as

ϕ =
1, x ∈ Bρ,

0, x ∈ℝN \ B2ρ,

(
ð26Þ

where ϱ > 0 and Bϱ = fx ∈ℝN , jxj < ϱg. Let Wε = ϕuε and
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define Vε =Wε/ð
Ð
ℝN jWεj2

∗
dxÞ1/2

∗

. By [16], we have

ð
ℝN

Vεj j2∗dx
	 
1/2∗

= 1,

ð
ℝN

Vεj j2dx =
o ε1/2
� �

, N = 3,
o ε ln εj jð Þ, N = 4,
o εð Þ, N = 5:

8>><
>>:

ð27Þ

Take ε > 0 small enough such that
Ð
ℝN ðð1/2∗ÞjVεj2

∗
−

ðν/2ÞV2
εÞdx > 0. Let U ∈H1ðℝNÞ be a positive ground state

solution of equation (3). Then, we have the following
Pohožaev equality:

N − 2
2

ð
ℝN

∇Uj j2dx + N
2

ð
ℝN

U2dx =N
ð
ℝN

F Uð Þdx: ð28Þ

Then,
Ð
ℝN ðFðUÞ − ð1/2ÞU2Þdx > 0. Thus, we have

τ tð Þ≔ I Ut , Vεð Þt
� �

= tN−2

2

ð
ℝN

∇Uj j2 + ∇Vεj j2� �
dx

− μtN
ð
ℝN

F Uð Þ − 1
2U

2
	 


dx

− tN
ð
ℝN

1
2∗ Vεj j2∗ − ν

2V
2
ε

	 

dx − λtN

ð
ℝN

UV εdx:

ð29Þ

Define s = tN ; we have

η sð Þ≔ τ s1/N
� �

= s N−2ð Þ/N

2

ð
ℝN

∇Uj j2 + ∇Vεj j2� �
dx

− μs
ð
ℝN

F Uð Þ − 1
2U

2
	 


dx

− s
ð
ℝN

1
2∗ Vεj j2∗ − ν

2V
2
ε

	 

dx − λs

ð
ℝN

UVεdx:

ð30Þ

We can easily know that ηðsÞ > 0 for s small enough
and ηðsÞ < 0 for large s. Since ðd2ηðsÞÞ/ds2 < 0, ηðsÞ is a
concave function. Then, there exists a unique s0 > 0 such
that η′ðs0Þ = 0. Hence, there exists a unique t0 = s1/N0 > 0
such that τ′ðt0Þ = 0. Then, we have t0τ′ðt0Þ = JðUðx/t0Þ,
Vεðx/t0ÞÞ = 0. Then, ðUt0

, ðVεÞt0Þ ∈P :

Lemma 8. Suppose that (f1)-(f4) hold. Then, m = inf
ðu,vÞ∈P

I

ðu, vÞ > 0.

Proof. Since 0 < λ < ffiffiffiffiffiffi
μν

p
, there exists 0 < θ < 1 such that 0

< λ <
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μð1 − θÞνp

. For any ðu, vÞ ∈P , we have Jðu, vÞ = 0.

By using Young’s inequality, we have

N − 2
2

ð
ℝN

∇uj j2 + ∇vj j2� �
dx + N

2

ð
ℝN

μu2 + νv2
� �

dx

= μN
ð
ℝN

F uð Þdx + N
2∗
ð
ℝN

vj j2∗dx + λN
ð
ℝN

uvdx

≤ μN
θ

2

ð
ℝN

u2dx +NC
ð
ℝN

uj j2∗dx + N
2∗
ð
ℝN

vj j2∗dx

+ λN
ð
ℝN

uvdx ≤ μN
θ

2

ð
ℝN

u2dx +NC
ð
ℝN

uj j2∗dx

+ N
2∗
ð
ℝN

vj j2∗dx +N
μ 1 − θð Þ

2

ð
ℝN

u2dx + Nν

2

ð
ℝN

v2dx:

ð31Þ

Therefore, we have

N − 2
2

ð
ℝN

∇uj j2 + ∇vj j2� �
dx ≤NC

ð
ℝN

uj j2∗dx + N
2∗
ð
ℝN

vj j2∗dx:

ð32Þ

By using Sobolev’s inequality, we have

N − 2
2

ð
ℝN

∇uj j2 + ∇vj j2� �
dx

≤ C1

ð
ℝN

∇uj j2dx
	 
2∗/2

+
ð
ℝN

∇vj j2dx
	 
2∗/2

" #

≤ C2

ð
ℝN

∇uj j2 + ∇vj j2� �
dx

� �2∗/2
,

ð33Þ

which implies
Ð
ℝN ðj∇uj2 + j∇vj2Þdx ≥ ððN − 2Þ/2C2ÞðN−2Þ/2

> 0. Therefore, we conclude that for any ðu, vÞ ∈P , we have

I u, vð Þ = I u, vð Þ − 1
N
J u, vð Þ = 1

2 −
1
2∗

	 
ð
ℝN

∇uj j2dx

+ 1
2 −

1
2∗

	 
ð
ℝN

∇vj j2dx ≥ 1
N

N − 2
2C2

	 
 N−2ð Þ/2
:

ð34Þ

Therefore, we have m > 0.

Lemma 9. Suppose that (f1)-(f4) hold. Then, m < ð1/NÞSN/2.

Proof. Let U ∈H1ðℝNÞ be a positive ground state solution of
equation (3). Then, (28) holds and

a = 1
2

ð
ℝN

∇Uj j2 +U2� �
dx −

ð
ℝN

F Uð Þdx

= 1
2

ð
ℝN

∇Uj j2 +U2� �
dx −

ð
ℝN

F Uð Þdx

−
1
N

N − 2
2

ð
ℝN

∇Uj j2dx + N
2

ð
ℝN

U2dx −N
ð
ℝN

F Uð Þdx
	 


=
ð
ℝN

∇Uj j2dx:

ð35Þ
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Moreover, we have also Uð ffiffiffi
μ

p
xÞ which is a solution of

equation

−Δu + μu = μf uð Þ, u ∈H1 ℝN� �
,N ≥ 3: ð36Þ

Then, ðUð ffiffiffi
μ

p
xÞ, 0Þ ∈P . Since μ > S−N/ðN−2ÞðaNÞ2/ðN−2Þ,

we have

m ≤ I U
ffiffiffi
μ

p
xð Þ, 0ð Þ = I U

ffiffiffi
μ

p
xð Þ, 0ð Þ − 1

N
J U

ffiffiffi
μ

p
xð Þ, 0ð Þ

= 1
N

ð
ℝN

∇U
ffiffiffi
μ

p
xð Þj j2dx = aμ 2−Nð Þ/2 < 1

N
SN/2:

ð37Þ

Lemma 10. Suppose that (f1)-(f4) hold. For any ðun, vnÞ ⊂P ,
if Iðun, vnÞ ≤ C, then ðun, vnÞ is bounded in H.

Proof. Since Iðun, vnÞ ≤ C, we have

C ≥ I un, vnð Þ = I un, vnð Þ − 1
N
J un, vnð Þ

= 1
N

ð
ℝN

∇unj j2 + ∇vnj j2� �
dx:

ð38Þ

Because 0 < λ < ffiffiffiffiffiffi
μν

p
, there exists 0 < θ < 1/2 and α > 0

such that 0 < λ <
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μð1 − 2θÞðν − αÞp

. Therefore, we have

N − 2
2

ð
ℝN

∇unj j2 + ∇vnj j2� �
dx + N

2

ð
ℝN

μu2n + νv2n
� �

dx

= μN
ð
ℝN

F unð Þdx + N
2∗
ð
ℝN

vnj j2∗dx + λN
ð
ℝN

unvndx

≤ μN
θ

2

ð
ℝN

unj j2dx +NC
ð
ℝN

unj j2∗dx + N
2∗
ð
ℝN

vnj j2∗dx

+ λN
ð
ℝN

unvndx ≤ μN
θ

2

ð
ℝN

unj j2dx

+NC
ð
ℝN

unj j2∗dx + N
2∗
ð
ℝN

vnj j2∗dx

+N
μ 1 − 2θð Þ

2

ð
ℝN

u2ndx +
N ν − αð Þ

2

ð
ℝN

v2ndx:

ð39Þ

Then, we have

Nμθ

2

ð
ℝN

unj j2dx + Nα

2

ð
ℝN

vnj j2dx ≤ CN
ð
ℝN

unj j2∗dx

+ N
2∗
ð
ℝN

vnj j2∗dx ≤ C3

ð
ℝN

∇uj j2 + ∇vj j2� �
dx

� �2∗/2
≤ C4:

ð40Þ

Hence, ðun, vnÞ is bounded in H.

Lemma 11. Suppose that (f1)-(f4) hold. Then, lim
q⟶2∗−

sup mq

≤m.

Proof. For any ε ∈ ð0, 1/2Þ, there exists ðu, vÞ ∈P such that
Iðu, vÞ <m + ε. Since Jðu, vÞ = 0, for any t > 0, we have

I ut , vtð Þ = I ut , vtð Þ − tN

N
J u, vð Þ

= tN−2

2 −
N − 2
2N tN

	 
ð
ℝN

∇uj j2 + ∇vj j2� �
dx:

ð41Þ

Define hðtÞ = tN−2/2 − ððN − 2Þ/2NÞtN . Through simple
calculations, we have h′ðtÞ = ðN − 2Þ/2ðtN−3 − tN−1Þ. We
can easily see that h is increasing for t ∈ ð0, 1Þ and h is
decreasing for t > 1. Then, we have max

t>0
Iðut , vtÞ = Iðu, vÞ

and Iðut , vtÞ < Iðu, vÞ for any t ≠ 1. By calculation, we have
Iðut , vtÞ < 0 for t >

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N/ðN − 2Þp

. Take large T such that

I uT , vTð Þ = TN−2

2

ð
ℝN

∇uj j2 + ∇vj j2� �
dx

+ TN

2

ð
ℝN

μu2 + νv2
� �

dx − μTN
ð
ℝN

F uð Þdx

−
TN

2∗
ð
ℝN

vj j2∗dx − λTN
ð
ℝN

uvdx ≤ −1:

ð42Þ

Then, there exists σ ∈ ð0, 2∗Þ such that

Iq ut , vtð Þ − I ut , vtð Þ

 

 = tN

2∗
ð
ℝN

vj j2∗dx − tN

q

ð
ℝN

vj jqdx










 < ε,

ð43Þ

for all 2∗ − σ < q < 2∗ and 0 ≤ t ≤ T . Then, we have IqðuT ,
vTÞ ≤ −ð1/2Þ for all 2∗ − σ < q < 2∗. Since

Iq ut , vtð Þ = tN−2

2

ð
ℝN

∇uj j2 + ∇vj j2� �
dx

+ tN

2

ð
ℝN

μu2 + νv2
� �

dx − μtN
ð
ℝN

F uð Þdx

−
tN

q

ð
ℝN

vj jqdx − λtN
ð
ℝN

uvdx,

ð44Þ

Iqðut , vtÞ > 0 for t small enough. Then, there exists tq ∈ ð0, TÞ
such that ðd/dtÞIqðut , vtÞjt=tq = 0. So, ðutq , vtqÞ ∈P q. Hence,

we have

mq ≤ Iq utq , vtq
� �

≤ I utq , vtq
� �

+ ε ≤ I u, vð Þ + ε <m + 2ε,

ð45Þ

for all 2∗ − σ < q < 2∗.
From [18, 19], we know that system (15) has a positive

and radial ground state solution. Then, for any qn ∈ ð2, 2∗Þ
and qn ⟶ 2∗−, there exists a positive and radial sequence
fðun, vnÞg ⊂H such that
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Iqn un, vnð Þ =mqn
,

Iqn
′ un, vnð Þ = 0,
Jqn un, vnð Þ = 0:

ð46Þ

By Lemmas 10 and 11, we know that fðun, vnÞg is
bounded in H.

Lemma 12. Suppose that (f1)-(f4) and (46) hold. Then,
lim inf
n⟶∞

mqn
> 0.

Proof. Similar to the proof of Lemma 8, we have

N − 2
2

ð
ℝN

∇unj j2 + ∇vnj j2� �
dx ≤NC

ð
ℝN

unj j2∗dx

+ N
qn

ð
ℝN

vnj jqndx:
ð47Þ

Using Young’s inequality implies

N
qn

ð
ℝN

vnj jqndx = N
qn

ð
ℝN

vnj j 2 2∗−qnð Þð Þ/ 2∗−2ð Þ vnj j 2∗ qn−2ð Þð Þ/ 2∗−2ð Þdx

≤
N
qn

2∗ − qn
2∗ − 2

ð
ℝN

vnj j2dx + N
qn

qn − 2
2∗ − 2

ð
ℝN

vnj j2∗dx

= N
2∗
ð
ℝN

vnj j2∗dx + o 1ð Þ:

ð48Þ

Then,

N − 2
2

ð
ℝN

∇unj j2 + ∇vnj j2� �
dx ≤NC

ð
ℝN

unj j2∗dx

+ N
2∗
ð
ℝN

vnj j2∗dx + o 1ð Þ ≤ C5

ð
ℝN

∇unj j2 + ∇vnj j2� �
dx

� �2∗/2
+ o 1ð Þ:

ð49Þ

So there exists ϖ > 0 such that up to a subsequence,Ð
ℝN ðj∇unj2 + j∇vnj2Þdx + oð1Þ ≥ ϖ. On the other hand,

mqn
= Iqn un, vnð Þ = Iqn un, vnð Þ − 1

N
Jqn un, vnð Þ

= 1
N

ð
ℝN

∇unj j2 + ∇vnj j2� �
dx:

ð50Þ

Then, lim inf
n⟶∞

mqn
> 0.

Proof of Theorem 1. Because (46) holds, there exists ðu, vÞ
∈H such that unu, vnv in H1ðℝNÞ, un ⟶ u, vn ⟶ v in Lp

ðℝNÞ, 2 < p < 2∗, and unðxÞ⟶ uðxÞ, vnðxÞ⟶ vðxÞ a.e. in
ℝN . For any ðφ, ψÞ ∈H, we have

0 = Iqn
′ un, vnð Þ, φ, ψð Þ

D E
⟶ I ′ u, vð Þ, φ, ψð Þ

D E
, ð51Þ

i.e., ðu, vÞ is a solution of system (1). Suppose that u = 0. Set
PðsÞ = f ðsÞs and QðsÞ = jsj2 + jsj2∗ . Through Lemma 5 and
Lemma 6, we have

Ð
ℝNPðunÞdx⟶ 0 as n⟶ +∞. Since h

Iqn
′ ðun, vnÞ, ðun, vnÞi = 0, by using Young’s inequality, we
have

un, vnk kH = μ
ð
ℝN

f unð Þundx +
ð
ℝN

vnj jqndx + 2λ
ð
ℝN

unvndx

≤ μ
ð
ℝN

P unð Þdx +
ð
ℝN

vnj j 2 2∗−qnð Þð Þ/ 2∗−2ð Þ vnj j 2∗ qn−2ð Þð Þ/ 2∗−2ð Þdx

+
ð
ℝN

μu2n + νv2n
� �

dx ≤ μ
ð
ℝN

P unð Þdx + 2∗ − qn
2∗ − 2

ð
ℝN

vnj j2dx

+ qn − 2
2∗ − 2

ð
ℝN

vnj j2∗dx +
ð
ℝN

μu2n + νv2n
� �

dx =
ð
ℝN

vnj j2∗dx

+
ð
ℝN

μu2n + νv2n
� �

dx + o 1ð Þ:

ð52Þ

One has

ð
ℝN

∇vnj j2dx ≤
ð
ℝN

∇unj j2 + ∇vnj j2� �
dx ≤

ð
ℝN

vnj j2∗dx + o 1ð Þ

≤
Ð
ℝN ∇vnj j2dx

S

 !2∗/2

+ o 1ð Þ:

ð53Þ

So we have (i)
Ð
ℝN j∇vnj2dx⟶ 0 or (ii) lim sup

n⟶∞

Ð
ℝN

j∇vnj2dx ≥ SN/2. If (i) holds, then we have

mqn
= Iqn un, vnð Þ − 1

N
Jqn un, vnð Þ

= 1
N

ð
ℝN

∇unj j2 + ∇vnj j2� �
dx⟶ 0,

ð54Þ

which contradicts with Lemma 12. If (ii) holds, then we have

m ≥ lim sup
n⟶∞

mqn
= lim sup

n⟶∞
Iqn un, vnð Þ − 1

N
Jqn un, vnð Þ

� �

= lim sup
n⟶∞

1
N

ð
ℝN

∇unj j2 + ∇vnj j2� �
dx

� �

≥ lim sup
n⟶∞

1
N

ð
ℝN

∇vnj j2dx ≥ 1
N
SN/2:

ð55Þ

This is a contradiction. So u ≠ 0 and through Remark 3,
we know that v ≠ 0. Applying the weak lower-semicontinuity
of the norm, we have
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m ≤ I u, vð Þ = I u, vð Þ − 1
N
J u, vð Þ = 1

N

ð
ℝN

∇uj j2 + ∇vj j2� �
dx

≤ lim inf
n⟶∞

1
N

ð
ℝN

∇unj j2 + ∇vnj j2� �
dx

= lim inf
n⟶∞

Iqn un, vnð Þ − 1
N
Jqn un, vnð Þ

� �
= lim inf mqn

n⟶∞
≤m:

ð56Þ

This implies Iðu, vÞ =m. We complete the proof.
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