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This paper presents a new method that is constructed by combining the Shehu transform and the residual power series method.
Precisely, we provide the application of the proposed technique to investigate fractional-order linear and nonlinear problems. Then,
we implemented this new technique to obtain the result of fractional-order Navier-Stokes equations. Finally, we provide three-
dimensional figures to help the effect of fractional derivatives on the actions of the achieved profile results on the proposed models.

1. Introduction

Fractional calculus is an engineering and sciences area that
deals with the integral and derivative of arbitrary orders.
Fractional differential equations (FDEs) have gained popu-
larity and significance, primarily due to their proven imple-
mentations in applied mathematics. For instance, these
problems are more and more utilized to an equation in fluid
flow, diffusion, rheology, oscillation, relaxation, reaction-dif-
fusion, anomalous diffusion, diffusive transport akin to diffu-
sion, turbulence, polymer physics, electric networks,
electrochemistry of corrosion, chemical physics, propagation
of seismic waves, relaxation processes in complex systems,
porous structures, and dynamical processes in self-similar
and various other physical procedure. The most significant
benefit of FDEs in these and other uses is their nonlocal
property. It is well-known that the differential operator of
integer-order is a local operator, but the fractional-order dif-
ferential operator is nonlocal [1–5]. For example, the nonlin-
ear oscillation of earthquakes can be modeled with fractional

derivatives [6], and the fluid dynamic traffic model with frac-
tional derivatives [7] can calculate the insufficiency arising
from the assumption of continuum traffic flow. Experimental
data fractional partial differential equations for seepage flow
in porous media are shown in [8]. Fractional differential
equations have created attention among the researcher due
to the exact description of nonlinear phenomena, especially
in nanohydrodynamics where continuum assumption does
not well, and fractional model can be considered the best can-
didate. These findings invoked the growing interest in studies
of fractal calculus in many branches of engineering and sci-
ence. This is more realistic and it is one reason why fractional
calculus has become more and more popular [9–17].

A famous governing equation of motion of viscous fluid
flow called the Navier-Stokes (NS) equation has been derived
in 1822 [18]. The equation can be regarded as the Momen-
tum equation and is a combination of Newton’s second law
of motion for fluid substances, the energy equation, and con-
tinuity equation. This equation describes many physical
things such as ocean currents, liquid flow in pipes, blood
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flow, and airflow around the wings of an aircraft. The NSE is
the computational fluid dynamics initial equation, relating
external forces and pressure acting on a fluid to the fluid flow
response. The Navier-Stokes and continuity models are
described by

Dϖ
ηu + u:∇ð Þu = −

1
ρ
∇p + v∇2u, 0 < ϖ ≤ 1,

∇u = 0,

8<
: ð1Þ

where the Caputo fractional derivative is Dϖ
ηu, time is η, the

velocity vector is u, kinematics viscosity is v, pressure is p,
and density is ρ. In this article, we consider two special cases.
First, a viscous fluid in a tube moves in an unsteady, one-
dimensional motion. The fluid flow in the tube of fractional
NSEs in cylindrical coordinates that govern is defined by

Dϖ
ηu + P + v

∂2u
∂ζ2

+ 1
ζ

∂u
∂ζ

 !
, 0 < ϖ ≤ 1, ð2Þ

with initial condition

u ζ, 0ð Þ = g ζð Þ, ð3Þ

where P = −1/ρð∂p/∂zÞ and gðζÞ is a function that depends
only on ζ.

Consider the two-dimensional fractional NSE is given as

Dϖ
ηu = ρ0

∂2

∂ζ2
u + ∂2

∂φ2 u

 !
− u

∂
∂ζ

u − v
∂
∂φ

u + g,

Dϖ
η v = ρ0

∂2

∂ζ2
v + ∂2

∂φ2 v

 !
− u

∂
∂ζ

v − v
∂
∂φ

v − g,
ð4Þ

with initial conditions

u ζ, φ, ηð Þ = f ζ, φð Þ, v ζ, φ, ηð Þ = g ζ, φð Þ, ð5Þ

where u = uðζ, φ, ηÞ, v = vðζ, φ, ηÞ, where time, pressure and
constant density define by η, p, and ρ, respectively. ζ and φ
are the spatial components and f ðζ, φÞ and gðζ, φÞ are two
functions dependent only on ζ and φ. El-Shahed and Salem
[19] generalized the classical NSEs by substituting a Caputo
fractional derivative of order ϖ for the first time derivative,
where 0 < ϖ ≤ 1. Momani and Odibat [20] use the Adomian
decomposition approach to solve fractional-order NSEs.
Ganji et al. [21] used the Homotopy perturbation procedure,
an analytical technique, to solve fractional NSEs in polar
coordinates, and the solutions were given in the closed-
form. Singh and Kumar [22] implemented the reduced dif-
ferential transform method to obtain an analytical solution
of fractional multidimensional NSEs. Ahmad and Jaber used
the residual power series approach to solve the nonlinear
fractional two-dimension NSEs [23]. For a class of NSEs with
fractional-order derivatives, Wang and Zhang [24] proposed
a numerical method. Some investigators combined two

strong methods to produce a new method for solving
fractional-order NSE equations. Below, we expressed some
of these combinations: a mixture of the Adomian decompo-
sition method and Laplace transform; Kumar et al. [25]
introduce homotopy perturbation transformation technique,
combine the Homotopy perturbation technique with Laplace
transform, to solve fractional NSEs. Jena and Chakraverty
[26] applied the homotopy perturbation transform technique
and this method consists in the combination of homotopy
perturbation technique and Elzaki transform; Prakash et al.
[27] proposed q-homotopy analysis transform method to
obtain a solution of fractional system NSEs. This method
combined the homotopy analysis technique and Laplace
transform.

The residual power series method (RPSM) is an efficient
and straightforward method for constructed a Power Series
solution for extremely linear and nonlinear equations with-
out linearization, perturbation, and discretization. The RPS
method, unlike the classical power series method, does not
involve comparing the coefficients of the corresponding
terms or a recursion relation. The power series coefficients
are calculated using a series of algebraic equations in one or
more variables. The methodology’s key benefit is its depen-
dence on derivation, which is much simpler and more accu-
rate than integration, which is the basis of most other
solutions techniques. This approach is an alternative tech-
nique for solving fractional-order partial differential equa-
tions theoretically [28].

The RPSM was used as an essential tool for determining
power series method values for fuzzy differential equations
[29]. It has been successes used in the analytical solution of
the generalize Lane-Emden equations [30], which is signifi-
cantly nonlinear singular differential equations, in the exact
work of higher-order regular differential equations [31], in
the result of composite and noncomposite time-fractional
differential equations [32], in estimating and demonstrating
the variety of solutions for fractional boundary value equa-
tion [33], in the approximate investigation of the nonlinear
time-fractional Burgers and KdV equations [34], in further
to few other implementations [35–37], and recently, it has
been implemented to investigate the analytical solution of a
fractional two-component evolutionary system [38]. This
paper presents an analytical investigation of one- and two-
dimensional, fractional-order model of Navier-stokes equa-
tions by using RPSTM.

The fractional calculus fundamental definitions are
defined in Section 2, write the general methodologies in Sec-
tion 3, and many test models to show the effectiveness of sug-
gested techniques are given in Section 4, and finally, the
conclusion is given in Section 5.

2. Basic Definitions

2.1. Definition. The fractional-order Riemann-Liouville inte-
gral is defined as [39, 40].

Iδ0h ηð Þ = 1
Γ δð Þ

ðη
0
η − sð Þδ−1h sð Þds: ð6Þ
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2.2. Definition. The fractional-order Caputo’s derivative of
f ðηÞ is given as [39, 40].

Dδ
η f ηð Þ = I j−δ f j, j − 1 < δ < j, j ∈ℕ dj

dηj
h ηð Þ, δ = j, j ∈ℕ:

ð7Þ

2.3. Definition. Shehu transformation is new and identical to
other integral transformations defined for exponential order
functions. In Set A, the function is defined by [41–43]

A = ν ηð Þ: ∃,ρ1, ρ2 > 0, ν ηð Þj j <Me
ηj j
ρi

n
, if η ∈ 0,∞½ Þ: ð8Þ

The Shehu transform which is described as Sð:Þ for a
function νðηÞ is defined as

S ν ηð Þf g = V s, uð Þ =
ð∞
0
e
−sη
u ν ηð Þdη, η > 0, s > 0: ð9Þ

The Shehu transform of a function νðηÞ is Vðs, uÞ; then,
νðηÞ is called the inverse of Vðs, uÞ which is given as

S−1 V s, uð Þf g = ν ηð Þ, for η ≥ 0, S−1is inverse Shehu transform:

ð10Þ

2.4. Definition. Shehu transform for nth derivatives is given
as [41–43]

S ν jð Þ ηð Þ
n o

= sj

uj
V s, uð Þ − 〠

j−1

k=0

s
u

� �j−k−1
ν kð Þ 0ð Þ: ð11Þ

2.5. Definition. The fractional-order derivatives of Shehu
transformation are defined as [41–43]

S ν δð Þ ηð Þ
n o

= sδ

uδ
v s, uð Þ − 〠

j−1

k=0

s
u

� �δ−k−1
ν kð Þ 0ð Þ, 0 < β ≤ n:

ð12Þ

2.6. Definition. A power series is given as

〠
∞

k=0
Pk η − ζð Þkϖ = Po + P1 η − ζð Þ + P2 η − ζð Þ2ϖ+⋯, ð13Þ

where 0 ≤ k − 1 < ϖ ≤ k and η ≤ ζ is called fractional-order
power series about ζ, where Pk are the constant called the
coefficient of the series. If ζ = 0, then the fractional-order
power series will be reduced to the fractional-order
Maclaurin series.

2.7. Theorem. Suppose that f o has a fractional power series
expression of the form at tau = psi

f o ηð Þ = 〠
∞

m=0
Pm η − ζð Þmϖ: ð14Þ

If Dmϖ f oðηÞ, for m = 0, 1, 2, 3,⋯ are continuous on ðζ, ζ
+ RoÞ, then the coefficient Pm can be defined as

Pm = Dmϖ f o ζð Þ
Γ 1 +mϖð Þ : ð15Þ

2.8. Definition. The power series expansion is given as

〠
∞

m=0
Gm ϕð Þ η − ζð Þmϖ, ð16Þ

is called to be multi fractional power series at η = ζ, where
GmðϕÞ are the fractional power series coefficients.

2.9. Theorem. Let us suppose that uoðϕ, ηÞ has the fractional-
order power define at η = ζ is given as

uo ϕ, ηð Þ = 〠
∞

m=0
Gm xð Þ η − ζð Þmϖ: ð17Þ

If Dmϖ
η uoðϕ, ηÞ,m = 0, 1, 2, 3,⋯ are the continuous on Io

× ðζ, ζ + RoÞ, then the coefficient Gm can be written as

Gm xð Þ = Dmϖ
η uo ϕ, ηð Þ
Γ 1 +mϖð Þ , ð18Þ

where ζ ∈ Io, ζ ≤ η < ζ + Ro, Ro.
So we can write the fractional power expansion of uoðϕ,

ηÞ of the form

μ ϕ, ηð Þ = 〠
∞

m=0

Dmϖ
η μ ϕ, ηð Þ

Γ 1 +mϖð Þ η − ζð Þmϖ, ð19Þ

which is the generalized form of the Taylor expansion.

2.10. Corollary. Let assume that μðϕ, φ, ηÞ has a power series
multi fractional represent about η = ζ as

uo ϕ, φ, ηð Þ = 〠
∞

m=0
Gm ϕ, φð Þ η − ζð Þmϖ: ð20Þ

If Dmϖ
η μðϕ, φ, ηÞ, m = 0, 1, 2, 3:: are continuous on I1 ×

I2 × ðζ, ζ + RoÞ, then

Gm ζ, φð Þ = Dmϖ
η μ ϕ, φ, ηð Þ
Γ 1 +mϖð Þ , ð21Þ

where ðϕ, φÞ ∈ I1 × I2, ζ ≤ η < ζ + Ro.

3. The General Methodologies of RPSTM

In this section, we will go through the steps that RPSTM
takes to solve the FPDEs.

Dϖ
ηu ζ, ηð Þ = aD2

ζu ζ, ηð Þ + bu ζ, ηð Þ − cuq ζ, ηð Þ, ð22Þ
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with initial condition

u ζ, 0ð Þ = f0 ζð Þ, ð23Þ

we use the Shehu transformation to (22)

S Dϖ
ηu ζ, ηð Þ

h i
= aS D2

ζu ζ, ηð Þ� �
+ bS u ζ, ηð Þ½ � − cS uq ζ, ηð Þ½ �:

ð24Þ

By the fact that S½Dϖ
ηuðζ, ηÞ� = ðsϖ/νϖÞS½uðζ, ηÞ� − ðν1−ϖ/

s1−ϖÞuðx, oÞ and apply the initial condition (23), we can write
(10) as

U ζ, sð Þ = ν

s
f0 ζð Þ + νϖ

sϖ
aD2

xU ζ, sð Þ + b
νϖ

sϖ
U ζ, sð Þ − c

νϖ

sϖ
S−1 S U ζ, sð Þ½ �ð Þq� �

,

ð25Þ

where Uðζ, sÞ = S½uðζ, ηÞ�:
Second, we expressed the transformation functionUðζ, sÞ

as the following equation

U ζ, sð Þ = 〠
∞

n=0

ν

s

� �nϖ+1
f n xð Þ: ð26Þ

The kth-truncated series of (26), we write as

U ζ, sð Þ = 〠
∞

n=0

ν

s

� �nϖ+1
f n xð Þ = ν

s
f0 xð Þ + 〠

∞

n=1

ν

s

� �nϖ+1
f n xð Þ:

ð27Þ

As stated in [24], the definition of Shehu residual func-
tion to (26) is

SRes ζ, sð Þ =U ζ, sð Þ − f0 xð Þ ν
s
− a

νϖ

sϖ
D2
xU ζ, sð Þ − b

νϖ

sϖ
U ζ, sð Þ

+ c
νϖ

sϖ
S−1 S U ζ, sð Þ½ �ð Þq� �

,

ð28Þ

and the kth-Shehu residual function of (28) is

SRes ζ, sð Þ =Uk ζ, sð Þ − f0 xð Þ ν
s
− a

νϖ

sϖ
D2
xUk ζ, sð Þ

− b
νϖ

sϖ
Uk ζ, sð Þ + c

νϖ

sϖ
S S−1 Uk ζ, sð Þ½ �� �qh i

,

ð29Þ

Third, we explain some properties of the residual power
series method

(i) SResðζ, sÞ = 0 and limk⟶∞SReskðζ, sÞ = SResðζ, sÞ for
each s > 0

limk⟶∞SRes ζ, sð Þ = 0⟹ limk⟶∞sSResk ζ, sð Þ = 0 ð30Þ

(ii) limk⟶∞skϖ+1SResðζ, sÞ = limk⟶∞skϖ+1SReskðζ, sÞ =
0, 0 < ϖ ≤ 1, k = 1, 2, 3⋯

Furthermore, to calculate the coefficient function f nðζÞ,
the following system can be solved recursively.

lims⟶∞ skϖ+1SResk ζ, sð Þ
� �

= 0, 0 < ϖ ≤ 1, k = 1, 2, 3,⋯:

ð31Þ

Finally, we used the Shehu inverse to Ukðζ, sÞ, to obtain
the kth-approximated supportive result ukðζ, ηÞ.

4. Numerical Result

4.1. Example. Consider the one dimensional fractional NS
equation

Dϖ
ηu ζ, ηð Þ = ∂2u

∂ζ2
+ 1
ζ

∂u
∂ζ

, 0 < ϖ ≤ 1: ð32Þ

Subject to the initial condition

u ζ, 0ð Þ = ζ: ð33Þ

Applying Shehu transform to Eq. (32) and using the ini-
tial condition given in Eq. (33), we get

U ζ, sð Þ = ν

s
ζð Þ + νϖ

sϖ
Sη S−1η

∂2

∂ζ2
U ζ, sð Þ

( )" #
+ νϖ

sϖ
Sη S−1η

1
ζ

∂
∂x

U ζ, sð Þ
� 	
 �

:

ð34Þ

The kth truncated term series of Eq. (34) is

Uk ζ, sð Þ = ν

s
ζð Þ + 〠

k

n=1

ν

s

� �nϖ+1
f n ζð Þ, ð35Þ

and the kth Shehu residual function is

SηResk =Uk ζ, sð Þ − ν

s
ζð Þ − νϖ

sϖ
Sη S−1η

∂2

∂ζ2
Uk ζ, sð Þ

( )" #

−
νϖ

sϖ
Sη S−1η

1
ζ

∂
∂x

Uk ζ, sð Þ
� 	
 �

:

ð36Þ

Now, to determine f kðζÞ, k = 1, 2, 3,⋯, we put the kth-
truncated series (35) into the kth-Shehu residual function
(36), multiply the solution equation by skϖ+2 and, then, solve
recursively the relation lims⟶∞½ðν/sÞnϖ+1Reskðζ, sÞ� = 0, k
= 1, 2, 3,⋯ for f kðζÞ. The first few component of the series
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f kðζ, φÞ

f1 ζð Þ = 1
ζ
,

f2 ζð Þ = 1
ζ3
,

f3 ζð Þ = 33 1
ζ5

,

f4 ζð Þ = 52 1
ζ7

,

⋮

ð37Þ

Putting the values of f nðζÞðn ≥ 1Þ in Eq. (35), we get

U ζ, sð Þ = ν

s
1 − ζ2
� �

+ νϖ

sϖ
f1 ζð Þ + νϖ+1

sϖ+1
f2 ζð Þ + νϖ+2

sϖ+2
f3 ζð Þ+⋯,

ð38Þ

U ζ, sð Þ = ν

s
ζð Þ + νϖ

sϖ
1
ζ
+ νϖ+1

sϖ+1
1
ζ3

+ νϖ+2

sϖ+2
32

ζ5
+⋯: ð39Þ

Applying inverse Shehu transform to Eq. (39), we get

u ζ, ηð Þ = ζ + 1
ζ

ηϖ

Γ ϖ + 2ð Þ + 1
ζ3

η2ϖ

Γ 2ϖ + 2ð Þ + 32

ζ5
η3ϖ

Γ 3ϖ + 2ð Þ+⋯:

ð40Þ

The above equation put ϖ = 1, we get

u ζ, ηð Þ = ζ + 1
ζ
η + 1

ζ3
η2

2! +
32

ζ5
η3

3! +⋯,

u ζ, ηð Þ = ζ + 〠
∞

n=1

12 × 32 × 53 ×⋯ × 2n − 3ð Þ2
r2n−1

ηn

n!
,

ð41Þ

which is the actual result of classical Navier-Stokes equations
for the velocity field. The field of velocity behavior of the clas-
sical Navier-Stokes equations is shown in Figure 1, and the
fractional-order behavior of Navier-Stokes equations with ϖ
= 0:8,0:6 and 0:4 is shown in Figures 2 and 3, respectively.

4.2. Example. Consider the one-dimensional fractional NS
equation

Dϖ
ηu ζ, ηð Þ = P + ∂2u

∂ζ2
+ 1
ζ

∂u
∂ζ

, 0 < ϖ ≤ 1: ð42Þ

Subject to the initial condition

u ζ, 0ð Þ = 1 − ζ2: ð43Þ

Applying Shehu transformation to Eq. (42) and applying

the initial condition given in Eq. (43), we get

U ζ, sð Þ = ν

s
1 − ζ2
� �

+ νϖ

sϖ
Sη P½ � + νϖ

sϖ
Sη S−1η

∂2

∂ζ2
U ζ, sð Þ

( )" #

+ νϖ

sϖ
Sη S−1η

1
ζ

∂
∂ζ

U ζ, sð Þ
� 	
 �

:

ð44Þ

The kth truncated term series of Eq. (44) is

Uk ζ, sð Þ = ν

s
1 − ζ2
� �

+ 〠
k

n=1

ν

s

� �nϖ+1
f n ζð Þ, ð45Þ

and the kth Shehu residual function is

SηResk =Uk ζ, sð Þ − ν

s
1 − ζ2
� �

−
νϖ

sϖ
P −

νϖ

sϖ
Sη S−1η

∂2

∂ζ2
Uk ζ, sð Þ

( )" #

−
νϖ

sϖ
Sη S−1η

1
ζ

∂
∂x

Uk ζ, sð Þ
� 	
 �

:

ð46Þ

Now, to determine f kðζÞ, k = 1, 2, 3,⋯, we substitute the
kth-truncated series (45) into the kth-Shehu residual func-
tion (46), multiply the resulting equation by skϖ+2 and, then,
solve recursively the relation lims⟶∞½ðν/sÞnϖ+1Reskðζ, sÞ� =
0, k = 1, 2, 3,⋯ for f kðζÞ. The first several component of
the series f kðζ, φÞ

f1 ζð Þ = p − 4,
f2 ζð Þ = 0,
f3 ζð Þ = 0:

⋮

ð47Þ

Substituting the value of f nðζÞðn ≥ 1Þ in Eq. (45), we
obtain as

U ζ, sð Þ = ν

s
1 − ζ2
� �

+ νϖ

sϖ
f1 ζð Þ + νϖ+1

sϖ+1
f2 ζð Þ + νϖ+2

sϖ+2
f3 ζð Þ+⋯,

U ζ, sð Þ = ν

s
1 − ζ2
� �

+ νϖ

sϖ
P − 4ð Þ + νϖ+1

sϖ+1
0ð Þ + νϖ+2

sϖ+2
0ð Þ+⋯,

ð48Þ

U ζ, sð Þ = ν

s
1 − ζ2
� �

+ νϖ

sϖ
P − 4ð Þ: ð49Þ

Using inverse Shehu transformation to Eq. (49), we get

u ζ, ηð Þ = 1 − ζ2 + P − 4ð Þηϖ
Γ ϖ + 2ð Þ : ð50Þ

The above equation put ϖ = 1, we get

u ζ, ηð Þ = 1 − ζ2 + P − 4ð Þη: ð51Þ
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Figure 1: Graphs of actual and RPSTM solutions of Example 1.
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Figure 2: The first graph shows that the fractional-order of ϖ = 0:8 and the second graph shows that ϖ = 0:6 of Example 1.
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Figure 3: The first graph of fractional-order of ϖ = 0:4 and second graph of the different fractional-order graph of Example 1.
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Figure 4 shows that the actual and analytical solutions
graphs at ϖ = 1. The field of velocity behavior of the classical
Navier-Stokes equations is shown in Figure 4, and the
fractional-order behavior of Navier-Stokes equations with ϖ
= 0:8,0:6 and 0:4 is shown in Figure 5, respectively.

4.3. Example. Consider the two-dimensional fractional NS
equation

Dϖ
ηu = ρ0

∂2

∂ζ2
u + ∂2

∂φ2 u

 !
− u

∂
∂ζ

u − v
∂
∂φ

u + g,

Dϖ
η v = ρ0

∂2

∂ζ2
v + ∂2

∂φ2 v

 !
− u

∂
∂ζ

v − v
∂
∂φ

v − g,
ð52Þ

with initial condition

u ζ, φ, 0ð Þ = − sin ζ + φð Þ, v ζ, φ, 0ð Þ = sin ζ + φð Þ: ð53Þ

Applying Shehu transform to Eq. (52) and using the Eq.
(53), we get

U ζ, φ, sð Þ = ν

s
−sin ζ + φð Þð Þ + ρ0

νϖ

sϖ
Sη

� S−1η
∂2

∂ζ2
Uk ζ, φ, sð Þ + ∂2

∂φ2 Uk ζ, φ, sð Þ
( )" #

−
νϖ

sϖ
Sη S−1η U ζ, φ, sð Þ ∂

∂ζ
U ζ, φ, sð Þ

� 	
 �

−
νϖ

sϖ
Sη S−1η v ζ, φ, sð Þ ∂

∂φ
U ζ, φ, sð Þ

� 	
 �

+ νϖ

sϖ
Sη g½ �,

V ζ, φ, sð Þ = ν

s
sin ζ + φð Þð Þ + ρ0

νϖ

sϖ
Sη

� S−1η
∂2

∂ζ2
V ζ, φ, sð Þ + ∂2

∂φ2 V ζ, φ, sð Þ
 !" #

−
νϖ

sϖ
Sη S−1η U ζ, φ, sð Þ ∂

∂ζ
V ζ, φ, sð Þ

� 	
 �

−
νϖ

sϖ
Sη S−1η V ζ, φ, sð Þ ∂

∂φ
V ζ, φ, sð Þ

� 
 �
−
νϖ

sϖ
Sη g½ �:

ð54Þ

The kth truncated term series of Eq. (54) is

Uk ζ, φ, sð Þ = − sin ζ + φð Þ ν
s
+ 〠

k

n=1

ν

s

� �nϖ+1
f n ζ, φð Þ,

Vk ζ, φ, sð Þ = sin ζ + φð Þ ν
s
+ 〠

k

n=1

ν

s

� �nϖ+1
gn ζ, φð Þ,

ð55Þ

and the kth Shehu residual function is

SηResk ζ, φ, sð Þ =Uk ζ, φ, sð Þ − −sin ζ + φð Þð Þ ν
s
− ρ0

νϖ

sϖ
Sη

� S−1η
∂2

∂ζ2
Uk ζ, φ, sð Þ + ∂2

∂φ2 Uk ζ, φ, sð Þ
( )" #

+ νϖ

sϖ
Sη S−1η Uk ζ, φ, sð Þ ∂

∂ζ
Uk ζ, φ, sð Þ

� 	
 �

+ νϖ

sϖ
Sη S−1η Vk ζ, φ, sð Þ ∂

∂φ
Uk ζ, φ, sð Þ

� 	
 �

−
νϖ

sϖ
g,
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Figure 4: Graphs of actual and RPSTM solutions of Example 2.
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SηResk ζ, φ, sð Þ = Vk ζ, φ, sð Þ − sin ζ + φð Þ ν
s
− ρ0

νϖ

sϖ
Sη

� S−1η
∂2

∂ζ2
Vk ζ, φ, sð Þ + ∂2

∂φ2 Vk ζ, φ, sð Þ
( )" #

+ νϖ

sϖ
Sη S−1η Uk ζ, φ, sð Þ ∂

∂ζ
Vk ζ, φ, sð Þ

� 	
 �

+ νϖ

sϖ
Sη S−1η Vk ζ, φ, sð Þ ∂

∂φ
Vk ζ, φ, sð Þ

� 	
 �

+ νϖ

sϖ
g:

ð56Þ

Now, to determine f kðζ, φÞ and gkðζ, φÞ, k = 1, 2, 3,⋯,
we substitute the kth-truncated series (55) into the kth-Shehu
residual function (56), multiply the resulting equation by
skϖ+2, and then solve recursively the relation lims⟶∞½skϖ+2
Reskðζ, φ, sÞ� = 0, k = 1, 2, 3,⋯ for f k and gk. The first few
component of the series f kðζ, φÞ and gkðζ, φÞ

f1 ζ, φð Þ = 2ρ0 sin ζ + φð Þ + g,
g1 ζ, φð Þ = −2ρ0 sin ζ + φð Þ − g,
f2 ζ, φð Þ = − 2ρ0ð Þ2 sin ζ + φð Þ,
g2 ζ, φð Þ = 2ρ0ð Þ2 sin ζ + φð Þ,
f3 ζ, φð Þ = 2ρ0ð Þ3 sin ζ + φð Þ,
g3 ζ, φð Þ = − 2ρ0ð Þ3 sin ζ + φð Þ:

⋮

ð57Þ

Putting the values of f nðζ, φÞ and gnðζ, φÞ, ðn ≥ 1Þ in Eq.

(55), we get

U ζ, φ, sð Þ = − sin ζ + φð Þ ν
s
+ νϖ

sϖ
f1 ζ, φð Þ + νϖ+1

sϖ+1
f2 ζ, φð Þ

+ νϖ+2

sϖ+2
f3 ζ, φð Þ+⋯,

V ζ, φ, sð Þ = sin ζ + φð Þ ν
s
+ νϖ

sϖ
g1 ζ, φð Þ + νϖ+1

sϖ+1
g2 ζ, φð Þ

+ νϖ+2

sϖ+2
g3 ζ, φð Þ+⋯,

U ζ, φ, sð Þ = − sin ζ + φð Þ ν
s
+ 2ρ0 sin ζ + φð Þ + gð Þ ν

ϖ

sϖ

− 2ρ0ð Þ2 sin ζ + φð Þ ν
ϖ+1

sϖ+1
+ 2ρ0ð Þ3 sin ζ + φð Þ ν

ϖ+2

sϖ+2
+⋯,

V ζ, φ, sð Þ = sin ζ + φð Þ ν
s
− 2ρ0 sin ζ + φð Þ − gð Þ ν

ϖ

sϖ

+ 2ρ0ð Þ2 sin ζ + φð Þ ν
ϖ+1

sϖ+1
− 2ρ0ð Þ3 sin ζ + φð Þ ν

ϖ+2

sϖ+2
+⋯,

U ζ, φ, sð Þ = − sin ζ + φð Þ ν

s
− 2ρ0

νϖ

sϖ
+ 2ρ0ð Þ2 ν

ϖ+1

sϖ+1
− 2ρ0ð Þ3 ν

ϖ+2

sϖ+2
+⋯


 �

+ g
νϖ

sϖ
,

V ζ, φ, sð Þ = sin ζ + φð Þ ν

s
− 2ρ0

νϖ

sϖ
+ 2ρ0ð Þ2 ν

ϖ+1

sϖ+1
− 2ρ0ð Þ3 ν

ϖ+2

sϖ+2
+⋯


 �

− g
νϖ

sϖ
:

ð58Þ

Using inverse Shehu transformation, we get

u ζ, φ, ηð Þ = − sin ζ + φð Þ 1 − 2ρ0ηϖ
Γ ϖ + 2ð Þ +

2ρ0ð Þ2η2ϖ
Γ 2ϖ + 2ð Þ −

2ρ0ð Þ3η3ϖ
Γ 3ϖ + 2ð Þ+⋯

" #

+ g
ηϖ

Γ ϖ + 2ð Þ ,

v ζ, φ, ηð Þ = sin ζ + φð Þ 1 − 2ρ0ηϖ
Γ ϖ + 2ð Þ + 2ρ0ð Þ2η2ϖ

Γ 2ϖ + 2ð Þ −
2ρ0ð Þ3η3ϖ
Γ 3ϖ + 2ð Þ+⋯

" #

− g
ηϖ

Γ ϖ + 2ð Þ :

ð59Þ

The exact solution is given as

u ζ, φ, ηð Þ = − sin ζ + φð Þe−2ρ0η + g,
v ζ, φ, ηð Þ = sin ζ + φð Þe−2ρ0η − g:

ð60Þ

Figure 6 shows that the actual and analytical solution
graphs at ϖ = 1 with respect to uðζ, φ, ηÞ. The field of velocity
behavior of the classical Navier-Stokes equations is shown in
Figure 6, and the fractional-order behavior of Navier-Stokes
equations with ϖ = 0:8 and 0:6 is shown in Figure 7,

0.5 1
0.8

0.6
0.4

0.2
0

0.4
0.3

0.2
0.1

0
–2

–1

0

1

𝜂 𝜁

u
(𝜁

, 𝜂
)

w = 1

w = 0.8

w = 0.6

w = 0.4

Figure 5: The different fractional-order of ϖ of Example 2.
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Figure 6: Graphs of actual and approximate solutions of Example 3.
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Figure 7: The first graph shows that the fractional-order of ϖ = 0:8 and the second graph shows that the fractional-order ϖ = 0:6 of Example
3.
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Figure 8: Graphs of actual and approximate solutions of Example 3.
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respectively. Similarly, Figure 8 shows that the actual and
analytical solution graphs at ϖ = 1 with respect to vðζ, φ, ηÞ.
The field of velocity behavior of the classical Navier-Stokes
equations is shown in Figure 8, and the fractional-order
behavior of Navier-Stokes equations with ϖ = 0:8 and 0:6 is
shown in Figure 9, respectively.

4.4. Example. Consider the two-dimensional fractional NS
equation

Dϖ
ηu = ρ0

∂2

∂ζ2
u + ∂2

∂φ2 u

 !
− u

∂
∂ζ

u − v
∂
∂φ

u + g,

Dϖ
η v = ρ0

∂2

∂ζ2
v + ∂2

∂φ2 v

 !
− u

∂
∂ζ

v − v
∂
∂φ

v − g,
ð61Þ

with initial condition

u ζ, φ, 0ð Þ = −eζ+φ, v ζ, φ, 0ð Þ = eζ+φ: ð62Þ

Applying Shehu transform to Eq. (61) and using the Eq.
(62), we obtain as

U ζ, φ, sð Þ = −eζ+φ
ν

s
+ ρ0

νϖ

sϖ
Sη S−1η

∂2

∂ζ2
Uk ζ, φ, sð Þ + ∂2∂φ2Uk ζ, φ, sð Þ

( )" #

−
νϖ

sϖ
Sη S−1η U ζ, φ, sð Þ ∂

∂ζ
U ζ, φ, sð Þ

� 	
 �
−
νϖ

sϖ
Sη

� S−1η v ζ, φ, sð Þ ∂
∂φ

U ζ, φ, sð Þ
� 	
 �

+ νϖ

sϖ
Sη g½ �,

V ζ, φ, sð Þ = eζ+φ
ν

s
+ ρ0

νϖ

sϖ
Sη S−1η

∂2

∂ζ2
V ζ, φ, sð Þ + ∂2

∂φ2 V ζ, φ, sð Þ
( )" #

−
νϖ

sϖ
Sη S−1η U ζ, φ, sð Þ ∂

∂ζ
V ζ, φ, sð Þ

� 	
 �

−
νϖ

sϖ
Sη S−1η V ζ, φ, sð Þ ∂

∂φ
V ζ, φ, sð Þ

� 	
 �
−
νϖ

sϖ
Sη g½ �:

ð63Þ

The kth truncated term series of Eq. (63) is

Uk ζ, φ, sð Þ = −eζ+φ
ν

s
+ 〠

k

n=1

ν

s

� �nϖ+1
f n ζ, φð Þ,

Vk ζ, φ, sð Þ = eζ+φ
ν

s
+ 〠

k

n=1

ν

s

� �nϖ+1
gn ζ, φð Þ,

ð64Þ

and the kth Shehu residual function is

SηResk ζ, φ, sð Þ =Uk ζ, φ, sð Þ−−eζ+φ ν
s
− ρ0

νϖ

sϖ
Sη

� S−1η
∂2

∂ζ2
Uk ζ, φ, sð Þ + ∂2

∂φ2 Uk ζ, φ, sð Þ
( )" #

+ νϖ

sϖ
Sη S−1η Uk ζ, φ, sð Þ ∂

∂ζ
Uk ζ, φ, sð Þ

� 	
 �

+ νϖ

sϖ
Sη S−1η Vk ζ, φ, sð Þ ∂

∂φ
Uk ζ, φ, sð Þ

� 	
 �

− g
1

νϖ/sϖ ,

SηResk ζ, φ, sð Þ =Vk ζ, φ, sð Þ − eζ+φ
ν

s
− ρ0

νϖ

sϖ
Sη

� S−1η
∂2

∂ζ2
Vk ζ, φ, sð Þ + ∂2

∂φ2 Vk ζ, φ, sð Þ
( )" #

+ νϖ

sϖ
Sη S−1η Uk ζ, φ, sð Þ ∂

∂ζ
Vk ζ, φ, sð Þ

� 	
 �

+ νϖ

sϖ
Sη S−1η Vk ζ, φ, sð Þ ∂

∂φ
Vk ζ, φ, sð Þ

� 	
 �

+ g
1

νϖ/sϖ :

ð65Þ

Now, to determine f kðζ, φÞ and gkðζ, φÞ, k = 1, 2, 3,⋯,
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Figure 9: The first graph shows that the fractional-order of ϖ = 0:8 and the second graph shows that the fractional-order ϖ = 0:6 of Example
3.

10 Journal of Function Spaces



𝜁
0.5

–0.5
–1

1 1
0.5

–0.5
0

–1

0

–140
–120
–100

–80
–60
–40
–20

u
(𝜁

, 𝜑
 ,𝜂

)

𝜑 𝜁
0.5

–0.5
–1

1 1
0.5

–0.5
0

–1

0

–140
–120
–100

–80
–60
–40
–20

u
(𝜁

, 𝜑
 ,𝜂

)

𝜑

Figure 10: Graphs of actual and approximate solutions of Problem 4.
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Figure 11: The first graph shows that the fractional-order of ϖ = 0:8 and the second graph shows that the fractional-order ϖ = 0:6 of Example
4.
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Figure 13: Graphs of actual and approximate solutions of Example 4.
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Figure 14: The first graph shows that the fractional-order of ϖ = 0:8 and the second graph shows that the fractional-order ϖ = 0:6 of Example
4.
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Figure 15: The first graph of fractional-order of ϖ = 0:4 and second graph of the different fractional-order graph of Example 4.
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we substitute the kth-truncated series (64) into the kth-Shehu
residual function (65), multiply the resulting equation by
skϖ+2, and then solve recursively the relation lims⟶∞½
ðν/sÞnϖ+1Reskðζ, φ, sÞ� = 0, k = 1, 2, 3,⋯ for f k and gk. The
first few component of the series f kðζ, φÞ and gkðζ, φÞ

f1 ζ, φð Þ = −2ρ0eζ+φ + g,

g1 ζ, φð Þ = 2ρ0eζ+φ − g,

f2 ζ, φð Þ = − 2ρ0ð Þ2eζ+φ,
g2 ζ, φð Þ = 2ρ0ð Þ2eζ+φ,
f3 ζ, φð Þ = − 2ρ0ð Þ3eζ+φ,
g3 ζ, φð Þ = 2ρ0ð Þ3eζ+φ:

⋮

ð66Þ

Putting the values of f nðζ, φÞ and gnðζ, φÞ, ðn ≥ 1Þ in Eq.
(64), we get

U ζ, φ,sð Þ = −eζ+φ
ν

s
+ f1 ζ, φð Þ ν

ϖ

sϖ
+ f2 ζ, φð Þ ν

ϖ+1

sϖ+1
+ f3 ζ, φð Þ ν

ϖ+2

sϖ+2
+⋯,

V ζ, φ, sð Þ= eζ+φ
ν

s
+ g1 ζ, φð Þ ν

ϖ

sϖ
+ g2 ζ, φð Þ ν

ϖ+1

sϖ+1
+ g3 ζ, φð Þ ν

ϖ+2

sϖ+2
+⋯,

U ζ, φ,sð Þ= −eζ+φ
ν

s
− 2ρ0eζ+φ + g

νϖ

sϖ
− 2ρ0ð Þ2eζ+φ ν

ϖ+1

sϖ+1
− 2ρ0ð Þ3eζ+φ ν

ϖ+2

sϖ+2
+⋯,

V ζ, φ, sð Þ= eζ+φ
ν

s
+ 2ρ0eζ+φ − g

νϖ

sϖ
+ 2ρ0ð Þ2eζ+φ ν

ϖ+1

sϖ+1
+ 2ρ0ð Þ3eζ+φ ν

ϖ+2

sϖ+2
+⋯,

U ζ, φ,sð Þ= −eζ+φ
ν

s
+ 2ρ0

νϖ

sϖ
+ 2ρ0ð Þ2 ν

ϖ+1

sϖ+1
+ 2ρ0ð Þ3 ν

ϖ+2

sϖ+2
+⋯


 �
+ g

νϖ

sϖ
,

V ζ, φ, sð Þ= eζ+φ
ν

s
+ 2ρ0

νϖ

sϖ
+ 2ρ0ð Þ2 ν

ϖ+1

sϖ+1
+ 2ρ0ð Þ3 ν

ϖ+2

sϖ+2
+⋯


 �
− g

νϖ

sϖ
:

ð67Þ

Using inverse Shehu transformation, we get

u ζ, φ, ηð Þ = −eζ+φ 1 + 2ρ0ηϖ
Γ ϖ + 2ð Þ + 2ρ0ð Þ2η2ϖ

Γ 2ϖ + 2ð Þ + 2ρ0ð Þ3η3ϖ
Γ 3ϖ + 2ð Þ+⋯

" #
+ g

ηϖ

Γ ϖ + 2ð Þ ,

v ζ, φ, ηð Þ = eζ+φ 1 + 2ρ0ηϖ
Γ ϖ + 2ð Þ + 2ρ0ð Þ2η2ϖ

Γ 2ϖ + 2ð Þ + 2ρ0ð Þ3η3ϖ
Γ 3ϖ + 2ð Þ+⋯

" #
− g

ηϖ

Γ ϖ + 2ð Þ :

ð68Þ

The exact result is given as

u ζ, φ,ηð Þ = −eζ+φ+2ρ0η + g,

v ζ, φ, ηð Þ = eζ+φ+2ρ0η − g:
ð69Þ

Figure 10 shows that the actual and analytical solution
graphs at ϖ = 1 with respect to uðζ, φ, ηÞ. The field of velocity
behavior of the classical Navier-Stokes equations is shown in
Figure 10, and the fractional-order behavior of Navier-Stokes
equations with ϖ = 0:8,0:6 and 0:4 is shown in Figures 11 and
12, respectively. Similarly, Figure 13 shows that the actual

and analytical solution graphs at ϖ = 1 with respect to vðζ,
φ, ηÞ. The field of velocity behavior of the classical Navier-
Stokes equations is show in Figure 13, and the fractional-
order behavior of Navier-Stokes equations with ϖ = 0:8 and
0:6 is shown in Figures 14 and 15, respectively.

5. Conclusion

In this paper, the residual power series transform method is
implemented to approximate analytical solutions of the
fractional-order Navier-Stokes equations, which are widely
applied as problems for spatial effects in applied sciences.
The method gives a series form of solutions that converge
very quickly in physical problems. It is predicted that this
paper obtains solutions to analyze the complicated nonlinear
physical problems. The calculations of this method are very
simple and straightforward. Thus, we assume that this
method can be applied to solve many systems of nonlinear
fractional-order partial differential equations.
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