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A reaction-diffusion system can be represented by the Gray-Scott model. In this study, we discuss a one-dimensional time-
fractional Gray-Scott model with Liouville-Caputo, Caputo-Fabrizio-Caputo, and Atangana-Baleanu-Caputo fractional
derivatives. We utilize the fractional homotopy analysis transformation method to obtain approximate solutions for the time-
fractional Gray-Scott model. This method gives a more realistic series of solutions that converge rapidly to the exact solution.
We can ensure convergence by solving the series resultant. We study the convergence analysis of fractional homotopy analysis
transformation method by determining the interval of convergence employing the ℏu,v-curves and the average residual error. We
also test the accuracy and the efficiency of this method by comparing our results numerically with the exact solution. Moreover,
the effect of the fractionally obtained derivatives on the reaction-diffusion is analyzed. The fractional homotopy analysis
transformation method algorithm can be easily applied for singular and nonsingular fractional derivative with partial differential
equations, where a few terms of series solution are good enough to give an accurate solution.

1. Introduction

Differential equations play a significant role within the field
of finance, engineering, physics, and biology. Therefore, these
applications can be modelled through differential equations
[1, 2].

Reaction-diffusion system (RDS) is known as a set of par-
tial differential equations, which correspond to many physi-
cal phenomena. RDS can be applied in physics, biology,
chemistry, epidemiology, etc. (see, for example, [3, 4]).

An RDS can be represented by the Gray-Scott model
(GSM). The classical (integer derivative) GSM has been stud-
ied by several numerical techniques [5, 6]. Moreover, the
existence and stability of the solution to this model in one
dimension are discussed in [7]. In recent years, solutions to
the fractional (noninteger) GSM have been spread at the
same rate with the classical (integer derivative) GSM [8, 9].

Fractional calculus (FC) deals with integrals and deriva-
tives of noninteger order. Scholars have shown an increasing
interest in FC since it can study all phenomena accurately
than what has been modelled through integer differential
equations [10–21].

Three are many definitions of FC, such as the Riemann-
Liouville and the Liouville-Caputo [22]. Recently, Caputo
and Fabrizio (CF) proposed a new concept of fractional dif-
ferentiation using the exponential decay as the kernel instead
of the power law [23, 24]. Thereafter, Atangana and Baleanu
(AB) developed a new concept of differentiation with nonsin-
gular [25, 26], based on the general Mittag-Leffler function.
These two concepts with fractional order in Riemann-
Liouville and Liouville-Caputo sense have a nonlocal kernel.

Despite the difficulty of finding exact solutions in FC’s
case, the numerical and approximate technique to obtain
approximate solutions is needed. Several methods have been
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applied for solving fractional differential equations, such as
the fractional natural decomposition method [27, 28], q
-homotopy analysis transform method [28–30], and Adams
Bashforth and the Fourier spectral methods [31]. Khan
et al. [32] and Kumar et al. [33, 34] coupled the homotopy
analysis method (HAM) [35–37] with the Laplace transform
to solve a nonlinear differential equation. This method is
called the fractional homotopy analysis transform method
(FHATM). The main advantage of this method is its ability
to combine two powerful methods to obtain a rapidly conver-
gent series for fractional differential equations. The FHATM
provides us with a convenient way to control the convergence
of the series solution.

In this paper, RDS can be represented by GSM. In order
to find an approximate solution to the proposed model, the
FHATM is applied. To the best of our knowledge, this paper
is the first one that introduced the approximate analytic solu-
tion for the time-fractional Gray-Scott system using a non-
singular fractional derivative.

2. Preliminaries and Notations

2.1. The Model. We consider the reaction-diffusion system
for the cubic autocatalysis. This system contains two chemi-
cal species U and V , whose concentration is referred by var-
iables u and v, respectively. Cubic autocatalysis is given by
two reactions, which occur at a different rate:

U +V − > 3V ,
V − >P ,

ð1Þ

where P is some inert product of reaction.
Following [38], when quantity depends on one spatial

coordinate ðξÞ, the GSM in one space dimension is equiva-
lent to the following two equations:

∂u
∂ρ

= Δu − uv2 + A 1 − uð Þ, ð2Þ

∂v
∂ρ

= Δv + uv2 − Bv: ð3Þ

The left-hand side of the above equations represents the
change in concentration of U (upper equation) and the con-
centration of V (lower equation) over time. Moreover, Δu
and Δv represent the Laplacian operator on 1-D. The second
term in both equations (the concentration of U times the
square of the concentration of V ) represents the reaction
term. As shown by the minus uv2 in u (upper equation)
and the positive uv2 in v (lower equation), the decrease in u
equals the increase in v. This term shows thatU is converted
to V . As a result, this amount uv2 is subtracted from the first
equation and added to the second equation. The third term in
the upper equation represents the replenishment term, while
the third term in the lower equation represents the dimin-
ished term. The chemical U is added to a given rate (+A,
scaled by (1 − u), so u does not exceed 1). On the other hand,
the chemical V is removed to a given removal rate (−B),

scaled by the concentration ofV , so v does not go below zero.
As a result, 1would be the maximum value for u, and 0would
be the minimum value of v. In the context of this model, A
≤ B. The Gray-Scot model’s parameters and functions (2)
and (3) are given in Table 1.

In this study, we extend the classical GS model to the fol-
lowing time-fractional Gray-Scott model (TFGSM) of the
orders δ and η. Let uðξ, ρÞ = u and vðξ, ρÞ = v; then

:ð Þ
0 Dδ

ρu = Δu − uv2 + A 1 − uð Þ, 0 < δ ≤ 1, ð4Þ

:ð Þ
0 Dη

ρv = Δv + uv2 − Bv, 0 < η ≤ 1, ð5Þ

with initial conditions

u ξ, 0ð Þ = u0 ξ, 0ð Þ,
v ξ, 0ð Þ = v0 ξ, 0ð Þ,

ð6Þ

and homogeneous Neumann boundary conditions, where

ðξ, ρÞ ∈ ½0, ρ� × ½0, L�, ρ ≥ 0, L ≥ 0, and the operators ð:Þ
0 Dδ,η

ρ

can be of type Liouville-Caputo LC
0 Dδ,η

ρ , Caputo-Fabrizio-

Caputo CFC
0 Dδ,η

ρ , and Atangana-Baleanu-Caputo ABC
0 Dδ,η

ρ

time-fractional derivatives with orders δ and η:

2.2. Fractional Calculus. The Liouville-Caputo fractional
derivative [22], the Caputo-Fabrizio fractional derivative
[23], and the Atangana-Baleanu fractional derivative [26] in
the Caputo sense are defined, respectively, as

LC
0 Dγ

τu
� �

ξ, τð Þ = 1
Γ 1 − γð Þ

ðτ
0
τ − ρð Þ−γ ∂u

∂ρ
dρ, 0 < γ < 1,

CFC
0 Dγ

τu
� �

ξ, τð Þ = F γð Þ
Γ 1 − γð Þ

ðτ
0
Exp

−γ
1 − γ

τ − ρð Þ
� �

∂u
∂ρ

dρ,

0 < γ < 1,

ABC
0 Dγ

τu
� �

ξ, τð Þ = F γð Þ
Γ 1 − γð Þ

ðτ
0
Eγ

−γ
1 − γ

τ − ρð Þγ
� �

∂u
∂ρ

dρ,

0 < γ < 1,
ð7Þ

Table 1: List of parameters and functions.

Parameters
and functions

Description

U Chemical species

V Chemical species

u The concentration of U

v The concentration of V

A The feed rate of U

B The removal rate ofV (the sum of A and the rate at
which V is converted into the inert product P )
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where ρ > 0 and FðγÞ > 0 is a normalization function satis-
fying

F γð Þ = 1 − γð Þ + γ

Γ γð Þ , ð8Þ

where Fð0Þ = Fð1Þ = 1 and Eγð:Þ denotes the Mittag-Leffler
function, defined by

Eγ zð Þ = 〠
∞

k=0

zk

Γ γk + 1ð Þ : ð9Þ

The Liouville-Caputo fractional integral [22], the
Caputo-Fabrizio fractional integral [39], and the
Atangana-Baleanu fractional integral [40] in the Caputo
sense are defined, respectively, as follows:

LCIγu
� �

ξ, τð Þ = 1
Γ γð Þ

ðτ
0
τ − ρð Þγ−1u ξ, ρð Þdρ, 0 < γ,

CFCIγu
� �

ξ, τð Þ = 2 1 − γð Þ
2 − γð ÞF γð Þ u ξ, τð Þ

+ 2γ
2 − γð ÞF γð Þ

ðτ
0
u ξ, ρð Þdρ, 0 < γ < 1,

ABCIγu
� �

ξ, τð Þ = 1 − γ

F γð Þ u ξ, τð Þ + γ

F γð ÞΓ γð Þ
ðτ
0
u ξ, ρð Þ

� τ − ρð Þγ−1dρ, 0 < γ < 1:
ð10Þ

Here, when γ equals zero, the initial function is recov-
ered, and when γ equals unity, the classical ordinary inte-
gral is obtained.

The Laplace transformation of the Liouville-Caputo frac-
tional derivative [22], the Caputo-Fabrizio fractional deriva-
tive [23], and the Atangana-Baleanu fractional derivative
[26] in the Caputo sense are given, respectively, as follows:

L LC
0 Dγ

ρu
n o

ξ, sð Þ = sγL uf g ξ, sð Þ − 〠
m−1

k=0
u kð Þ ξ, 0 +ð Þsγ−k−1,

L CFC
0 Dγ

ρu
n o

ξ, sð Þ = F γð Þ
1 − γ

sL uf g ξ, sð Þ − u ξ, 0ð Þ
s + γ/1 − γð Þ ,

L ABC
0 Dγ

ρu
n o

ξ, sð Þ = F γð Þ
1 − γ

sγL uf g ξ, sð Þ − u ξ, 0ð Þsγ−1
sγ + γ/1 − γð Þ :

ð11Þ

2.3. Homotopy Series. The following properties can be found
in [41]. Let φ1 and φ2 be a homotopy series of a homotopy
parameter q given by

φ1 = 〠
+∞

i=0
uiq

i,

φ2 = 〠
+∞

i=0
viq

i:

ð12Þ

Then, the nth-order homotopy derivative is given as

Dn φ1ð Þ = 1
n!
∂nφ1
∂qn

����
q=0

, ð13Þ

which holds the following:

Dn φ1ð Þ = un,

Dn qkφ1

� �
=Dn−k φ1ð Þ = un−k:

ð14Þ

(a) Dnðφm
1 φ

l
2Þ =∑n

i=0 Diðφm
1 ÞDn−iðφl

2Þ =∑n
i=0 Diðφl

2ÞDn−ið
φm
1 Þ, where n ≥ 0,m ≥ 0, l ≥ 0, and 0 ≤ k ≤ n are

integers

(b) IfL is a linear operator independent of the auxiliary
parameter q, then for homotopy series, (12) holds
DnðLφ1Þ = LDnðφ1Þ

(c) If G andF are functions independent of the auxiliary
parameter q, then for homotopy series, (12) holds
DnðGφ1 ±Fφ2Þ = GDnðφ1Þ ±FDnðφ2Þ.

3. Homotopy and Laplace
Transform for FHATM

Applying the Laplace transformation on Equations (4) and
(5), using the Laplace transformation formula of LC, CFC,
and ABC, and then simplifying these equations, we obtain

L u ξ, ρð Þf g sð Þ = u ξ, 0ð Þ
s

+ A
s
Y1,δ :ð Þ − Y1,δ :ð ÞL

�
u ξ, ρð Þð Þξξ

+ A 1 − u ξ, ρð Þð Þ − u ξ, ρð Þv2 ξ, ρð Þ
�
sð Þ,

L v ξ, ρð Þf g sð Þ = v ξ, 0ð Þ
s

− Y1,η :ð ÞL
�
v ξ, ρð Þð Þξξ − Bv ξ, ρð Þ

+ u ξ, ρð Þv2 ξ, ρð Þ
�
sð Þ,

ð15Þ

where Y1,δð:Þ and Y1,ηð:Þ are defined in Table 2. It is difficult
to evaluate the Laplace transformation of unknown solutions
u and v specifically when combined in a nonlinear form.

We define the homotopy maps as follows:

Hu û ξ, ρ ; qð Þ, v̂ ξ, ρ ; qð Þð Þ = 1 − qð ÞL û ξ, ρ ; qð Þ − u0 ξ, ρð Þ½ � sð Þ
− qℏuNu û ξ, ρ ; qð Þ, v̂ ξ, ρ ; qð Þ½ �,

ð16Þ
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T
a
bl
e
2:
V
al
ue
s
of

Y
s,δ

,η
ð:Þ

,s
=
1,
⋯
,4
.

LC
C
FC

A
B
C

Y
1,δ

: ðÞ
1 sδ

δ
+

1−
δ

ð
Þs

sF
δ ð
Þ

δ
+

1−
δ

ð
Þsδ

sδ
F
δ ð
Þ

Y
1,η

: ðÞ
1 sη

η
+

1−
η

ð
Þs

sF
η ð
Þ

η
+

1−
η

ð
Þsη

sη
F
η ð
Þ

Y
2,δ

: ðÞ
ρ
δ

Γ
δ
+
1

ð
Þ

1
F
δ ð
Þ

1−
δ

ð
Þ+

δρ
ð

Þ
1

F
δ ð
Þ

1−
δ

ð
Þ+

δρ
δ

Γ
δ
+
1

ð
Þ

�
�

Y
2,η

: ðÞ
ρ
η

Γ
η
+
1

ð
Þ

1
F
η ð
Þ

1−
η

ð
Þ+

ηρ
ð

Þ
1/
F
η ð
Þ

ð
Þ

1−
η

ð
Þ+

ηρ
η
/Γ

η
+
1

ð
Þ

ð
Þ

ð
Þ

Y
3,δ

: ðÞ
ρ
2δ

Γ
2δ

+
1

ð
Þ

1
F
δ ð
Þ

�
� 2
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ð
Þ2
+
2
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ð

Þδ
ρ
+

δρ ð
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!

1
F
δ ð
Þ

�
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δ

ð
Þ2
+
2
1−

δ
ð

Þδ
ρ
δ

Γ
1+

δ
ð

Þ
+

δρ
δ�
� 2

Γ
2δ

+
1

ð
Þ

 
!

Y
3,η

: ðÞ
ρ
2η

Γ
2η

+
1

ð
Þ

1
F
η ð
Þ

�
� 2

1−
η

ð
Þ2
+
2
1−

η
ð

Þη
ρ
+

ηρ ð
Þ2 2

 
!

1
F
η ð
Þ

�
� 2

1−
η

ð
Þ2
+
2
1−

η
ð

Þη
ρ
η

Γ
1+

η
ð

Þ
+

ηρ
η

ð
Þ2

Γ
2η

+
1

ð
Þ

 
!

Y
4
: ðÞ

ρ
δη

Γ
δη

+
1

ð
Þ

1
F
δ ð
ÞF

η ð
Þ

�
�

1−
δ

ð
Þ1

−
η

ð
Þ+

1−
η

ð
Þδ
ρ
+

1−
δ

ð
Þη
ρ
+
δη
ρ
2

2

�
�

1
F
δ ð
ÞF

η ð
Þ

�
�

1−
δ

ð
Þ1

−
η

ð
Þ+

1−
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ð
Þδ
ρ
δ

Γ
1+

δ
ð

Þ
+

1−
δ

ð
Þη
ρ
η

Γ
1+

η
ð

Þ
+

δη
ρ
δ+

η

Γ
δ
+
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+
1

ð
Þ

�
�
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H v û ξ, ρ ; qð Þ, v̂ ξ, ρ ; qð Þð Þ = 1 − qð ÞL v̂ ξ, ρ ; qð Þ − v0 ξ, ρð Þ½ � sð Þ
− qℏvNv û ξ, ρ ; qð Þ, v̂ ξ, ρ ; qð Þ½ �,

ð17Þ
where

Nu û ξ, ρ ; qð Þ, v̂ ξ, ρ ; qð Þ½ �
=L û ξ, ρ ; qð Þf g sð Þ − 1

s
û ξ, 0ð Þ + AY1,δ :ð Þð Þ

+ Y1,δ :ð ÞL û ξ, ρð Þð Þξξ + A 1 − û ξ, ρð Þð Þ
− û ξ, ρð Þv̂2 ξ, ρð Þ

�
sð Þ,

ð18Þ

Nv û ξ, ρ ; qð Þ, v̂ ξ, ρ ; qð Þ½ �
=L v̂ ξ, ρ ; qð Þf g sð Þ − v̂ ξ, 0ð Þ

s
+ Y1,η :ð ÞL

� v̂ ξ, ρð Þð Þξξ − Bv̂ ξ, ρð Þ + û ξ, ρð Þv̂2 ξ, ρð Þ
� �

sð Þ:
ð19Þ

The rest of the parameters and functions are defined in
Table 3.

By requiring the left-hand side of Equations (16) and (17)
to be zero, we construct the so-called zeroth-order deforma-
tion equation

1 − qð ÞL û ξ, ρ ; qð Þ − u0 ξ, ρð Þ½ � sð Þ
= qℏuNu û ξ, ρ ; qð Þ, v̂ ξ, ρ ; qð Þ½ �, ð20Þ

1 − qð ÞL v̂ ξ, ρ ; qð Þ − v0 ξ, ρð Þ½ � sð Þ
= qℏvNv û ξ, ρ ; qð Þ, v̂ ξ, ρ ; qð Þ½ �, ð21Þ

subject to the initial conditions

û ξ, ρ ; qð Þ = u0 ξ, ρð Þ = u0,
v̂ ξ, ρ ; qð Þ = v0 ξ, ρð Þ = v0:

ð22Þ

There are three cases of solutions depending on the
parameter q ∈ ½0, 1�:

(a) If q = 0 (we are on the linear operator), where

û ξ, ρ ; 0ð Þ = u0 ξ, ρð Þ,
v̂ ξ, ρ ; 0ð Þ = v0 ξ, ρð Þ

ð23Þ

(b) If q = 1 (we are on the nonlinear operator), where

û ξ, ρ ; 1ð Þ = u ξ, ρð Þ,
v̂ ξ, ρ ; 1ð Þ = v ξ, ρð Þ

ð24Þ

(c) If q varies from zero to one, the solution of the Equa-
tions (4) and (5) vary from the initial guesses u0ðξ, ρÞ
and v0ðξ, ρÞ to the exact solutions uðξ, ρÞ and vðξ, ρÞ.

Expanding ûðξ, ρ ; qÞ and v̂ðξ, ρ ; qÞ by the Taylor series
with respect to the embedding parameter q, we obtain

û ξ, ρ ; qð Þ = u0 ξ, ρð Þ + 〠
∞

m=1
um ρð Þqm, ð25Þ

v̂ ξ, ρ ; qð Þ = v0 ξ, ρð Þ + 〠
∞

m=1
vm ρð Þqm, ð26Þ

where

um ρð Þ = 1
m!

∂mû ξ, ρ ; qð Þ
∂qm

����
q=0

,

vm ρð Þ = 1
m!

∂mv̂ ξ, ρ ; qð Þ
∂qm

����
q=0

:

ð27Þ

If u0ðξ, ρÞ, v0ðξ, ρÞ, the auxiliary parameter ℏu,v, and the
auxiliary linear operator L are properly chosen, then accord-
ing to [36], the series (25) and (26) converges at q = 1, and we
have

û ξ, ρ ; 1ð Þ = u0 ξ, ρð Þ + 〠
∞

m=1
um ρð Þ i:e u ξ, ρð Þ

= u0 ξ, ρð Þ + 〠
∞

m=1
um ρð Þ,

ð28Þ

v̂ ξ, ρ ; 1ð Þ = v0 ξ, ρð Þ + 〠
∞

m=1
vm ρð Þ i:e v ξ, ρð Þ

= v0 ξ, ρð Þ + 〠
∞

m=1
vm ρð Þ,

ð29Þ

which must be one of the solutions of Equations (4) and (5).
Let us define the vectors that deduce themth-order defor-

mation equations from the zeroth-deformation Equations
(20) and (21), given as follows:

u!m ξ, ρð Þ = u0 ξ, ρð Þ, u1 ξ, ρð Þ,⋯, um ξ, ρð Þf g, m = 1, 2,⋯, n,

v!m ξ, ρð Þ = v0 ξ, ρð Þ, v1 ξ, ρð Þ,⋯, vm ξ, ρð Þf g, m = 1, 2,⋯, n:
ð30Þ

Table 3: Parameters and variables in equation homotopy maps
given in Equations (16) and (17).

Meaning Condition

q The embedding parameter q ∈ 0, 1½ �
ℏu,v

The nonzero auxiliary
parameter

ℏu,v ≠ 0

Lu,v
The auxiliary linear

operator
L cð Þ = 0, where c is a

constant

Nu,v The nonlinear operator See Equations (18) and (19)
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Upon differentiating the zeroth-deformation in Equa-
tions (20) and (21) m times with respect to the embedding
parameter q, setting q = 0, and finally dividing them by m!,
we have the so-called mth-order deformation equations as
follows:

L um ξ, ρð Þ − χmum−1 ξ, ρð Þ½ �
= ℏuRm,u u!m−1, v

!
m−1

� �
, m = 1, 2,⋯, n,

ð31Þ

L vm ξ, ρð Þ − χmvm−1 ξ, ρð Þ½ �
= ℏvRm,v u!m−1, v

!
m−1

� �
, m = 1, 2,⋯, n:

ð32Þ

Applying the inverse Laplace transform to Equations (31)
and (32), we obtain

um ξ, ρð Þ = χmum−1 ξ, ρð Þ + ℏu L
−1

� Rm,u u!m−1, v
!

m−1
� �� �

, m = 1, 2,⋯, n,

vm ξ, ρð Þ = χmvm−1 ξ, ρð Þ + ℏv L
−1

� Rm,v u!m−1, v
!

m−1
� �� �

, m = 1, 2,⋯, n:

ð33Þ

Here,

Rm u!m−1, ξ, ρ
� �

=L um−1 ξ, ρð Þ½ � − 1 − χmð Þ 1
s
u0 + AY1,δ :ð Þð Þ

+ Y1,δ :ð ÞL
 

um−1ð Þξξ + Aum−1

− 〠
m−1

i=0
um−1−i ξ, ρð Þ〠

i

j=0
vj ξ, ρð Þvi−j ξ, ρð Þ

!

� sð Þred,

Rm v!m−1, ξ, ρ
� �

=L vm−1 ξ, ρð Þ½ � sð Þ − 1 − χmð Þ v0
s

� �

+ Y1,η :ð ÞL
 

vm−1ð Þξξ − Bvm−1

+ 〠
m−1

i=0
um−1−i ξ, ρð Þ〠

i

j=0
vj ξ, ρð Þvi−j ξ, ρð Þ

!

� sð Þred,

χm =
0 m ≤ 1
1 m > 1:

(

ð34Þ

Consequently, the solutions of the mth-order deforma-
tion equation are given as

um ξ, ρð Þ = χm + ℏuð Þum−1 ξ, ρð Þ − ℏu 1 − χmð Þ
� u0 + AL−1 Y1,δ :ð Þð Þ� �

− ℏuL
−1

�
 
Y1,δ :ð ÞL

 
um−1ð Þξξ + Aum−1

− 〠
m−1

i=0
um−1−i ξ, ρð Þ〠

i

j=0
vj ξ, ρð Þvi−j ξ, ρð Þ

!!
,

ð35Þ

vm ξ, ρð Þ = χm + ℏvð Þvm−1 ξ, ρð Þ − ℏv 1 − χmð Þv0

− ℏvL
−1
 
Y1,η :ð ÞL

 
vm−1ð Þξξ − Bvm−1

+ 〠
m−1

i=0
um−1−i ξ, ρð Þ〠

i

j=0
vj ξ, ρð Þvi−j ξ, ρð Þ

!!
:

ð36Þ

Consider the initial guesses uð:Þ0 ðξ, ρÞ = uðξ, 0Þ and uð:Þ0
ðξ, ρÞ = vðξ, 0Þ; then using Equations (35) and (36), the first
two terms are given as

u :ð Þ
1 ξ, ρð Þ = −ℏuY2,δ :ð Þ u0ð Þξξ − u0v

2
0 + A 1 − u0ð Þ

� �
, ð37Þ

v :ð Þ
1 ξ, ρð Þ = −ℏvY2,η :ð Þ v0ð Þξξ + u0v

2
0 − Bv0

� �
, ð38Þ

u :ð Þ
2 ξ, ρð Þ = 1 + ℏuð Þu :ð Þ

1 ξ, ρð Þ − ℏ2uY3,δ :ð Þ
�
�

u0ð Þξξ − u0v
2
0 + A 1 − u0ð Þ

� �
v20 + A
� �

+ u0ð Þξξξξ − u0v
2
0

� �
ξξ
− A u0ð Þξξ

� ��
− 2ℏ2uY4 :ð Þ u0v

2
0 − Bv0

� �
u0v0ð Þ,

ð39Þ

v :ð Þ
2 ξ, ρð Þ = 1 + ℏvð Þv :ð Þ

1 ξ, ρð Þ + ℏ2vY3,η :ð Þ
�
�

v0ð Þξξ + u0v
2
0 − Bv0

� �
2u0v0 − Bð Þ

+ v0ð Þξξξξ + u0v
2
0

� �
ξξ
− B v0ð Þξξ

� ��
+ ℏ2vY4 :ð Þv20 A 1 − u0ð Þ − u0v

2
0

� �
,

⋮

ð40Þ

where Ysð:Þ, s = 2, 3, 4 is defined in Table 2. In a similar way,

uð:Þm ðξ, ρÞ and vð:Þm ðξ, ρÞ for m ≥ 3 can be obtained.
Finally, we approximate the solutions of uðξ, ρÞ and

vðξ, ρÞ of Equations (4) and (5) by

u :ð Þ ξ, ρð Þ = 〠
∞

m=0
u :ð Þ
m ξ, ρð Þ,

v :ð Þ ξ, ρð Þ = 〠
∞

m=0
v :ð Þ
m ξ, ρð Þ,

ð41Þ

where the superscript (.) is replaced by (LC), (CFC), and
(ABC).
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Figure 1: The ℏu,v curves obtained from the 3rd order of the FHATM solutions using the ABC, CFC, and LC when δ and η tend to 1 and
ξ = 10:

Table 4: List of variables and parameters values.

ϱ ξ δ, η ℏu,v A B L L1 M N

Figure 1 0:0001 10 0:99 ℏu,v ∈ −3:4,1:4ð Þ 0:125 0:125 10 10 − −

Figure 2
kL1
N

sL
M

0:99 ℏu,v ∈ −0:8,−0:2ð Þ 0:125 0:125 10 10 10 10

Figure 3 5 ξ ∈ −20, 20ð Þ Varies ℏ∗u,v (optimal value of ℏu,v) 0:125 0:125 − − − −

Table 5
kL1
N

sL
M

0:99 Varies 0:125 0:125 10 10 10 10

Table 4 ρ ∈ 0, 80ð Þ ξ ∈ 0, 80ð Þ 0:99 −0:25 0:125 0:125 100 − − −
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Table 5: Regions of convergence, optimal values of ℏu,v and minimum values.

Operator ℏu ℏ∗u (optimal value of ℏu) Minimum value of Eu ℏuð Þ
u ξ, ϱð Þ
ABC −1:9 ≤ ℏu ≤ −0:19 -0.597282 0.0000803049

CFC −1:5 ≤ ℏu ≤ 0:15 -0.473649 0.000232817

LC −1:9 ≤ ℏu ≤ −0:19 -0.596935 0.0000223021

v ξ, ϱð Þ
ABC −1:9 ≤ ℏv ≤ −0:19 -0.597282 0.0000803049

CFC −1:5 ≤ ℏv ≤ 0:15 -0.473649 0.000232817

LC −1:9 ≤ ℏv ≤ −0:19 -0.596935 0.0000223021
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Figure 2: The square residual function Equations (38) and (39) using the third-order approximation solution of the FHATM solutions using
the ABC, CFC, and LC.
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4. Numerical Results

To demonstrate the efficiency of the FHATM for solving the
time-fractional Gray-Scott equation, we present the solution
in figures and tables for several values of fractional derivatives.

According to [5], we take the initial conditions as

u ξ, 0ð Þ = 3 − ffiffiffi
μ

p
4 −

ffiffiffiffiffi2ρp
4 tanh

ffiffiffi
ρ

p
4 ξ

� �
,

v ξ, 0ð Þ = 1 + ffiffiffi
μ

p
4 +

ffiffiffiffiffi2ρp
4 tanh

ffiffiffi
ρ

p
4 ξ

� �
,

ð42Þ

and the exact solution of Equations (2) and (3) is given by

u ξ, ρð Þ = 3 − ffiffiffi
μ

p
4 −

ffiffiffiffiffi2ρp
4 tanh

ffiffiffi
ρ

p
4 ξ − cρð Þ

� �
, ð43Þ

v ξ, ρð Þ = 1 + ffiffiffi
μ

p
4 +

ffiffiffiffiffi2ρp
4 tanh

ffiffiffi
ρ

p
4 ξ − cρð Þ

� �
: ð44Þ

We evaluated the intervals of convergence for the LC,
CFC, and ABC by finding ℏu,v curves, and the averaged resid-
ual error. Furthermore, we tested the accuracy of the results
obtained by employing FHATM by comparing it with the
exact solution. Figure 1 shows the u′ð10, 0Þ and v′ð10, 0Þ
against ℏu,v taking the values in Table 4. We plot ℏu,v curves
of the third terms of the FHATM solution for the
fractional-time LC, CFC, and ABC equations (4) and (5) with
the aim to observe the intervals of convergence. From this
figure, we note that the straight line parallel with the ℏu,v
-axis provides the region of convergence according to [36].
These valid regions are listed in Table 5. We notice that ℏu,v
curves do not give the optimal value of the auxiliary param-
eter ℏu,v that can make Equations (28) and (29) converge fast.
So, according to [42], we compute the optimal values of

parameter ℏu,v from the minimum of the average residual
errors. The square residual is defined as

SEn,u ℏuð Þ = 1
N + 1ð Þ M + 1ð Þ〠

N

k=0
〠
M

s=0

� En,u 〠
n

i=0
ui

10k
N

, 10s
M

� � !" #2
,

ð45Þ

SEn,v ℏvð Þ = 1
N + 1ð Þ M + 1ð Þ〠

N

k=0
〠
M

s=0

� En,v 〠
n

i=0
vi

10k
N

, 10s
M

� � !" #2
,

ð46Þ

corresponding to a nonlinear algebraic equations

d SEn,u ℏuð Þð Þ
dℏu

= 0,

d SEn,v ℏvð Þð Þ
dℏv

= 0:
ð47Þ

Figure 2 and Table 5 show the average residual error for
the LC, CFC, and ABC operators. These show SEn,uðℏuÞ
and SEn,vðℏvÞ for 3 terms obtained using FHATM. We set
into Equations (45) and (46) the parameter values given in
Table 4. Using the command “Minimize” in Mathematica,
we plotted the residual error against ℏu,v to get the optimal
values ℏ∗u,v. From Table 5, it is seen that the FHATM for
LC, CFC, and ABC operators converges rapidly. Note that
only three iterations are considered here. Therefore, the accu-
racy of the results can be improved by considering more
terms, where the error converges to zero.

Figure 3 and Table 6 show the comparison of 3 terms in
the FHATM solution for the LC, CFC, and ABC operators
with the exact solution in Equations (43) and (44). Table 6
presents the absolute error of the FHATM solution using

Table 6: The absolute error of uðξ, ρÞ and vðξ, ρÞ.
u ξ, ϱð Þ

ϱ ξ ABC CFC LC

Absolute error

0 10 2:88537 × 10−6 2:88537 × 10−6 0

20 20 1:04222 × 10−6 1:096 × 10−6 1:04725 × 10−6

40 40 5:01874 × 10−12 5:86325 × 10−12 5:14655 × 10−12

60 60 2:9643 × 10−14 3:60822 × 10−14 1:29896 × 10−14

v ξ, ϱð Þ
ϱ ξ ABC CFC LC

Absolute error

0 10 2:88537 × 10−6 2:88537 × 10−6 0

20 20 1:04222 × 10−6 1:096 × 10−6 1:04725 × 10−6

40 40 5:01377 × 10−12 5:86808 × 10−12 5:14111 × 10−12

60 60 5:09592 × 10−14 1:77636 × 10−14 2:4869 × 10−14
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parameter values given in Table 4. We noted from this table
that the FHATM solution for LC, CFC, and ABC operators
is in excellent agreement with the exact solutions. Moreover,
Figure 3 shows the comparison between the exact solution
and approximate solution obtained by 3 terms of FHATM
for the LC, CFC, and ABC operators for parameter values
listed in Table 4. We observe from Figure 3 that the solution
obtained by FHATM increases rapidly to the exact solution
following the increase in δ and η. Those tables and figures
demonstrate the efficacy of the presented algorithm for solv-
ing the time-fractional Gray-Scott equation.

5. Conclusion

In this paper, the Gray-Scott equation was extended to the
time-fractional Gray-Scott equation of Liouville-Caputo
(LC), Caputo-Fabrizio-Caputo (CFC), and Atangana-
Baleanu-Caputo (ABC) type. The fractional homotopy anal-
ysis transform technique is used to derive analytic solutions
for TFGSE. This method gives the solutions in a series form
that converges rapidly in nonlinear time-fractional GS equa-
tion. The interval of the convergence by ℏu,v curves in
Figure 1 and the optimal value of ℏu,v were found by least
square error as given Figure 2. Also, the solutions obtained
were compared with the exact solution, which were in excel-
lent agreement. The effect of the fractional derivative on the
concentration ofU increases when δ decreases while the con-
centration of V is decreases. Moreover, the results obtained
using FHATM agree well with the numerical result presented
in [5], and the absolute error less than 3 × 10−6 as given in
Table 6. In conclusion, the FHATM method is a powerful
method to handle fractional operators of LC, CFC, and
ABC type, generating highly accurate data.
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