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In this paper, we study higher-order Riesz transforms associated with the inverse Gaussian measure given by πn/2ejxj
2
dx onℝn. We

establish Lpðℝn, ejxj
2
dxÞ-boundedness properties and obtain representations as principal values singular integrals for the higher-

order Riesz transforms. New characterizations of the Banach spaces having the UMD property by means of the Riesz transforms
and imaginary powers of the operator involved in the inverse Gaussian setting are given.

1. Introduction

Our setting is ℝn endowed with the measure γ−1 whose den-

sity with respect to the Lebesgue measure is πn/2ejxj
2
, x ∈ℝn.

The measure γ−1 is called the inverse Gaussian measure.
The study of harmonic analysis operators in ðℝn, γ−1Þ was
began by Salogni [1]. The principal motivation for Salogni’s
studies was the connection with the Gaussian setting.
However, as Bruno and Sjögren [2] pointed out, ðℝn, γ−1Þ
can be seen as a model of a variety of settings where a theory
of singular integrals has not been developed. Also, the natural
Laplacian on ðℝn, γ−1Þ, that we will denote by A , can be
interpreted as a restriction of the Laplace-Beltrami operator
associated with a warped-product manifold whose Ricci
tensor is unbounded from below. A complete exposition of
the theory of this kind of manifolds can be found in [3].

The aim of this paper is to study Lpðℝn, γ−1Þ-bounded-
ness properties of higher-order Riesz transforms in the
inverse Gaussian setting. Also, we characterize the UMD
Banach spaces by using these Riesz transforms.

We consider the second-order differential operator A0
defined by

A0 f xð Þ = −
1
2
Δf xð Þ − x · ∇f xð Þ, x ∈ℝn, ð1Þ

where f ∈ C∞
c ðℝnÞ, the space of the smooth functions with

compact support in ℝn. Here, Δ and ∇ denote the usual
Euclidean Laplacian and gradient, respectively.

A0 is essentially selfadjoint in L2ðℝn, γ−1Þ. A denotes
the closure of A0 in L2ðℝn, γ−1Þ.

For every k = ðk1,⋯, knÞ ∈ℕn by Hk, we represent the k
-th Hermite polynomial given by HkðxÞ =

Qn
i=1Hki

ðxiÞ,
x = ðx1,⋯, xnÞ ∈ℝn, where for every m ∈ℕ,

Hm zð Þ = −1ð Þmez2 dm

dzm
e−z

2 , z ∈ℝ: ð2Þ

We have that, for every k = ðk1,⋯, knÞ ∈ℕn,

A ~Hk = kj j + nð Þ~Hk, ð3Þ

where jkj = k1 + k2 +⋯ + kn and ~HkðxÞ = e−jxj
2
HkðxÞ, x ∈ℝn.

The spectrum of A in L2ðℝn, γ−1Þ is the discrete set
fn +mgm∈ℕ.

The operator −A generates a diffusion semigroup (in the
Stein sense [4]) fTA

t gt>0 in ðℝn, γ−1Þ where for every t > 0,
we have that
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TA
t fð Þ xð Þ =

ð
ℝn
TA
t x, yð Þf yð Þdy, x ∈ℝn, ð4Þ

for every f ∈ Lpðℝn, γ−1Þ, 1 ≤ p <∞, and being

TA
t x, yð Þ = e−nt

πn/2 1 − e−2tð Þn/2
exp −

x − e−tyj j2
1 − e−2t

 !
, x, y ∈ℝn, t > 0:

ð5Þ

The maximal operator TA
∗ defined by

TA
∗ f = sup

t>0
TA
t f

�� ��, ð6Þ

was studied by Salogni ([1]). She proved that TA
∗ is bounded

from L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ. From the general
results in [4], it can be deduced that TA

∗ is bounded from
Lpðℝn, γ−1Þ into itself, for every 1 < p <∞. Recently,
Betancor et al. [5] have characterized the Köethe function
spaces with the Hardy-Littlewood property by using the
maximal operators

TA
∗,k f = sup

t>0
tk∂kt Tt f
��� ���, k ∈ℕ: ð7Þ

In [1], Lpðℝn, γ−1Þ-boundedness properties with 1 < p
<∞ for some spectral multipliers associated with the
operator A were proved. The imaginary power A iσ, σ ∈
ℝ \ f0g, of A is a special case of the multipliers studied
in [1]. Bruno ([6]) established endpoints results for A iσ,
σ ∈ℝ \ f0g, proving that A iσ is bounded from L1ðℝn, γ−1Þ
into L1,∞ðℝn, γ−1Þ. Also, he showed that, for λ ≥ 1, the shifted
first-order Riesz transform ∇ðA + λIÞ−1/2 is bounded from
L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ. These operators are studied
on new Hardy type H1-spaces.

Higher-order Riesz transforms associated with the oper-
ator A were studied by Bruno and Sjögren [2]. For every α
= ðα1,⋯, αnÞ ∈ℕn \ f0g, the α-th Riesz transform is defined
by Rα = ∂αA−jαj/2, where ∂α = ∂jαj/∂xα11 ⋯ ∂xαnn and jαj = α1
+⋯ + αn. In ([2], Theorem 1.1), it was established that Rα

is bounded from L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ if and only
if jαj ≤ 2.

In ([6], Remark 2.6), Bruno proved that, for every α ∈ℕn

with jαj = 1, Rα is bounded from Lpðℝn, γ−1Þ into itself, for
every 1 < p <∞. In [2], Bruno and Sjögren say that they
do not know whether Rα is bounded from Lpðℝn, γ−1Þ into
itself for every 1 < p <∞ and α ∈ℕn, jαj > 1, though they
expect so. In our first result, we prove that, as they expected,
Rα is bounded from Lpðℝn, γ−1Þ into itself when 1 < p <∞
and α ∈ℕn \ f0g. We also obtain a representation of Rα as
a principal value singular integral. In order to prove our
result, we need to use some properties of the negative power
A−β, β > 0, of A . In Section 2, we analyze A−β, β > 0. We
obtain that, for every β > 0, the operator A−β is bounded
from L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ. This result contrasts
with the one in ([7], Proposition 6.2) where it is proved that

L−β, β > 0, is not bounded from L1ðℝn, γÞ into L1,∞ðℝn, γÞ,
where L represents the Ornstein-Uhlenbeck operator and γ

denotes the Gaussian measure (dγðxÞ = π−n/2e−jxj
2
dx) on ℝn.

Theorem 1. Let α = ðα1,⋯, αnÞ ∈ℕn \ f0g. For every f ∈
C∞
c ðℝnÞ, the derivative ∂αA−jαj/2ð f ÞðxÞ exists for almost all

x ∈ℝn and there exists cα ∈ℝ such that

∂αxA
− αj j/2 fð Þ xð Þ = lim

ε⟶0+

ð
x−yj j>ε

Rα x, yð Þf yð Þdy + cα f xð Þ,  for almost all  x ∈ℝn,

ð8Þ

where cα = 0 if αi is odd for some i = 1,⋯, n.

Furthermore, when n = 1 and α is even, the last integral
is actually absolutely convergent for every x ∈ℝ, and in this
case, no principal value is needed. Here,

Rα x, yð Þ = 1
Γ αj j/2ð Þ

ð∞
0
∂αxT

A
t x, yð Þt αj j/2−1dt, x, y ∈ℝn, x ≠ y:

ð9Þ

Let α ∈ℕn. Since, for every ℓ ∈ℕ,

d
dz

~Hℓ zð Þ = −~Hℓ+1 zð Þ, z ∈ℝ, ð10Þ

we have that, for every k ∈ℕn,

∂αxA
− αj j/2 ~Hk

� �
xð Þ = −1ð Þ αj j

kj j + nð Þ αj j/2
~Hk+α xð Þ, x ∈ℝn: ð11Þ

Let f ∈ L2ðℝn, γ−1Þ. We can write f =∑k∈ℕn ckð f Þ~Hk in
L2ðℝn, γ−1Þ, where for every k ∈ℕn,

ck fð Þ = πn/2

~Hk

�� ��2
L2 ℝn ,γ−1ð Þ

ð
ℝn
f yð Þ~Hk yð Þe yj j2dy: ð12Þ

We define

Rα f = −1ð Þ αj j 〠
k∈ℕn

ck fð Þ
kj j + nð Þ αj j/2

~Hk+α: ð13Þ

For every k = ðk1,⋯, knÞ ∈ℕn,

~Hk+α
�� ��2

L2 ℝn ,γ−1ð Þ =
ð
ℝn

Hk+α yð Þð Þ2e− yj j2dy = πn2 αj j+ kj jYn
i=1

Γ ki + αi + 1ð Þ:

ð14Þ
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Then

Rα fk k2L2 ℝn ,γ−1ð Þ = 〠
k∈ℕn

ck fð Þj j2 ~Hk+α
�� ��2

L2 ℝn ,γ−1ð Þ
kj j + nð Þ αj j

= 〠
k∈ℕn

ck fð Þ ~Hk

�� ��
L2 ℝn ,γ−1ð Þ

� �2 ~Hk+α
�� ��2

L2 ℝn ,γ−1ð Þ
kj j + nð Þ αj j ~Hk

�� ��2
L2 ℝn ,γ−1ð Þ

≤ C 〠
k∈ℕn

ck fð Þ ~Hk

�� ��
L2 ℝn ,γ−1ð Þ

� �2
= C fk k2L2 ℝn ,γ−1ð Þ,

ð15Þ

where the constant C depends on n and α. Hence, Rα is
bounded from L2ðℝn, γ−1Þ into itself.

If f ∈ C∞
c ðℝnÞ, then Rαð f ÞðxÞ = ∂αxA

−jαj/2ð f ÞðxÞ, x ∈ℝn.

Theorem 2. Let α = ðα1,⋯, αnÞ ∈ℕn \ f0g and 1 < p <∞.
The Riesz transform Rα can be extended from L2ðℝn, γ−1Þ ∩
Lpðℝn, γ−1Þ to Lpðℝn, γ−1Þ as a bounded operator from Lp

ðℝn, γ−1Þ into itself. By denoting again Rα to this extension,
we have that, there exists cα ∈ℝ such that, for every f ∈
Lpðℝn, γ−1Þ,

Rα fð Þ xð Þ = lim
ε⟶0+

ð
x−yj j>ε

Rα x, yð Þf yð Þdy + cα f xð Þ,  for almost all  x ∈ℝn,

ð16Þ

where cα = 0 if αi is odd for some i = 1,⋯, n.

When n = 1 and α ∈ℕ is even the integral defining Rα is
absolutely convergent.

As it was mentioned, Bruno and Sjögren ([2], Theorem
1.1]) proved that Rα is bounded from L1ðℝn, γ−1Þ into L1,∞

ðℝn, γ−1Þ if and only if 1 ≤ ∣α ∣ ≤2. This property also holds
in the Gaussian setting (see [8, 9]). Aimar et al. ([10]) intro-
duced Riesz type operators Rα, α ∈ℕn \ f0g, related to the
Ornstein-Uhlenbeck operator. Rα is bounded from L1ðℝn,
γÞ into L1,∞ðℝn, γÞ for every α ∈ℕn \ f0g. Motivated by
the results in [10], we define Riesz transform in the inverse
Gaussian setting whose behavior in L1ðℝn, γ−1Þ is different
from the one for Rα.

We can write A0 =∑n
i=1δi∂xi , where for every i = 1,⋯, n,

δi = −2−1e−x2i ∂xi e
x2i . We consider the operator �A0 =∑n

i=1∂xiδi.
We have that �A0 = −n +A0. Let �A the closure of �A0 in L2

ðℝn, γ−1Þ. For every k ∈ℕn, �A ~Hk = jkj~Hk, and the spectrum
of �A in L2ðℝn, γ−1Þ is the set of nonnegative integers. For
every ℓ,m ∈ℕ, we have that δmu ~HℓðuÞ = ð−1ÞmðΓðℓ + 1Þ/Γðℓ
−m + 1ÞÞ~Hℓ−mðuÞ, u ∈ℝ. Here, we understand ~Hℓ = 0 when
ℓ < 0. Then, for every α = ðα1,⋯, αnÞ ∈ℕn, by denoting δα

=
Qn

i=1δ
αi
i , we get

δα ~Hk = −1ð Þ αj jYn
i=1

Γ ki + 1ð Þ
Γ ki − αi + 1ð Þ

~Hk−α, k

= k1,⋯, knð Þ ∈ℕn, kr ≥ αr , r = 1,⋯, n:
ð17Þ

If α = ðα1,⋯, αnÞ ∈ℕn \ f0g and k = ðk1,⋯, knÞ ∈ℕn \
f0g, with kr ≥ αr , r = 1,⋯, n,

δα �A
− αj j/2 ~Hk

� �
=

−1ð Þ αj j

kj j αj j/2
Yn
i=1

Γ ki + 1ð Þ
Γ ki − αi + 1ð Þ

~Hk−α: ð18Þ

In other cases, δα �A−jαj/2ð~HkÞ = 0 (see Section 4 for details).
Let α = ðα1,⋯, αnÞ ∈ℕn \ f0g. We define the Riesz

transform �Rα on L2ðℝn, γ−1Þ as follows

�Rα fð Þ = −1ð Þ αj j 〠
k= k1,⋯,knð Þ∈ℕn

kr≥αr ,r=1,⋯,n

1
kj j αj j/2

Yn
i=1

Γ ki + 1ð Þ
Γ ki − αi + 1ð Þ ck fð Þ~Hk−α:

ð19Þ

Thus, �Rα is bounded from L2ðℝn, γ−1Þ into itself. If f ∈
C∞
c ðℝnÞ and c0ð f Þ = 0 then �Rα f = δα �A

−jαj/2 f .

Theorem 3. Let α = ðα1,⋯, αnÞ ∈ℕn \ f0g. The Riesz trans-
form �Rα can be extended from L2ðℝn, γ−1Þ ∩ Lpðℝn, γ−1Þ to
Lpðℝn, γ−1Þ as a bounded operator from

(i) Lpðℝn, γ−1Þ into itself, for every 1 < p <∞

(ii) L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ, provided that n = 1 or
∣α ∣ >n, when n > 1

By denoting again �Rα to the extension we have that, for
every f ∈ Lpðℝn, γ−1Þ, 1 ≤ p <∞,

�Rα fð Þ xð Þ = lim
ε⟶0+

ð
x−yj j>ε

�Rα x, yð Þf yð Þdy + cα f xð Þ,  for almost all  x ∈ℝn,

ð20Þ

where cα = 0 when αi is odd for some i = 1,⋯, n. Here

�Rα x, yð Þ = 1
Γ αj j/2ð Þ

ð∞
0
δαxT

�A
t x, yð Þt αj j/2−1dt, x, y ∈ℝn, x ≠ y:

ð21Þ

Let X be a Banach space. Suppose that fMrgmr=1 is a X
-valued martingale. The sequence fdr =Mr −Mr−1gmr=1,
where M0 is understood as 0, is called the martingale differ-
ence associated with fMrgmr=1. We say that fdrgmr=1 is a Lp

-martingale difference sequence when it is the difference
sequence associated with a Lp-martingale. If 1 < p <∞, X
is said to be a UMDp-space when there exists β > 0 such that
for all X-valued Lp-martingale difference sequence fdrgmr=1
and for all ðεrÞmr=1 ∈ f−1, 1gm,

E 〠
m

r=1
εrdr

�����
�����
p

≤ βE 〠
m

r=1
dr

�����
�����
p

: ð22Þ

UMD is an abbreviation of unconditional martingale dif-
ference. If X is UMDp for some 1 < p <∞, then X is UMDp
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for every 1 < p <∞. This fact justifies to call UMD to the
property without any reference to p. Burkholder [11] and
Bourgain [12] proved that the UMD property of X is neces-
sary and sufficient for the boundedness of the Hilbert trans-
form in Lpðℝ, XÞ, 1 < p <∞. The UMD property is a central
notion in the development of the harmonic analysis when
the functions are taking values in infinite-dimensional
spaces. UMD Banach spaces have been characterized by
using other singular integrals that can be seen as Riesz trans-
forms associated to orthogonal systems (see [13–16], for
instance). In the following result, we characterize the Banach
spaces with the UMD property by using Riesz transforms in
the inverse Gaussian setting. For every i = 1,⋯, n, we define
ei = ðei1,⋯, einÞ where eij = 0, i ≠ j, and eii = 1.

Theorem 4. Let X be a Banach space. The following asser-
tions are equivalent.

(i) X is UMD

(ii) For every i = 1,⋯, n, Rei can be extended from Lp

ðℝn, γ−1Þ ⊗ X to Lpðℝn, γ−1, XÞ as a bounded opera-
tor from Lpðℝn, γ−1, XÞ into itself, for every 1 < p <∞

(iii) For every i = 1,⋯, n, Rei can be extended from Lp

ðℝn, γ−1Þ ⊗ X to Lpðℝn, γ−1, XÞ as a bounded opera-
tor from Lpðℝn, γ−1, XÞ into itself, for some 1 < p <∞

(iv) For every i = 1,⋯, n, Rei can be extended from L1

ðℝn, γ−1Þ ⊗ X to L1ðℝn, γ−1, XÞ as a bounded oper-
ator from L1ðℝn, γ−1, XÞ into L1,∞ðℝn, γ−1, XÞ

Also, the equivalences hold when in the properties (ii),
(iii), and (iv), we replace Rei by the maximal operator R∗

ei

defined by

R∗
ei fð Þ xð Þ = sup

ε>0

ð
x−yj j>ε

Rei x, yð Þf yð Þdy
�����

�����, x ∈ℝn  and  i = 1,⋯, n:

ð23Þ

Theorem 5. Let X be a Banach space. The following asser-
tions are equivalent.

(i) X is UMD

(ii) For every 1 ≤ p <∞ there exists, for each i = 1,⋯, n,
the limit

lim
ε⟶0+

ð
x−yj j>ε

Rei x, yð Þf yð Þdy, for almost all  x ∈ℝn, ð24Þ

for every f ∈ Lpðℝn, γ−1, XÞ.
(iii) For some 1 ≤ p <∞, there exists, for every i = 1,⋯, n,

the limit

lim
ε⟶0+

ð
x−yj j>ε

Rei x, yð Þf yð Þdy, for almost all  x ∈ℝn, ð25Þ

for each f ∈ Lpðℝn, γ−1, XÞ.

(iv) For every 1 ≤ p <∞, f ∈ Lpðℝn, γ−1, XÞ and i = 1,⋯,
n, R∗

eið f ÞðxÞ <∞, for almost all x ∈ℝn

(v) For some 1 ≤ p <∞ and for every f ∈ Lpðℝn, γ−1, XÞ
and i = 1,⋯, n, R∗

eið f Þ ðxÞ <∞, for almost all x ∈ℝn

The properties stated in Theorems 4 and 5 can also be
established when we replace R-Riesz transforms by �R-Riesz
transforms.

Next aim is to state characterizations of the Banach
spaces with the UMD property by using imaginary powers
A iσ, σ ∈ℝ \ f0g, of A . Salogni ([1], Theorem 3.4.3) proved
that, for every 1 < p <∞ and σ ∈ℝ \ f0g,

A iσ�� ��
Lp ℝn ,γ−1ð Þ⟶Lp ℝn ,γ−1ð Þ ~ eϕ

∗
p σj j, ð26Þ

as σ⟶∞, when ϕp = arcsin j2/p − 1j. Actually, A iσ is a
Laplace transform type multiplier associated with A defined
by the function ϕσðtÞ = t−iσ/Γð1 − iσÞ, t > 0, for every σ ∈ℝ
\ f0g. Then, since fTA

t gt>0 is a Stein diffusion semigroup,
the Lpðℝn, γ−1Þ-boundedness of A iσ, σ ∈ℝ \ f0g, follows
from the general results established in ([4], Chapter III).
Recently, Bruno ([6], Theorem 4.1) proved that A iσ, σ ∈ℝ
\ f0g, is bounded from L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ.

Let σ ∈ℝ \ f0g. We have that

A iσ f = 〠
k∈ℕn

kj j + nð Þiσck fð Þ~Hk, f ∈ L2 ℝn, γ−1ð Þ: ð27Þ

It is immediate to see that A iσ is bounded from L2ðℝn,
γ−1Þ into itself. For every f ∈ L2ðℝn, γ−1Þ ⊗ X, we define
A iσ in the obvious way when X is a Banach space. In order
to the operator A iσ is bounded from L2ðℝn, γ−1Þ ⊗ X into
itself as subspace of L2ðℝn, γ−1, XÞ, we need to impose some
additional property to the Banach space X. For instance, if X is
isomorphic to a Hilbert space, thenA iσ can be extended from
L2ðℝn, γ−1Þ ⊗ X to L2ðℝn, γ−1, XÞ as a bounded operator from
L2ðℝn, γ−1, XÞ into itself. We are going to characterize the
UMD Banach spaces as those Banach spaces for which A iσ

can be extended from ðL2ðℝn, γ−1Þ ∩ Lpðℝn, γ−1ÞÞ ⊗ X to
Lpðℝn, γ−1, XÞ as a bounded operator from Lpðℝn, γ−1, XÞ
into itself, when 1 < p <∞, and from L1ðℝn, γ−1, XÞ into
L1,∞ðℝn, γ−1, XÞ. Our result is motivated by the one in
([17], p. 402) where UMD Banach spaces are characterized
by the Lpðℝ, dxÞ-boundedness properties of the imaginary

power ð−d2/dx2Þiσ, σ ∈ℝ \ f0g, of −d2/dx2. Guerre-
Delabriére’s result was extended to higher dimensions by
considering imaginary powers of the Laplacian in ([18],
Proposition 1). In [19], this kind of characterization for
UMD Banach spaces is obtained in Hermite and Laguerre
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settings. As far as we know, this property has not been
proved for the Ornstein-Uhlenbeck operator in the Gauss-
ian framework.

Theorem 6. Let σ ∈ℝ \ f0g. For every f ∈ L2ðℝn, γ−1Þ, we
have that

A iσ fð Þ xð Þ = lim
ε⟶0+

ð
x−yj j>ε

KA
σ x, yð Þf yð Þdy + α εð Þf xð Þ

 !
,  for almost all x ∈ℝn,

ð28Þ

where

KA
σ x, yð Þ = −

ð∞
0
ϕσ tð Þ∂tTA

t x, yð Þdt, x, y ∈ℝn, x ≠ y, ð29Þ

and

α εð Þ = 1
Γ n/2ð Þ

ð∞
0
ϕσ

ε2

4u

� 	
e−uun/2−1du, ε ∈ 0,∞ð Þ, ð30Þ

being ϕσðtÞ = t−iσ/Γð1 − iσÞ, t ∈ ð0,∞Þ.
Let X be a Banach space. The following assertions are

equivalent.

(i) X is UMD

(ii) For every 1 < p <∞, A iσ can be extended from ðL2
ðℝn, γ−1Þ ∩ Lpðℝn, γ−1ÞÞ ⊗ X to Lpðℝn, γ−1, XÞ as a
bounded operator from Lpðℝn, γ−1, XÞ into itself

(iii) For some 1 < p <∞, A iσ can be extended from ðL2
ðℝn, γ−1Þ ∩ Lpðℝn, γ−1ÞÞ ⊗ X to Lpðℝn, γ−1, XÞ as a
bounded operator from Lpðℝn, γ−1, XÞ into itself

(iv) A iσ can be extended from ðL2ðℝn, γ−1Þ ∩ L1ðℝn,
γ−1ÞÞ ⊗ X to L1ðℝn, γ−1, XÞ as a bounded operator
from L1ðℝn, γ−1, XÞ into L1,∞ðℝn, γ−1, XÞ

We define the maximal operator A iσ
∗ by

A iσ
∗ fð Þ xð Þ = sup

ε>0

ð
x−yj j>ε

KA
σ x, yð Þf yð Þdy

�����
�����, f ∈

[
p≥1

Lp ℝn, γ−1, Xð Þ:

ð31Þ

The following assertions are equivalent to (i).

(v) For every 1 < p <∞, A iσ
∗ is bounded from Lpðℝn,

γ−1, XÞ into itself

(vi) For some 1 < p <∞, A iσ
∗ is bounded from Lpðℝn,

γ−1, XÞ into itself

(vii) A iσ
∗ is bounded from L1ðℝn, γ−1, XÞ into L1,∞ðℝn,

γ−1, XÞ
(viii) For every 1 ≤ p <∞ and every f ∈ Lpðℝn, γ−1, XÞ

there exists the limit

lim
ε⟶0+

ð
x−yj j>ε

KA
σ x, yð Þf yð Þdy + α εð Þf xð Þ

 !
, for almost all x ∈ℝn:

ð32Þ

(ix) For some 1 ≤ p <∞ and every f ∈ Lpðℝn, γ−1, XÞ,
there exists the limit

lim
ε⟶0+

ð
x−yj j>ε

KA
σ x, yð Þf yð Þdy + α εð Þf xð Þ

 !
,  for almost all x ∈ℝn:

ð33Þ

(x) For every 1 ≤ p <∞ and every f ∈ Lpðℝn, γ−1, XÞ,
A iσ

∗ ð f ÞðxÞ <∞, for almost all x ∈ℝn

(xi) For some 1 ≤ p <∞ and every f ∈ Lpðℝn, γ−1, XÞ,
A iσ

∗ ð f ÞðxÞ <∞, for almost all x ∈ℝn

This paper is organized as follows. In Section 2 we study
the negative power A−β, β > 0, of A . Higher order Riesz
transforms in the inverse Gauss setting are considered in Sec-
tion 3 where we prove Theorems 1 and 2. Theorem 3 is estab-
lished in Section 4 and Theorems 4 and 5 in Section 5.
Finally, Section 6 is devoted to show the proof of Theorem 6.

Throughout this paper, C and c denote positive con-
stants that can change in each occurrence.

2. Negative Powers of A

In this section, we prove Lpðℝn, γ−1Þ-boundedness proper-
ties of the negative powers A−β, β > 0, of A . These proper-
ties are different than the ones of the negative powers of
the Ornstein-Uhlenbeck operator L = −Δ/2 + x∇. We prove
that, for every β > 0, A−β defines a bounded operator from
L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ. However, in ([7], Proposi-
tion 6.2), it was proved that if β > 0, L−β is not bounded
from L1ðℝn, γÞ into L1,∞ðℝn, γÞ.

Let β > 0. We define

A−β fð Þ = 〠
k∈ℕn

ck fð Þ
kj j + nð Þβ

~Hk, f ∈ L2 ℝn, γ−1ð Þ: ð34Þ

A−β is bounded from L2ðℝn, γ−1Þ into itself. Moreover,
when β > 1, the series also converges pointwisely in ℝn.
Indeed, let f ∈ L2ðℝn, γ−1Þ. We have that

ck fð Þj j ≤ πn/2 fk kL2 ℝn ,γ−1ð Þ ~Hk

�� ��−1
L2 ℝn ,γ−1ð Þ, k ∈ℕ

n: ð35Þ
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Also, for every k ∈ℕn, (see (14)),

~Hk

�� ��
L2 ℝn ,γ−1ð Þ = πn/22 kj j/2 Yn

j=1
Γ kj + 1
� � !1/2

, ð36Þ

and according to ([20], p. 324),

Hj zð Þ�� �� ≤ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Γ j + 1ð Þ

p
2j/2ez2/2, z ∈ℝ and j ∈ℕ: ð37Þ

Then,

ck fð Þ~Hk xð Þ�� �� ≤ 2ne− xj j2/2 fk kL2 ℝn ,γ−1ð Þ, x ∈ℝ
n, k ∈ℕn, ð38Þ

and if β > 1 it follows that

〠
k∈ℕn

ck fð Þj j
kj j + nð Þβ

~Hk xð Þ�� �� ≤ Ce− xj j2/2 fk kL2 ℝn ,γ−1ð Þ, x ∈ℝ
n: ð39Þ

The series in (34) converges pointwise absolutely for
each β > 0 when f ∈ C∞

c ðℝnÞ. Indeed, let f ∈ C∞
c ðℝnÞ. Partial

integration allows us to see that, for every r ∈ℕ, there exists
C = Cð f , rÞ > 0 such that

ck fð Þj j ≤ C

kj j + nð Þr ~Hk

�� ��
L2 ℝn ,γ−1ð Þ

, k ∈ℕn: ð40Þ

Then,

〠
k∈ℕn

ck fð Þj j
kj j + nð Þβ

~Hk xð Þ�� �� ≤ Ce− xj j2/2 〠
k∈ℕn

1
kj j + nð Þβ+r

<∞:

ð41Þ

We also consider the operator defined, for every f ∈
L2ðℝn, γ−1Þ, by

Sβ fð Þ = 1
Γ βð Þ

ð∞
0
TA
t fð Þtβ−1dt, ð42Þ

where the integral is understood in the L2ðℝn, γ−1Þ-
Bochner sense.

For each t > 0, we can write

TA
t fð Þ = 〠

k∈ℕn

e− kj j+nð Þtck fð Þ~Hk, f ∈ L2 ℝn, γ−1ð Þ: ð43Þ

We obtain

TA
t fð Þ�� ��2

L2 ℝn ,γ−1ð Þ = 〠
k∈ℕn

e−2 kj j+nð Þt ck fð Þj j2 ~Hk

�� ��2
L2 ℝn ,γ−1ð Þ

≤ e−2nt 〠
k∈ℕn

ck fð Þj j2 ~Hk

�� ��2
L2 ℝn ,γ−1ð Þ

= e−2nt fk k2L2 ℝn ,γ−1ð Þ, f ∈ L
2 ℝn, γ−1ð Þ, t > 0:

ð44Þ

Then,

Sβ fð Þ�� ��
L2 ℝn ,γ−1ð Þ ≤

1
Γ βð Þ

ð∞
0

TA
t fð Þ�� ��

L2 ℝn ,γ−1ð Þt
β−1dt

≤
fk kL2 ℝn ,γ−1ð Þ
Γ βð Þ

ð∞
0
e−nttβ−1dt

≤
fk kL2 ℝn ,γ−1ð Þ

nβ
, f ∈ L2 ℝn, γ−1ð Þ:

ð45Þ

Suppose now that f ∈ C∞
c ðℝnÞ. By using (40), we obtain

that there exists C = Cð f Þ > 0 such that

TA
t fð Þ xð Þ�� �� ≤ Ce− xj j2/2e−nt , x ∈ℝn, t > 0: ð46Þ

We can write

Sβ fð Þ xð Þ = 1
Γ βð Þ 〠

k∈ℕn

ck fð Þ~Hk xð Þ
ð∞
0
e− kj j+nð Þt tβ−1dt

= 〠
k∈ℕn

ck fð Þ
kj j + nð Þβ

~Hk xð Þ =A−β fð Þ xð Þ, x ∈ℝn:

ð47Þ

Since C∞
c ðℝnÞ is dense in L2ðℝn, γ−1Þ, A−βð f Þ = Sβð f Þ,

f ∈ L2ðℝn, γ−1Þ.
According to ([6], Theorem 2.5), we have that, for every

f ∈ C∞
c ðℝnÞ

A−β fð Þ xð Þ =
ð
ℝn
Mβ x, yð Þf yð Þdy, ð48Þ

for all x outside the support of f , where

Mβ x, yð Þ = 1
Γ βð Þ

ð∞
0
TA
t x, yð Þtβ−1dt, x, y ∈ℝn, x ≠ y: ð49Þ

Proposition 7. Let β > 0. The operator A−β can be extended
from Lpðℝn, γ−1Þ ∩ L2ðℝn, γ−1Þ to Lpðℝn, γ−1Þ as a bounded
operator from Lpðℝn, γ−1Þ into itself, when 1 < p <∞, and
from L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ.

Proof. We use the method consisting in decomposing the
operator A−β in two parts called local and global parts. This
procedure of decomposition was employed by Muckenhoupt
([21, 22]) in the Gaussian setting.

From now on, we consider the function m given by
mðxÞ =min f1, 1/jxj2g, x ∈ℝn \ f0g, and mð0Þ = 1 and the
region N defined by

N = x, yð Þ ∈ℝn ×ℝn : x − yj j ≤ n
ffiffiffiffiffiffiffiffiffiffi
m xð Þ

pn o
: ð50Þ
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We decompose A−β as follows

A−β =A
−β
loc +A

−β
glob, ð51Þ

where A
−β
locð f ÞðxÞ =A−βð fχNðx, ·ÞÞðxÞ, x ∈ℝn.

According to ([1], Lemma 3.3.1), we get

Mβ x, yð Þ ≤ C
ðm xð Þ

0

e−c x−yj j2/t

tn/2
tβ−1dt +

ð∞
m xð Þ

e−nt

1 − e−2tð Þn/2
tβ−1dt

 !
, x, yð Þ ∈N:

ð52Þ

By choosing 0 < ε <min f2β, ng, we obtain

Mβ x, yð Þ ≤ C
ðm xð Þ

0

e−c x−yj j2/t

t n−εð Þ/2 tβ−ε/2−1dt +
ð∞
m xð Þ

dt

t n−εð Þ/2+1

 !

≤ C
1

x − yj jn−ε
ð1
0
tβ−ε/2−1dt +m xð Þ− n−εð Þ/2

� 	

≤
C

x − yj jn−ε , x, yð Þ ∈N:

ð53Þ

In the last inequality, we have taken into account thatffiffiffiffiffiffiffiffiffiffi
mðxÞp

~ 1/ð1 + jxjÞ, x ∈ℝn, and that ð1 + jxjÞjx − yj ≤ C,
provided that ðx, yÞ ∈N .

We have that

sup
x∈ℝn

ð
ℝn
Mβ x, yð ÞχN x, yð Þdy ≤ C sup

x∈ℝn

ð
x−yj j≤n

ffiffiffiffiffiffiffi
m xð Þ

p
dy

x − yj jn−ε

≤ C sup
x∈ℝn

ðn ffiffiffiffiffiffiffi
m xð Þ

p

0
rε−1dr

≤ C sup
x∈ℝn

m xð Þε/2 <∞:

ð54Þ

Also, since
ffiffiffiffiffiffiffiffiffiffi
mðxÞp

~ 1/ð1 + jxjÞ ~ 1/ð1 + jyjÞ ~ ffiffiffiffiffiffiffiffiffiffi
mðyÞp

,
ðx, yÞ ∈N ,

sup
y∈ℝn

ð
ℝn
Mβ x, yð ÞχN x, yð Þdx <∞: ð55Þ

Hence, the operator Mβ,loc defined by

Mβ,loc fð Þ xð Þ =
ð
ℝn
Mβ x, yð ÞχN x, yð Þf yð Þdy, x ∈ℝn, ð56Þ

is bounded from Lpðℝn, dxÞ into itself, for every 1 ≤ p <∞.
Since Mβ,loc is a local operator, by using ([1], Proposition
3.2.5), we deduce that Mβ,loc is bounded from Lpðℝn, γ−1Þ
into itself, for every 1 ≤ p <∞.

Suppose that f , g ∈ C∞
c ðℝnÞ. As above, we take 0 < ε <

min f2β, ng and we get

ð
ℝn

f xð Þj j
ð
ℝn

ð∞
0
tβ−1TA

t x, yð ÞχN x, yð Þ g yð Þj jdtdydx

≤ C
ð
ℝn

f xð Þj j
ð
ℝn

g yð Þj j χN x, yð Þ
x − yj jn−ε dydx <∞:

ð57Þ

Then,

ð
ℝn
f xð ÞA−β

loc gð Þ xð Þdx =
ð
ℝn
f xð ÞSβ,loc gð Þ xð Þdx

=
ð
ℝn
f xð ÞMβ,loc gð Þ xð Þdx:

ð58Þ

We deduce that A−β
locðgÞðxÞ =Mβ,locðgÞðxÞ, for almost all

x ∈ℝn. Since A−β
loc and Mβ,loc are bounded from L2ðℝn, γ−1Þ

into itself,A−β
locð f Þ =Mβ,locð f Þ, f ∈ L2ðℝn, γ−1Þ. It follows that,

for every 1 ≤ p <∞, A−β
loc can be extended from L2ðℝn, γ−1Þ

∩ Lpðℝn, γ−1Þ to Lpðℝn, γ−1Þ as a bounded operator from Lp

ðℝn, γ−1Þ into itself.
We now study the operator Mβ,glob defined by

Mβ,glob fð Þ xð Þ =
ð
ℝn
Mβ x, yð ÞχNc x, yð Þf yð Þdy, x ∈ℝn: ð59Þ

By making the change of variables s = 1 − e−2t , t ∈ ð0,∞Þ,
and taking into account that jx − ryj2 = jy − rxj2 + ð1 − r2Þ
ðjxj2 − jyj2Þ, x, y ∈ℝn, r ∈ℝ, we obtain

Mβ x, yð Þ = π−n/2

Γ βð Þ
ð∞
0

e−nt

1 − e−2tð Þn/2
e− x−e−t yj j2/ 1−e−2tð Þtβ−1dt

=
π−n/2

2βΓ βð Þ e
yj j2− xj j2

ð1
0

e− y−x
ffiffiffiffiffi
1−s

pj j2/s

sn/2
1 − sð Þn/2−1 −log 1 − sð Þð Þβ−1ds, x, y ∈ℝn:

ð60Þ

We now use some notations that were introduced in
[23] and proceed as in the proof of ([23], Proposition
2.2). For every x, y ∈ℝn, we define

a = xj j2 + yj j2, b = 2 x, yh i, s0 = 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 − b2

p

a +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 − b2

p and u sð Þ

=
y − x

ffiffiffiffiffiffiffiffiffi
1 − s

p��� ���2
s

, s ∈ 0, 1ð Þ:
ð61Þ

Assume that ðx, yÞ ∉N . Suppose first that b ≤ 0. In this

case, uðsÞ ≥ a/s − jxj2, s ∈ ð0, 1Þ. Furthermore, s ≤ Cð−log
ð1 − sÞÞ ≤ Cð1 − sÞ−1/ð4βÞ, s ∈ ð0, 1Þ. Then,

Mβ x, yð Þ ≤ Ce yj j2
ð1
0

e−a/s

sn/2+1 1 − sð Þ3/4
ds: ð62Þ
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By making the change of variable r = 1/s − 1, s ∈ ð0, 1Þ,
and taking into account that a ≥ 1/2, we obtain

Mβ x, yð Þ ≤ Ce− xj j2
ð∞
0

e−r/2 1 + rð Þn/2−1/4
r3/4

dr ≤ Ce− xj j2 : ð63Þ

Suppose now b > 0. We write u0 = uðs0Þ = ðjyj2 − jxj2Þ/2
+ jx + yjjx − yj/2. By using that (see [24], p. 850)

sup
s∈ 0,1ð Þ

e−u sð Þ

sn/2
~
e−u0

sn/20
, ð64Þ

we have that

Mβ x, yð Þ ≤ Ce yj j2− xj j2 sup
s∈ 0,1ð Þ

e−u sð Þ

sn/2

ð1
0
1 − sð Þn/2−1 −log 1 − sð Þð Þβ−1ds

≤ Ce yj j2− xj j2 e
−u0

sn/20
:

ð65Þ

Since s0 ~
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 − b2

p
/a we conclude that, when ðx, yÞ ∉N ,

Mβ x, yð Þ ≤ C

e− xj j2 , if x, yh i ≤ 0,

x + yj j
x − yj j

� 	n/2
exp

yj j2 − xj j2
2

−
x − yj j x + yj j

2

� 	
, if x, yh i > 0:

8><
>:

ð66Þ

Let 1 < q <∞. Since jjyj2 − jxj2j ≤ jx + yjjx − yj, x, y ∈ℝn,
and jx − yjjx + yj ≥ n, when ðx, yÞ ∈Nc and b > 0, as in ([25],
p. 501), we obtain

ð
ℝn
e xj j2/q− yj j2/qMβ x, yð ÞχNc x, yð Þdy

≤ C
ð
ℝn
e− xj j2 1−1/qð Þe− yj j2/qdy

�
+
ð
ℝn

x + yj jne− x+yj j x−yj j 1/2− 1/q−1/2j jð Þdy
	

≤ C, x ∈ℝn:

ð67Þ

Also, we have that

sup
y∈ℝn

ð
ℝn
e xj j2/q− yj j2/qMβ x, yð ÞχNc x, yð Þdx <∞: ð68Þ

We deduce thatMβ,glob is bounded from Lpðℝn, γ−1Þ into
itself, for every 1 < p <∞.

Next, we are going to see that Mβ,glob is bounded from

L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ. We decompose Mβðx, yÞ, x,

y ∈ℝn, as follows

Mβ x, yð Þ = π−n/2

2βΓ βð Þ e
yj j2− xj j2

ð1/2
0

+
ð1
1/2

� 	

� e
− y−x

ffiffiffiffiffi
1−s

pj j2/s

sn/2
1 − sð Þn/2−1 −log 1 − sð Þð Þβ−1ds

= I1 x, yð Þ + I2 x, yð Þ:
ð69Þ

For every x, y ∈ℝn \ f0g, we denote by θðx, yÞ ∈ ½0, π�
the angle between x and y (we understand θðx, yÞ = 0,
when n = 1). By using ([1], Lemma 3.3.3), we get that,
for every ðx, yÞ ∈Nc, x, y ≠ 0,

I1 x, yð Þ ≤ Ce yj j2− xj j2 sup
s∈ 0,1ð Þ

e− y−x
ffiffiffiffiffi
1−s

pj j2/s 1 − sð Þn/2
sn/2

ð1/2
0

−log 1 − sð Þð Þβ−1
1 − s

ds

≤ Ce yj j2− xj j2 sup
r∈ 0,1ð Þ

e− 1+rð Þy− 1−rð Þxj j2/r 1 − rð Þn
rn/2

≤ Ce yj j2− xj j2 min 1 + xj jð Þn, xj j sin θ x, yð Þð Þ−nf g:
ð70Þ

On the other hand, by proceeding as in ([2], Proposi-
tion 5.1), we estimate I2ðx, yÞ, ðx, yÞ ∈Nc. We first
observe that

I2 x, yð Þ ≤ Ce yj j2− xj j2
ð1
1/2
e− y−x

ffiffiffiffiffi
1−s

pj j2 1 − sð Þn/2−1

� −log 1 − sð Þð Þβ−1ds , x and y ∈ℝn:

ð71Þ

If jyj ≥ 2jxj then jy − x
ffiffiffiffiffiffiffiffiffi
1 − s

p j ≥ 3jyj/4, s ∈ ð1/2, 1Þ, and
it follows that

I2 x, yð Þ ≤ Ce−c yj j
2
e yj j2− xj j2

ð1
1/2

1 − sð Þn/2−1 −log 1 − sð Þð Þβ−1ds

≤ C
e yj j2− xj j2

yj jn−1 ≤ C
e yj j2− xj j2

xj jn−1 , x, y ≠ 0:

ð72Þ

If x, y ∈ℝn \ f0g we define r0 = jyjjxj−1 cos θðx, yÞ and
we write y = yx + y⊥, where yx is parallel to x and y⊥ is
orthogonal to y.

By making the change of variables r =
ffiffiffiffiffiffiffiffiffi
1 − s

p
and since

jy − rxj2 = jr − r0j2jxj2 + jy⊥j2, it follows that, if jyj ≤ 2jxj,

I2 x, yð Þ ≤ Ce−c y⊥j j2e yj j2− xj j2
ð1/ ffiffi2p

0
r − r0j jn−1 + r0j jn−1� �

−log rð Þβ−1e−c r−r0j j2 xj j2dr

≤ Ce−c y⊥j j2e yj j2− xj j2 1
xj jn−1 +

yj j
xj j

� 	n−1
 !ð1/ ffiffi2p

0
−log rð Þβ−1dr

≤ Ce−c y⊥j j2e yj j2− xj j2 1
xj jn−1 + xj j yj j

xj j
� 	n−1

 !
, x, yð Þ ∈Nc:

ð73Þ
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In the last inequality, we have used that jxj ≥ C when
ðx, yÞ ∈Nc and 2jxj ≥ jyj.

By combining the above estimates, we obtain

Mβ x, yð Þ ≤ Ce yj j2− xj j2 minð 1 + xj jð Þn, xj j sin θ x, yð Þð Þ−nf g

+
1

xj jn−1 + e−c y⊥j j2 xj j yj j
xj j

� 	n−1
χ yj j≤2 xj jf g x, yð Þ

�
, x, yð Þ ∈Nc:

ð74Þ

According to ([1], Lemma 3.3.4) and ([2], Lemmas 4.2
and 4.3), we can see that the operator Mβ,glob is bounded

from L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ.
The estimation (74) allows us to prove that, for every g

∈ C∞
c ðℝnÞ, A−β

globð f ÞðxÞ =Mβ,globð f ÞðxÞ, for almost all x ∈

ℝn. Then, since A−β
glob and Mβ,glob are bounded from L2ðℝn,

γ−1Þ into itself, A−β
globð f Þ =Mβ,globð f Þ, f ∈ L2ðℝn, γ−1Þ. Hence,

A
−β
glob can be extended from L2ðℝn, γ−1Þ ∩ Lpðℝn, γ−1Þ to Lp

ðℝn, γ−1Þ as a bounded operator from Lpðℝn, γ−1Þ into itself,
when 1 < p <∞, and from L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ.

Thus, the proof is finished.

3. Higher-Order Riesz Transforms
Associated with the Operator A

In this section, we prove Theorems 1 and 2 concerning to
the higher-order Riesz transforms in the inverse Gaussian
setting.

Proof of Theorem 1. Let f ∈ C∞
c ðℝnÞ. If ℓ ∈ℕn, we have that

∂ℓxT
A
t x, yð Þ = −1ð Þ ℓj j e

−nte− x−e−t yj j2/ 1−e−2tð Þ
πn/2 1 − e−2tð Þ n+ ℓj jð Þ/2 Hℓ

x − e−tyffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

, x, y ∈ℝn, t > 0,

ð75Þ

and then

∂ℓxT
A
t x, yð Þ

��� ��� ≤ C
e−nte−c x−e−t yj j2/ 1−e−2tð Þ

1 − e−2tð Þ n+ ℓj jð Þ/2 , x, y ∈ℝn, t > 0:

ð76Þ

Suppose that k ∈ℕ and ℓ ∈ℕn such that jℓj < k. Then,

ð
ℝn

f yð Þj j
ð∞
0

∂ℓxT
A
t x, yð Þ

��� ���tk/2−1dtdy <∞,x ∈ℝn: ð77Þ

Indeed, by considering the function m defined in Propo-
sition 7 and using (76) and ([1], Lemma 3.3.1), we obtain,
for ε ∈ ð0, 1Þ,

ð∞
0

∂ℓxT
A
t x, yð Þ

��� ���tk/2−1dt ≤ C
ðm xð Þ

0

e−c x−yj j2/t

t n+ ℓj j−kð Þ/2+1 dt +
ð∞
m xð Þ

e−nt

1 − e−2tð Þ n+ ℓj jð Þ/2 t
k/2−1dt

 !

≤ C
1

x − yj jn−ε
ð1
0
t k−∣ℓ∣−εð Þ/2−1dt +

ð∞
m xð Þ

dt

t n−εð Þ/2+1

 !

≤ C
1

x − yj jn−ε +
1

m xð Þ n−εð Þ/2

 !

≤
C

x − yj jn−ε , x, yð Þ ∈N:

ð78Þ

On the other hand, by reading the proof of ([1], Lemma
3.3.3), we deduce that

ð∞
0

∂ℓxT
A
t x, yð Þ

��� ���tk/2−1dt ≤ Ce yj j2− xj j2 sup
t∈ 0,∞ð Þ

e−c y−e−t xj j2/ 1−e−2tð Þ
1 − e−2tð Þ n+ ℓj jð Þ/2

ð∞
0
e−nttk/2−1dt

≤ Ce yj j2− xj j2 1 + xj jð Þn+ ℓj j, x, yð Þ ∈Nc:

ð79Þ

Note that this estimation also holds when jℓj = k.
Since f ∈ C∞

c ðℝnÞ, (77) holds. Hence, according to ([15],
Lemma 4.2), we have that, when k ∈ℕ, ℓ ∈ℕn and jℓj < k,

∂ℓxA
−k/2 fð Þ xð Þ = 1

Γ k/2ð Þ
ð
ℝn
f yð Þ

ð∞
0
∂ℓxT

A
t x, yð Þtk/2−1dtdy, for almost all x ∈ℝn:

ð80Þ

We assume α = ðα1,⋯, αnÞ ∈ℕn \ f0g, so we can
suppose without loss of generality that α1 ≥ 1. Let us take ℓ
= ðα1 − 1, α2,⋯, αnÞ. According to (80), we can write

∂αxA
− αj j/2 fð Þ xð Þ = ∂x1

1
Γ αj j/2ð Þ

ð
ℝn
f yð Þ

�

�
ð∞
0
∂ℓxT

A
t x, yð Þt αj j/2−1dtdy

	
,  for almost all x ∈ℝn:

ð81Þ

Assume first n > 1 and write

ð
ℝn
f yð Þ

ð∞
0
∂ℓxT

A
t x, yð Þt αj j/2−1dtdy = F xð Þ +G xð Þ, x ∈ℝn,

ð82Þ

where

F xð Þ =
ð
ℝn
f yð Þ

ð∞
0
∂ℓx TA

t x, yð Þ −Wt x − yð Þ� �
t αj j/2−1dtdy, x ∈ℝn,

ð83Þ

and

G xð Þ =
ð
ℝn
f yð Þ

ð∞
0
∂ℓxWt x − yð Þt αj j/2−1dtdy, x ∈ℝn: ð84Þ

Here, Wt , t > 0, denotes the classical heat kernel WtðzÞ
= e−jzj

2/ð2tÞ/ð2πtÞn/2, z ∈ℝn.
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Next, we show that

∂x1F xð Þ =
ð
ℝn
f yð Þ

ð∞
0
∂αx TA

t x, yð Þ�
−Wt x − yð Þ�t αj j/2−1dtdy,  for almost all x ∈ℝn:

ð85Þ

By taking into account (76), we get

ð∞
m xð Þ

∣∂αx TA
t x, yð Þ −Wt x − yð Þ� �

∣t∣α∣/2−1dt

≤ C
ð∞
m xð Þ

e−ntt∣α∣/2−1

1 − e−2tð Þ n+∣α∣ð Þ/2 +
e−c x−yj j2/t

tn/2+1

 !
dt

≤ C
ð∞
m xð Þ

dt
tn/2+1

≤
C

m xð Þn/2
≤ C 1+∣x ∣ð Þn, x, y ∈ℝn:

ð86Þ

Also by using (79), we obtain

ðm xð Þ

0
∂αx TA

t x, yð Þ −Wt x − yð Þ� ��� ��t∣α∣/2−1dt
≤ C e yj j2− xj j2 1 + xj jð Þn+∣α∣ +

ðm xð Þ

0

e−c x−yj j2/t

tn/2+1
dt

 !

≤ C e yj j2− xj j2 1 + xj jð Þn+ αj j +
1

x − yj jn+ αj j

 !

≤ Ce yj j2 1 + xj jð Þn+ αj j, x, yð Þ ∈Nc:

ð87Þ

Now we are going to estimate

I x, yð Þ =
ðm xð Þ

0
∂αx TA

t x, yð Þ −Wt x − yð Þ� ��� ��t∣α∣/2−1dt, x, yð Þ ∈N:

ð88Þ

We can write

Then

I x, yð Þ ≤ 〠
3

j=1

ðm xð Þ

0
I j t, x, yð Þ�� ��t αj j/2−1dt = 〠

3

j=1
I j x, yð Þ, x, y ∈ℝn:

ð90Þ

By proceeding as in the proof of ([1], Lemma 3.3.1), we
can see that

e−c x−e −tð Þyj j2/ 1−e −2tð Þð Þ
1 − e−2tð Þn/2

≤ C
e−c x−yj j2/t

tn/2
, x, yð Þ ∈N , t ∈ 0, 1ð Þ: ð91Þ

Then, by taking into account that

e−nt − 1
�� �� ≤ Ct and 

1
1 − e−2tð Þ n+ αj jð Þ/2 −

1
2tð Þ n+ αj jð Þ/2

�����
�����

≤
C

t n+ αj jð Þ/2−1 , t ∈ 0, 1ð Þ,
ð92Þ

it follows by using (91) that

I1 x, yð Þ + I2 x, yð Þ ≤ C
ðm xð Þ

0

e−c x−yj j2/t

tn/2
dt ≤

C

x − yj jn−1/2
ð1
0

dt
t1/4

≤
C

x − yj jn−1/2 , x, yð Þ ∈N:

ð93Þ

Let us analyze the term I3ðx, yÞ, ðx, yÞ ∈N . For every z
= ðz1,⋯, znÞ, w = ðw1,⋯,wnÞ ∈ℝn, we write

~Hα zð Þ − ~Hα wð Þ =
Yn
j=1

~Hα j
z j
� �

−
Yn
j=1

~Hα j
wj

� �

= 〠
n

k=1

Yk−1
j=1

~Hα j
wj

� �
~Hαk

zkð Þ − ~Hαk
wkð Þ� � Yn

j=k+1

~Hα j
z j
� � !

:

ð94Þ

Let ðx, yÞ ∈N , t ∈ ð0, 1Þ, and consider z = ðx − e−tyÞ/ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
and w = ðx − yÞ/ ffiffiffiffi

2t
p

. By taking into account that

ð1 + jxj + jyjÞjx − yj ≤ C, it follows that e−cjzj
2
≤ Ce−cjwj

2
and

then, for each k = 1,⋯, n,

∂αx TA
t x, yð Þ −Wt x − yð Þ� �

=
−1ð Þ αj j

πn/2
e−nt

1 − e−2tð Þ n+ αj jð Þ/2
~Hα

x − e−tyffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

−
1

2tð Þ n+ αj jð Þ/2
~Hα

x − yffiffiffiffi
2t

p
� 	 !

=
−1ð Þ αj j

πn/2
e−nt − 1

1 − e−2tð Þ n+ αj jð Þ/2
~Hα

x − e−tyffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

+
1

1 − e−2tð Þ n+ αj jð Þ/2 −
1

2tð Þ n+ αj jð Þ/2

 !
~Hα

(

� x − e−tyffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

+
1

2tð Þ n+ αj jð Þ/2
~Hα

x − e−tyffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

− ~Hα

x − yffiffiffiffi
2t

p
� 	� 	)

= 〠
3

j=1
I j t, x, yð Þ, x, y ∈ℝn:

ð89Þ
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Yk−1
j=1

~Hα j
wj

� ���� ��� Yn
j=k+1

~Hα j
z j
� ���� ��� ≤ C exp −c 〠

n

j=1,j≠k

xj − yj
��� ���2

t

0
B@

1
CA,

ð95Þ

and, by considering also (1) and using the mean value theo-
rem, we get

~Hαk
zkð Þ − ~Hαk

wkð Þ�� �� ≤ Ce−c xk−ykj j2/t zk −wkj j

≤ Ce−c xk−ykj j2/t 1 − e−tð Þ ykj jffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p + xk − ykj j 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p −
1ffiffiffiffi
2t

p
����

����
� 	

≤ Ce−c xk−ykj j2/t ffiffi
t

p
ykj j + xk − ykj jð Þ

≤ Ce−c xk−ykj j2/t ffiffi
t

p
xkj j + xk − ykj jð Þ ≤ Ce−c xk−ykj j2/t ffiffi

t
p

1 + xj jð Þ:
ð96Þ

Then,

~Hα

x − e−tyffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

− ~Hα

x − y
2t

� �����
����

≤ Ce−c x−yj j2/t ffiffi
t

p
1 + xj jð Þ, x, yð Þ ∈N , t ∈ 0, 1ð Þ,

ð97Þ

and thus,

I3 x, yð Þ ≤ C 1 + xj jð Þ
ðm xð Þ

0

e−c x−yj j2/t

t n+1ð Þ/2 dt ≤ C
1 + xj j

x − yj jn−1/2
ðm xð Þ

0
t−3/4dt

= C
1 + xj jð Þm xð Þ1/4
x − yj jn−1/2

≤ C

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2
, x, yð Þ ∈N:

ð98Þ

We deduce that

I x, yð Þ ≤ C

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2 , x, yð Þ ∈N: ð99Þ

This estimation, jointly with (86) and (87), leads to

ð
ℝn

f yð Þj j
ð∞
0

∂αx TA
t x, yð Þ −Wt x − yð Þ� ��� ��t∣α∣/2−1dtdy

≤ C
ð
ℝn

f yð Þj j e yj j2 1 + xj jð Þn+ αj j +
ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2
 !

dy

≤ C 1 + xj jð Þn+ αj j <∞,x ∈ℝn,
ð100Þ

where we have used that f has compact support. Accord-
ing to ([15], Lemma 4.2), (85) is then established.

We are going to evaluate ∂x1GðxÞ. We write GðxÞ = Ðℝn

f ðx − yÞΦðyÞdy, x ∈ℝn, where

Φ zð Þ =
ð∞
0
∂ℓz Wt zð Þð Þt∣α∣/2−1dt, z ∈ℝn: ð101Þ

Since n > 1, we have that

Φ zð Þj j ≤ C
ð∞
0

e−c zj j
2/t

t n+1ð Þ/2 dt ≤
C

zj jn−1 , z ∈ℝ
n \ 0f g: ð102Þ

According to ([15], Lemma 4.2), we can derivate under
the integral sign obtaining

∂x1G xð Þ =
ð
ℝn
∂x1 f x − yð Þð ÞΦ yð Þdy

= −
ð
ℝn
∂y1 f x − yð Þð ÞΦ yð Þdy, for almost all x ∈ℝn,

ð103Þ

where the last integral is absolutely convergent.
For every z = ðz1,⋯, znÞ ∈ℝn, we define �z = ðz2,⋯, znÞ.

Partial integration leads to

ð
ℝn
∂y1 f x − yð Þð ÞΦ yð Þdy = lim

ε⟶0+

ð
yj j>ε

∂y1 f x − yð Þð ÞΦ yð Þdy

= lim
ε⟶0+

ð
�yj j<ε

ð− ffiffiffiffiffiffiffiffiffiffiffi
ε2− �yj j2

p
−∞

+
ð

�yj j<ε

ð+∞ffiffiffiffiffiffiffiffiffiffiffi
ε2− �yj j2

p +
ð

�yj j>ε

ð
ℝ

0
@

1
A∂y1 f x − yð Þð ÞΦ yð Þdy1d�y

= lim
ε⟶0+

−
ð

yj j>ε
f x − yð Þ∂y1Φ yð Þdy +

ð
�yj j<ε

f x − yð ÞΦ yð Þ�y1=−
ffiffiffiffiffiffiffiffiffiffiffi
ε2− �yj j2

p
y1=−∞ d�y +

ð
�yj j<ε

f x − yð ÞΦ yð Þ�y1=+∞
y1=

ffiffiffiffiffiffiffiffiffiffiffi
ε2− �yj j2

p d�y

 !

= lim
ε⟶0+

−
ð

�yj j>ε
f x − yð Þ∂y1Φ yð Þdy + Jε xð Þ

 !
, x ∈ℝn,

ð104Þ
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where

Jε xð Þ =
ð

�yj j<ε
f x1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2 − �yj j2

q
, �x − �y

� 	
Φ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2 − �yj j2

q
, �y

� 	
d�y

−
ð

�yj j<ε
f x1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2 − �yj j2

q
, �x − �y

� 	
Φ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2 − �yj j2

q
, �y

� 	
d�y, x ∈ℝn:

ð105Þ

Let us estimate limε⟶0+ JεðxÞ, x ∈ℝn. We recall that Φ
can be written as follows

Φ zð Þ = −1ð Þ αj j−1

2 ℓj j/2 2πð Þn/2
ð∞
0
~Hℓ

zffiffiffiffi
2t

p
� 	

dt

t n+1ð Þ/2 , z ∈ℝ
n: ð106Þ

Suppose now that α1 is odd. Then,

Φ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2 − �yj j2

q
, �y

� 	
=Φ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2 − �yj j2

q
, �y

� 	
, �y ∈ℝn−1, �yj j < ε:

ð107Þ

We have that, for every x ∈ℝn and ε > 0,

Jε xð Þ =
ð

�yj j<ε
f x1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2 − �yj j2

q
, �x − �y

� 	�

− f x1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2 − �yj j2

q
, �x − �y

� 		
Φ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2 − �yj j2

q
, �y

� 	
d�y

= εn−1
ð

�zj j<1
f x1 + ε

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − �zj j2

q
, �x − ε�z

� 	�

− f x1 − ε
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − �zj j2

q
, �x − ε�z

� 		
Φ ε

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − �zj j2

q
, ε�z

� 	
d�z:

ð108Þ

On the other hand, by performing the change of variable
s = ε2/ð2tÞ, we get

Φ ε
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − �zj j2

q
, ε�z

� 	
=

−1ð Þ αj j−1

2 ℓj j/2 2πð Þn/2
ð∞
0
~Hα1−1

ε
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − �zj j2

p
ffiffiffiffi
2t

p
 !Yn

i=2

~Hαi

� εziffiffiffiffi
2t

p
� 	

dt

t n+1ð Þ/2

=
−1ð Þ αj j−1ε1−n

2 αj j/2πn/2

ð∞
0
~Hα1−1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s 1 − �zj j2� �q� 	Yn

i=2

~Hℓi

� zi
ffiffi
s

p� �
s n−3ð Þ/2ds, ε > 0, �z ∈ℝn−1, zj j < 1:

ð109Þ

It follows that

Jε xð Þ = −1ð Þ αj j−1

2 αj j/2πn/2

ð
�zj j<1

f x1 + ε
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − �zj j2

q
, �x − ε�z

� 	�

− f x1 − ε
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − �zj j2

q
, �x − ε�z

� 		
×
ð∞
0
Hα1−1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s 1 − �zj j2� �q� 	Yn

i=2
Hℓi

zi
ffiffi
s

p� �
e−ss n−3ð Þ/2dsd�z, x ∈ℝn, ε > 0:

ð110Þ

Then, by using the dominated convergence theorem,
we obtain

lim
ε⟶0+

Jε xð Þ = 0, x ∈ℝn: ð111Þ

Suppose now that α1 is even. Then,

Φ −ε
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − �yj j2

q
, �y

� 	
= −Φ ε

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − �yj j2

q
, �y

� 	
, ε > 0, �y ∈ℝn−1, �yj j < ε,

ð112Þ

and proceeding as above, we get

Jε xð Þ = −1ð Þ αj j

2 αj j/2πn/2

ð
�zj j<1

f x1 + ε
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − �zj j2

q
, �x − ε�z

� 	�

+ f x1 − ε
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − �zj j2

q
, �x − ε�z

� 		

×
ð∞
0
Hα1−1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s 1 − �zj j2� �q� 	Yn

i=2
Hαi

zi
ffiffi
s

p� �
e−ss n−3ð Þ/2dsd�z, x ∈ℝn, ε > 0:

ð113Þ

It follows that

lim
ε⟶0+

Jε xð Þ = −1ð Þ αj j

2 αj j/2−1πn/2
f xð Þ

ð
�zj j<1

ð∞
0
Hα1−1

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s 1 − zj j2� �q� 	Yn−1

i=2
Hαi

zi
ffiffi
s

p� �
e−ss n−3ð Þ/2dsd�z

= −cα f xð Þ, x ∈ℝn:

ð114Þ

We note that if αi is odd for some i = 2,⋯, n, then
cα = 0. Thus, we conclude that

∂x1G xð Þ = lim
ε⟶0+

ð
x−yj j>ε

f yð Þ∂x1Φ x − yð Þdy + cα f xð Þ

= lim
ε⟶0+

ð
x−yj j>ε

f yð Þ
ð∞
0
∂αxWt x − yð Þt αj j/2−1dtdy

+ cα f xð Þ, for almost all x ∈ℝn,
ð115Þ

where cα = 0 when αi is odd for some i = 1,⋯, n.
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By putting together (85) and (115), we obtain

∂αxA
− αj j/2 fð Þ xð Þ = 1

Γ αj j/2ð Þ ∂x1 F xð Þ +G xð Þð Þ

=
1

Γ αj j/2ð Þ
ð
ℝn
f yð Þ

ð∞
0
∂αx TA

t x, yð Þ −Wt x − yð Þ� �
t αj j/2−1dtdy

�

+ lim
ε⟶0+

ð
x−yj j>ε

f yð Þ
ð∞
0
∂αxWt x − yð Þt αj j/2−1dtdy + cα f xð Þ

!

=
1

Γ αj j/2ð Þ lim
ε⟶0+

ð
x−yj j>ε

f yð Þ
ð∞
0
∂αxT

A
t x, yð Þ�t αj j/2−1dtdy

+ cα f xð Þ, for almost all x ∈ℝn:

ð116Þ

We now deal with the case n = 1. We have α ∈ℕ, α ≥ 1.
According to (80), we can write

dα

dxα
A−α/2 fð Þ xð Þ = 1

Γ α/2ð Þ
d
dx

ð
ℝn
f yð Þ

ð∞
0
∂α−1x TA

t x, yð Þtα/2−1dtdy

=
1

Γ α/2ð Þ
d
dx

�F xð Þ + �G xð Þ� �
, x ∈ℝ,

ð117Þ

where

�F xð Þ =
ð
ℝ
f yð Þ

ð∞
0

∂α−1x TA
t x, yð Þ − dα−1

dxα−1
Wt

 !
x − yð Þ

 "

−
dα−1

dxα−1
Wt

 !
0ð Þχ 1,∞ð Þ tð Þ

!#
tα/2−1dtdy, x ∈ℝ,

ð118Þ

and

�G xð Þ =
ð
ℝ
f yð Þ

ð∞
0

dα−1

dxα−1
Wt

 !
x − yð Þ

 

−
dα−1

dxα−1
Wt

 !
0ð Þχ 1,∞ð Þ tð Þ

!
tα/2−1dtdy, x ∈ℝ:

ð119Þ

Note that if α is even, then ðdα−1/dxα−1ÞðWtÞð0Þ = 0.
By proceeding as in the case of n > 1 and taking into

account that

dα−1

dxα−1
Wt

 !
x − yð Þ − dα−1

dxα−1
Wt

 !
0ð Þ

�����
����� ≤ C

tα/2
~Hα−1

x − yffiffiffiffi
2t

p
� 	

− ~Hα−1 0ð Þ
����

����
≤ C

x − yj j
t α+1ð Þ/2 , x, y ∈ℝ, t > 1,

ð120Þ

we can see that the integral defining �FðxÞ is absolutely
convergent for every x ∈ℝ and

d
dx

�F xð Þ =
ð
ℝ
f yð Þ

ð∞
0
∂αx TA

t x, yð Þ −Wt x − yð Þ� �
tα/2−1dtdy,

ð121Þ

being also this integral absolutely convergent for almost
x ∈ℝ.

On the other hand, by considering

�Φ yð Þ =
ð∞
0

dα−1

dxα−1
Wt

 !
yð Þ − dα−1

dxα−1
Wt

 !
0ð Þχ 1,∞ð Þ tð Þ

 !
tα/2−1dt

=
−1ð Þα−1
2α/2

ffiffiffi
π

p
ð∞
0

~Hα−1
yffiffiffiffi
2t

p
� 	

− ~Hα−1 0ð Þχ 1,∞ð Þ tð Þ
� 	

dt
t
, y ∈ℝ \ 0f g,

ð122Þ

we can write

�G xð Þ =
ð
ℝ
f x − yð Þ�Φ yð Þdy, x ∈ℝn, ð123Þ

and according to ([15], Lemma 4.2), we get

d
dx

�G xð Þ = −
ð
ℝ
∂y f x − yð Þð Þ�Φ yð Þdy

= − lim
ε⟶0+

ð
yj j>ε

∂y f x − yð Þð Þ�Φ yð Þdy,  for almost all x ∈ℝ:

ð124Þ

By partial integration, we obtain

ð
yj j>ε

∂y f x − yð Þð Þ�Φ yð Þdy = −
ð

yj j>ε
f x − yð Þ�Φ′ yð Þdy

+ f x + εð Þ�Φ −εð Þ − f x − εð Þ�Φ εð Þ, ε > 0, x ∈ℝn:

ð125Þ

Then

d
dx

�G xð Þ = lim
ε⟶0+

ð
yj j>ε

f x − yð Þ�Φ′ yð Þdy + �Jε xð Þ
 !

,  for almost all x ∈ℝ,

ð126Þ

where

�Jε xð Þ = f x − εð Þ�Φ εð Þ − f x + εð Þ�Φ −εð Þ, ε > 0, x ∈ℝ: ð127Þ

By taking into account (10) and that ~HαðzÞ ≤ Ce−cz
2
, z

∈ℝ, it follows that

�Φ′ yð Þ = −1ð Þα
2 α+1ð Þ/2 ffiffiffi

π
p

ð∞
0
~Hα

yffiffiffiffi
2t

p
� 	

t−3/2dt

=
ð∞
0

dα

dxα
Wt

� 	
yð Þta/2−1dt, y ∈ℝ \ 0f g:

ð128Þ
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On the other hand, we have that

�Φ yð Þ = −1ð Þα−1
2a/2

ffiffiffi
π

p
ð1
0
~Hα−1

yffiffiffiffi
2t

p
� 	

dt
t
+
ð∞
1

~Hα−1
yffiffiffiffi
2t

p
� 	

− ~Hα−1 0ð Þ
� 	

dt
t

� 	

=
−1ð Þα−1
2α/2

ffiffiffi
π

p
ð∞

y2
2

~Hα−1
ffiffi
s

p� � ds
s
+
ðy2/2
0

~Hα−1
ffiffi
s

p� �
− ~Hα−1 0ð Þ� � ds

s

 !
, y > 0,

ð129Þ

and,

�Φ yð Þ = 1
2α/2

ffiffiffi
π

p
ð∞
y2/2

~Hα−1
ffiffi
s

p� � ds
s
+
ðy2/2
0

~Hα−1
ffiffi
s

p� �
− ~Hα−1 0ð Þ� � ds

s

 !
, y < 0:

ð130Þ

Let x ∈ℝ. Since f ∈ C∞
c ðℝnÞ, we get

f x + εð Þ − f x − εð Þj j ≤ Cε, ε > 0: ð131Þ

If α is odd, then �Φ is even and, for every ε ∈ ð0, 1Þ,
�Jε xð Þ�� �� = f x + εð Þ − f x − εð Þð Þ�Φ εð Þ�� ��

≤ Cε
ð∞
ε2/2

~Hα−1
ffiffi
s

p� ��� �� ds
s
+
ðε2/2
0

~Hα−1
ffiffi
s

p� �
− ~Hα−1 0ð Þ�� �� ds

s

 !

≤ Cε
ð∞
1
e−sds +

ð1
ε2/2

ds
s
+
ðε2/2
0

ffiffi
s

p ds
s

 !
≤ Cε 1 + log εj j + εð Þ:

ð132Þ

Hence, if α is odd, limε⟶0+�JεðxÞ = 0.
If α is even, then �Φ is odd, Hα−1ð0Þ = 0, and

�Φ εð Þ = −
1

2α/2
ffiffiffi
π

p
ð∞
0
~Hα−1

ffiffi
s

p� � ds
s
, ε > 0: ð133Þ

We obtain

lim
ε⟶0+

�Jε xð Þ = −
f xð Þ

2α/2−1
ffiffiffi
π

p
ð∞
0
~Hα−1

ffiffi
s

p� � ds
s
, ð134Þ

provided that α is even.
We conclude that, for certain cα ∈ℝ

d
dx

G xð Þ = lim
ε⟶0+

ð
x−yj j>ε

f yð Þ
ð∞
0

dα

dxα
Wt

� 	
x − yð Þtα/2−1dtdy

+ cα f xð Þ,  for almost all x ∈ℝ:

ð135Þ

Then, we get

dα

dxα
A−α/2 fð Þ xð Þ = 1

Γ α/2ð Þ lim
ε⟶0+

ð
x−yj j>ε

f yð Þ
ð∞
0
∂αxT

A
t x, yð Þtα/2−1dtdy

+ cα f xð Þ,  for almost all x ∈ℝ,

ð136Þ

where cα = 0 when α is odd.

Finally, we observe that when α is even

ð∞
0

dα

dzα
Wt

� 	
zð Þtα/2−1dt = 1

2 α+1ð Þ/2 ffiffiffi
π

p
ð∞
0
e−z

2/2tHα

zj jffiffiffiffi
2t

p
� 	

t−3/2dt

=
1

2α/2−1
ffiffiffi
π

p 1
zj j
ð∞
0
e−s

2
Hα sð Þds = 0:

ð137Þ

By taking into account the arguments developed in this
proof, we can see that

ð
ℝ

f yð Þ
ð∞
0
∂αxT

A
t x, yð Þtα/2−1dt

����
����dy

=
ð
ℝ

f yð Þ
ð∞
0
∂αx TA

t x, yð Þ −Wt x − yð Þ� �
tα/2−1dt

����
����dy <∞,

ð138Þ

for every x ∈ℝ. Then,

dα

dxα
A−α/2 fð Þ xð Þ = 1

Γ α/2ð Þ
ð
ℝ
f yð Þ

ð∞
0
∂αxT

A
t x, yð Þtα/2−1dtdy

+ cα f xð Þ,  for almost all x ∈ℝ:

ð139Þ

The proof of Theorem 1 is completed.

Proof of Theorem 2. For every f ∈ C∞
c ðℝnÞ, we have that

A− αj j/2 fð Þ xð Þ = 〠
k∈ℕn

ck fð Þ
kj j + nð Þ αj j/2

~Hk xð Þ, x ∈ℝn, ð140Þ

and according to (36), (37), and (40), the last series is point-
wise absolutely convergent, it defines a smooth function on
ℝn and

∂αxA
− αj j/2 fð Þ xð Þ = 〠

k∈ℕn

ck fð Þ
kj j + nð Þ αj j/2 ∂

α
x
~Hk xð Þ

= −1ð Þ αj j 〠
k∈ℕn

ck fð Þ
kj j + nð Þ αj j/2

~Hk+α xð Þ, x ∈ℝn:

ð141Þ

Then, according to Theorem 1, for each f ∈ C∞
c ðℝnÞ,

Rα fð Þ xð Þ = lim
ε⟶0+

ð
x−yj j>ε

Rα x, yð Þf yð Þdy + cα f xð Þ, for almost all  x ∈ℝn:

ð142Þ

Here, cα = 0 when αi is odd for some i = 1,⋯, n.
To establish our result, it is sufficient to show that for

every f ∈ Lpðℝn, γ−1Þ the limit

lim
ε⟶0+

ð
x−yj j>ε

Rα x, yð Þf yð Þdy, ð143Þ

exists for almost all x ∈ℝn and the operator Lα defined by
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Lα fð Þ xð Þ = lim
ε⟶0+

ð
x−yj j>ε

Rα x, yð Þf yð Þdy + cα f xð Þ, ð144Þ

is bounded from Lpðℝn, γ−1Þ into itself. Thus, Lα is the
unique extension of Rα from L2ðℝn, γ−1Þ ∩ Lpðℝn, γ−1Þ to
Lpðℝn, γ−1Þ as a bounded operator from Lpðℝn, γ−1Þ into
itself.

For every β > 0 we define the set

Nβ = x, yð Þ ∈ℝn ×ℝn : x − yj j ≤ βn min 1, 1
xj j

 � �
:

ð145Þ

Observe that N1 =N and that if β > 0, a ∈ ð0, 1Þ and
ðx, yÞ ∈Nc

β, then

ax − ayj j ≥ aβn min 1,
1
xj j

 �
≥ a2βn min 1,

1
axj j

 �
,

ð146Þ

that is, ðax, ayÞ ∈Nc
a2β. In particular, we have that if a ∈

ð0, 1Þ then ðax, ayÞ ∈Nc provided that ðx, yÞ ∈Nc
1/a2 .

Let β > 0. We consider the operators Rα,loc and Rα,glob
defined on C∞

c ðℝnÞ by

Rα,loc fð Þ xð Þ = Rα fχNβ
x, ·ð Þ

� �
xð Þ, Rα,glob fð Þ xð Þ

= Rα fχNc
β
x, ·ð Þ

� �
xð Þ, x ∈ℝn:

ð147Þ

We recall that

Rα x, yð Þ = −1ð Þ αj j

πn/2Γ αj j/2ð Þ
ð∞
0

e−nt

1 − e−2tð Þ n+ αj jð Þ/2
~Hℓ

� x − e−tyffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

t αj j/2−1dt, x, y ∈ℝn, x ≠ y:

ð148Þ

Then,

Rα x, yð Þj j ≤ C
ð∞
0

e−nte−η x−e−t yj j2/ 1−e−2tð Þ
1 − e−2tð Þ n+ αj jð Þ/2 t αj j/2−1dt, x, y ∈ℝn, x ≠ y,

ð149Þ

for every η ∈ ð0, 1Þ. From now on we consider 1/p < η < 1
and β = 1/η. Since jx − ryj2 = jy − rxj2 + ð1 − r2Þðjxj2 − jyj2Þ,
x, y ∈ℝn, r ∈ℝ, by making the change of variables s = 1 −
e−2t in the last integral, we get

Rα x, yð Þj j ≤ Ceη yj j2− xj j2ð Þ
ð1
0

e−η y−x
ffiffiffiffiffi
1−s

pj j2/s

s n+ αj jð Þ/2 1 − sð Þn/2−1

� −log 1 − sð Þð Þ αj j/2−1ds, x, y ∈ℝn, x ≠ y:

ð150Þ

Assume first that ðx, yÞ ∈Nc
β. Then, ð

ffiffiffi
η

p
x, ffiffiffi

η
p

yÞ ∈Nc.
By proceeding as in the proof of (66), it follows that, when
hx, yi ≤ 0,

Rα x, yð Þj j ≤ Ce−η xj j2
ð∞
0

e−r/2 1 + rð Þ n+ αj jð Þ/2−1/4

r3/4
dr ≤ Ce−η xj j2 :

ð151Þ

Suppose now that hx, yi > 0. Again, as in the estima-
tion in (66), since ð ffiffiffi

η
p

x, ffiffiffi
η

p
yÞ ∈Nc, we obtain

ð1
1/2

e−η y−x
ffiffiffiffiffi
1−s

pj j2/s

s n+ αj jð Þ/2 1 − sð Þn/2−1 −log 1 − sð Þð Þ αj j/2−1ds

≤ C
x + yj j
x − yj j

� 	n/2
exp

η

2
yj2 − xj j2 − x + yj j x − yj j� �� �

:

ð152Þ

On the other hand, proceeding as in ([23], p. 862) and
considering the notation in (61) and ([23], Lemma 2.3),
we have

ð1/2
0

e−η y−x
ffiffiffiffiffi
1−s

pj j2/s

s n+ αj jð Þ/2 1 − sð Þn/2−1 −log 1 − sð Þð Þ∣α∣/2−1ds

≤ C sup
s∈ 0,1ð Þ

e−ηu sð Þ

sn/2

� 	1−1/nð1/2
0

e−ηu sð Þ/nffiffi
s

p −log 1 − sð Þð Þ∣α∣/2−1
s∣α∣/2

ds

≤ C
e−ηu0

sn/20

� 	1−1/nð1/2
0

e−u sð Þ/n

s3/2
ds

≤ C
e−ηu0

sn/20

� 	1−1/nð1
0

e−u sð Þ/n

s3/2
ffiffiffiffiffiffiffiffiffi
1 − s

p ds

≤ C
e−ηu0

sn/20

� 	1−1/n e−ηu0/nffiffiffiffi
s0

p ≤ C
e−ηu0

sn/20

≤ C
x + yj j
x − yj j

� 	n/2
exp

η

2
yj2 − xj j2 − x + yj j x − yj j� �� �

:

ð153Þ

From the above estimates, we conclude that, when
ðx, yÞ ∈Nc

β,

Rα x, yð Þj j ≤ C

e−η xj j2 , x, yh i ≤ 0,

x + yj j
x − yj j

� 	n/2
exp η

yj j2 − xj j2
2

−
x − yj j x + yj j

2

� 	� 	
, x, yh i > 0:

8><
>:

ð154Þ

On the other hand, we consider the kernel

ℝα x, yð Þ = 1
Γ αj j/2ð Þ

ð∞
0
∂αxWt x − yð Þt αj j/2−1dt, x, y ∈ℝn, x ≠ y:

ð155Þ
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Let us show that

Rα x, yð Þ −ℝα x, yð Þj j ≤ C

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2 , x, yð Þ ∈Nβ, x ≠ y:

ð156Þ

For every x ∈ℝn, we have that

Rα x, yð Þ −ℝα x, yð Þ = 1
Γ αj j/2ð Þ

ðm xð Þ

0
+
ð∞
m xð Þ

 !
∂αx TA

t x, yð Þ�
−Wt x − yð Þ�t αj j/2−1dt

= I x, yð Þ + J x, yð Þ, x, y ∈ℝn, x ≠ y:

ð157Þ

The same proof of (99) allows us to obtain that

I x, yð Þj j ≤ C

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2 , x, yð Þ ∈Nβ, x ≠ y: ð158Þ

Also, we get

J x, yð Þj j ≤ C
ð∞
m xð Þ

e−nt

1 − e−2tð Þ n+ αj jð Þ/2
~Hα

x − ye−tffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	����

����t αj j/2−1dt

 

+
ð∞
m xð Þ

~Hα

x − yffiffiffiffi
2t

p
� 	����

���� dt
tn/2+1

!

≤ C
ð∞
m xð Þ

e−nt
e−c x−e−t yj j2/ 1−e−2tð Þ
1 − e−2tð Þ n+ αj jð Þ/2 t

αj j/2−1dt +
ð∞
m xð Þ

e−c x−yj j2/ 2tð Þ

tn/2+1
dt

0
@

1
A

≤ C
ð∞
m xð Þ

dt
tn/2+1

=
C

m xð Þn/2 ≤ C 1 + xj jð Þn

≤ C

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2 , x, yð Þ ∈Nβ, x ≠ y,

ð159Þ

and thus, (156) is established.
From (154), we obtain that Rα,glob can be extended to

Lpðℝn, γ−1Þ as a bounded operator from Lpðℝn, γ−1Þ into
itself, and the extension is given by (147). Indeed, when ðx,
yÞ ∈Nc

β, we have that jx − yjjx + yj ≥ C. By taking into

account also that jjyj2 − jxj2j ≤ jx + yjjx − yj, we get
ð
ℝn

Rα x, yð Þj je xj j2− yj j2ð Þ/pχNc
β
x, yð Þdy ≤ C

ð
ℝn
e− η−1/pð Þ xj j2− yj j2/pdy

�

+
ð
ℝn

x + yj jn exp η

2
−
1
p

� 	
yj j2 − xj j2� �

−
η

2
x − yj j x + yj j

� 	
dy
	

≤ C e− η−1/pð Þ xj j2
ð
ℝn
e− yj j2/pdy

�

+
ð
ℝn

x + yj jn exp − x − yj j x + yj j η

2
−

1
p
−
η

2

����
����

� 	� 	
dy
	
, x ∈ℝn:

ð160Þ

Since η > 1/p it follows that

sup
x∈ℝn

ð
ℝn

Rα x, yð Þj je xj j2− yj j2ð Þ/pχNc
β
x, yð Þdy <∞, ð161Þ

and in a similar way

sup
y∈ℝn

ð
ℝn

Rα x, yð Þj je xj j2− yj j2ð Þ/pχNc
β
x, yð Þdx <∞, ð162Þ

from which we deduce that Rα,glob is bounded on Lpðℝn, γ−1Þ.
On the other hand, by using (156) and that

ffiffiffiffiffiffiffiffiffiffi
mðxÞp

~ 1
/ð1 + jxjÞ, x ∈ℝn, we have that

ð
ℝn

Rα x, yð Þ −ℝα x, yð Þj jχNβ
x, yð Þdy

≤ C
ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj j

p ð
ℝn

1
x − yj jn−1/2 χNβ

x, yð Þdy

= C
ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj j

p ðβn ffiffiffiffiffiffiffi
m xð Þ

p

0
r−1/2dr

= C
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jð Þ

ffiffiffiffiffiffiffiffiffiffi
m xð Þ

pq
≤ C, x ∈ℝn:

ð163Þ

Also, since mðxÞ ~mðyÞ, ðx, yÞ ∈Nβ, we get

sup
y∈ℝn

ð
ℝn

Rα x, yð Þ −ℝα x, yð Þj jχNβ
x, yð Þdx <∞: ð164Þ

Hence, the operator Sα defined by

Sα fð Þ xð Þ =
ð
ℝn

Rα x, yð Þ −ℝα x, yð Þð ÞχNβ
x, yð Þf yð Þdy, x ∈ℝn,

ð165Þ

is a bounded operator from Lpðℝn, dxÞ into itself. Since Sα is
a local operator, by ([1], Proposition 3.2.5) Sα is bounded
from Lpðℝn, γ−1Þ into itself.

We now observe that the kernel ℝα is a standard
Calderón-Zygmund kernel. Indeed, we get

ℝα x, yð Þj j ≤ C
ð∞
0

Hα

x − yffiffiffiffi
2t

p
� 	����

���� e− x−yj j2/ 2tð Þ

tn/2+1
dt ≤ C

ð∞
0

e−c x−yj j2/t

tn/2+1
dt

≤
C

x − yj jn , x, y ∈ℝ
n, x ≠ y:

ð166Þ

Let i = 1,⋯, n and denote αi = ðα1,⋯, αi + 1,⋯, αnÞ. We
have that

∂xiℝα x, yð Þ = −1ð Þ αj j+1

2πð Þn/22 αj j+1ð Þ/2Γ αj j/2ð Þ

ð∞
0
Hαi

x − yffiffiffiffi
2t

p
� 	

e− x−yj j2/ 2tð Þ

t n+3ð Þ/2 dt, x, y ∈ℝn, x ≠ y:

ð167Þ
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Then,

∂xiℝα x, yð Þ�� �� ≤ C

x − yj jn+1 , x, y ∈ℝ
n, x ≠ y: ð168Þ

The Euclidean α-order Riesz transform ℝα is bounded
from Lqðℝn, dxÞ into itself, for every 1 < q <∞. According
to ([1], Proposition 3.2.5), the operator ℝα,loc defined by

ℝα,loc fð Þ xð Þ =ℝα f χNβ
x, ·ð Þ

� �
xð Þ, ð169Þ

is bounded from Lqðℝn, γ−1Þ into itself, for every 1 < q <∞.
We can write Rα,loc = Sαð f Þ +ℝα,locð f Þ on C∞

c ðℝnÞ. Then,
Rα,loc can be extended from C∞

c ðℝnÞ to Lpðℝn, γ−1Þ as a
bounded operator from Lpðℝn, γ−1Þ into itself.

Since Rα = Rα,loc + Rα,glob, we conclude that Rα can be
extended from C∞

c ðℝnÞ to Lpðℝn, γ−1Þ as a bounded opera-
tor from Lpðℝn, γ−1Þ into itself.

Let us consider the maximal operator

Rα,∗ fð Þ xð Þ = sup
ε>0

ð
x−yj j>ε

Rα x, yð Þf yð Þdy
�����

�����, f ∈ Lp ℝn, γ−1ð Þ, 1 < p <∞:

ð170Þ

Let f ∈ Lpðℝn, γ−1Þ, 1 < p <∞. For every ε > 0, by using
the above estimates, we can write

ð
x−yj j>ε

Rα x, yð Þf yð Þdy
�����

����� ≤
ð

x−yj j>ε
Rα x, yð Þ −ℝα x, yð Þj jχNβ

x, yð Þ f yð Þj jdy

+
ð

x−yj j>ε
Rα x, yð Þj jχNc

β
x, yð Þ f yð Þj jdy

+
ð

x−yj j>ε
ℝα x, yð Þj jχNβ

x, yð Þ f yð Þj jdy <∞,x ∈ℝn:

ð171Þ

We also have that

Rα,∗ fð Þ xð Þ ≤ C
ð
ℝn

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2
χNβ

x, yð Þ f yð Þj jdy
 

+
ð
ℝn

Rα x, yð Þj jχNc
β
x, yð Þ f yð Þj jdy

+ sup
ε>0

ð
x−yj j>ε

ℝα x, yð ÞχNβ
x, yð Þf yð Þdy

�����
�����
!
, x ∈ℝn:

ð172Þ

Since the maximal operator

ℝα,∗ fð Þ xð Þ = sup
ε>0

ð
x−yj j>ε

ℝα x, yð Þf yð Þdy
�����

�����, ð173Þ

is bounded from Lpðℝn, dxÞ into itself, by using a vector-
valued version of ([1], Proposition 3.2.5) (see ([16], Proposi-
tion 2.3)), we deduce that the local maximal operator

ℝα,loc,∗ fð Þ xð Þ = sup
ε>0

ð
x−yj j>ε

ℝα x, yð ÞχNβ
x, yð Þf yð Þdy

�����
�����,
ð174Þ

is bounded from Lpðℝn, γ−1Þ into itself.
By using the same arguments as above, we conclude that

Rα,∗ is bounded from Lpðℝn, γ−1Þ into itself.
From (142) and since C∞

c ðℝnÞ is dense in Lpðℝn, γ−1Þ
and ℝα,∗ is bounded in Lpðℝn, γ−1Þ, by using a standard pro-
cedure, we can conclude that the limit

lim
ε⟶0+

ð
x−yj j>ε

Rα x, yð Þf yð Þdy, ð175Þ

exists for almost all x ∈ℝn and Lα (defined in (144)) is a
bounded operator from Lpðℝn, γ−1Þ into itself.

Remark 10. The Lpðℝn, γ−1Þ-boundedness of the local part
Rα,loc of Rα can be proved also by using Calderón-
Zygmund theory. We have preferred to do it by comparing
Rα,loc with the classical local Riesz transform ℝα,loc because
in this way we can know how the singularity of Rα,loc is. Fur-
thermore, these comparative results will be useful in the
proof of Theorems 1.4 and 1.5.

4. Riesz Transform Associated with the
Operator �A

Our objective in this section is to prove Theorem 3.
We define L20ðℝn, γ−1Þ as the space that consists of all

those f ∈ L2ðℝn, γ−1Þ such that c0ð f Þ =
Ð
ℝn f ðxÞdx = 0. Let β

> 0. For every f ∈ L20ðℝn, γ−1Þ, �A−β f is defined by

�A
−β fð Þ = 〠

k∈ℕn\ 0f g

ck fð Þ
kj jβ

~Hk: ð176Þ

We have that

�A
−β fð Þ

��� ���2
L2 ℝn ,γ−1ð Þ

= 〠
k∈ℕn\ 0f g

ck fð Þj j2 ~Hk

�� ��2
L2 ℝn ,γ−1ð Þ

kj j2β

≤ fk k2L2 ℝn ,γ−1ð Þ, f ∈ L
2
0 ℝn, γ−1ð Þ:

ð177Þ

We introduce the operator �Sβ defined by

�Sβ fð Þ = 1
Γ βð Þ

ð∞
0

T
�A
t fð Þ − c0 fð Þe ·j j2

� �
tβ−1dt, f ∈ L2 ℝn, γ−1ð Þ:

ð178Þ
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Let f ∈ L2ðℝn, γ−1Þ. We have that

T
�A
t fð Þ − c0 fð Þe− ·j j2 = 〠

k∈ℕn

e− kj jtck fð Þ~Hk − e ·j j2c0 fð Þ

= 〠
k∈ℕn\ 0f g

e− kj jtck fð Þ~Hk, t > 0:
ð179Þ

Then,

T
�A
t fð Þ − c0 fð Þe− ·j j2

��� ���
L2 ℝn ,γ−1ð Þ

≤ e−t fk kL2 ℝn ,γ−1ð Þ, t > 0:

ð180Þ

Hence, the integral defining �Sβð f Þ converges in the

L2ðℝn, γ−1Þ-Bochner sense.
Let f ∈ C∞

c ðℝnÞ. According to (36), (37), and (40), we get

〠
k∈ℕn\ 0f g

e− kj jt ck fð Þj j ~Hk xð Þ�� �� ≤ Ce−te− xj j2/2 〠
k∈ℕn\ 0f g

1
kj j2

≤ Ce−te− xj j2/2, t > 0, x ∈ℝn:

ð181Þ

It follows that the series that defines T �A
t ð f ÞðxÞ − c0ð f Þ

e−jxj
2
converges pointwisely and absolutely and

�Sβ fð Þ xð Þ = 1
Γ βð Þ 〠

k∈ℕn\ 0f g
ck fð Þ~Hk xð Þ

ð∞
0
e− kj jt tβ−1dt

= 〠
k∈ℕn\ 0f g

ck fð Þ
kj jβ

~Hk xð Þ = �A
−β f0ð Þ xð Þ, x ∈ℝn,

ð182Þ

where f0ðxÞ = f ðxÞ − c0ð f Þe−jxj
2
, x ∈ℝn.

On the other hand, since supp f is compact, we have
that

ð∞
m xð Þ

ð
ℝn

T
�A
t x, yð Þ − e− xj j2

��� ��� f yð Þj jdytβ−1dt

≤ C
ð∞
m xð Þ

ð
ℝn
e−c x−e−t yj j2/ 1−e−2tð Þ 1 − e−2t

� �−n/2 − 1
��� ��� f yð Þj jdy

�

+
ð
ℝn

e−c x−e−t yj j2/ 1−e−2tð Þ − e− x−e−t yj j2��� ��� f yð Þj jdy

+
ð
ℝn

e− x−e−t yj j2 − e− xj j2
��� ��� f yð Þj jdy

	
tβ−1dt

≤ C
ð∞
0
e−t tβ−1dt, x ∈ℝn,

ð183Þ

and, taking 0 < ε <min f2β, ng,

ðm xð Þ

0
tβ−1
ð
ℝn

T
�A
t x, yð Þ − e− xj j2

��� ��� f yð Þj jdydt

≤ C
ðm xð Þ

0
tβ−1
ð
ℝn

ec xj j e
−c x−yj j2/t

tn/2
+ e− xj j2

 !
f yð Þj jdydt

 !

≤ C ec xj j
ð
ℝn

f yð Þj j
x − yj jn−ε dy +m xð Þβe− xj j2

ð
ℝn

f yð Þj jdy
� 	

≤ C ec xj j +m xð Þβe− xj j2
� �

, x ∈ℝn:

ð184Þ

Then, we obtain

�Sβ fð Þ xð Þ =
ð
ℝn

�Kβ x, yð Þf yð Þdy, x ∈ℝn, ð185Þ

where

�Kβ x, yð Þ = 1
Γ βð Þ

ð∞
0

T
�A
t x, yð Þ − e− xj j2

� �
tβ−1dt, x, y ∈ℝn,

ð186Þ

and

T
�A
t x, yð Þ = entTA

t x, yð Þ = e yj j2− xj j2

πn/2 1 − e−2tð Þn/2
exp −

y − e−txj j2
1 − e−2t

 !
, x, y ∈ℝn, t > 0:

ð187Þ

By denoting Π0 the projection from L2ðℝn, γ−1Þ to
L20ðℝn, γ−1Þ, we have proved that, for every f ∈ C∞

c ðℝnÞ,

�A
−β
Π0 fð Þ xð Þ =

ð
ℝn

�Kβ x, yð Þf yð Þdy, x ∈ℝn: ð188Þ

Let f ∈ C∞
c ðℝnÞ. Next, we show that

δαx �A
− αj j/2Π0 fð Þ xð Þ = lim

ε⟶0+
1

Γ αj j/2ð Þ
ð

x−yj j>ε
f yð Þ

ð∞
0
δαxT

�A
t x, yð Þt αj j/2−1dtdy + cα f xð Þ,

ð189Þ

for almost all x ∈ℝn. Here, cα ∈ℝ and, when αi is odd for
some i = 1,⋯, n, cα = 0.

For every ℓ ∈ℕn,

δℓxT
�A
t x, yð Þ = −1ð Þ ℓj je− xj j2

2 ℓj j ∂ℓx e xj j2T �A
t x, yð Þ

� �

=
−1ð Þ ℓj je yj j2− xj j2

2 ℓj jπn/2 1 − e−2tð Þ n+ ℓj jð Þ/2 e
− ℓj jt ~Hℓ

y − e−txffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

, x, y ∈ℝn, t > 0,

ð190Þ

Then, for each ℓ ∈ℕn,

δℓxT
�A
t x, yð Þ

��� ��� ≤ Ce yj j2− xj j2 e
− ℓj jte−c y−e−txj j2/ 1−e−2tð Þ

1 − e−2tð Þ n+ ℓj jð Þ/2 , x, y ∈ℝn, t > 0:

ð191Þ
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Since δℓxðe−jxj
2Þ = 0, x ∈ℝn, when ℓ ∈ℕn \ f0g, by

proceeding as in the proof of (80), we get that for every ℓ
∈ℕn \ f0g and k ∈ℕ being jℓj < k,

δℓx �A
−k/2

Π0 fð Þ xð Þ = 1
Γ k/2ð Þ

ð
ℝn
f yð Þ

�
ð∞
0
δℓxT

�A
t x, yð Þtk/2−1dtdy,  for almost all x ∈ℝn:

ð192Þ

Without loss of generality we can assume that α1 ≥ 1 and
consider ℓ = ðα1 − 1, α2,⋯, αnÞ. When ℓ ∈ℕn \ f0g, we can
proceed as in the proof of Theorem 1. For n > 1, we write

δαx �A
− αj j/2Π0 fð Þ xð Þ

=
1

Γ αj j/2ð Þ δx1
ð
ℝn
f yð Þ

ð∞
0
δℓx T

�A
t x, yð Þ − e yj j2− xj j2Wt y − xð Þ

� �
t αj j/2−1dtdy

�

+
ð
ℝn
f yð Þ

ð∞
0
δℓx e yj j2− xj j2Wt y − xð Þ
� �

t αj j/2−1dtdy
	

=
1

Γ αj j/2ð Þ δx1 F xð Þ +G xð Þð Þ, x ∈ℝn:

ð193Þ

We observe that, for every r ∈ℕn,

δrx e yj j2− xj j2Wt y − xð Þ
� �

=
−1ð Þ rj j

2 rj j e yj j2− xj j2∂rx Wt y − xð Þð Þ

= −1ð Þ rj j

2 rj jπn/2
e yj j2− xj j2

2tð Þ n+ rj jð Þ/2
~Hr

y − xffiffiffiffi
2t

p
� 	

, x, y ∈ℝn, t > 0:

ð194Þ

By considering the decomposition

δαx T
�A
t x, yð Þ − e yj j2− xj j2Wt y − xð Þ

� �
=

−1ð Þ∣α∣
2 αj jπn/2

e yj j2− xj j2

·
e− αj jt

1 − e−2tð Þ n+ αj jð Þ/2
~Hℓ

y − e−txffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

−
1

2tð Þ n+ αj jð Þ/2
~Hα

y − xffiffiffiffi
2t

p
� 	 !

=
−1ð Þ αj j

2 αj jπn/2
e yj j2− xj j2 e− αj jt − 1

1 − e−2tð Þ n+ αj jð Þ/2
~Hα

y − e−txffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	(

+
1

1 − e−2tð Þ n+ αj jð Þ/2 −
1

2tð Þ n+ αj jð Þ/2

 !
~Hα

y − e−txffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

+
1

2tð Þ n+ αj jð Þ/2
~Hα

y − e−txffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

− ~Hα

y − xffiffiffiffi
2t

p
� 	� 	)

, x, y ∈ℝn:

ð195Þ

We can argue as in the proof of (85) to obtain that

δx1F xð Þ =
ð
ℝn
f yð Þ

ð∞
0
δαx

� T
�A
t x, yð Þ − e yj j2− xj j2Wt y − xð Þ

� �
t αj j/2−1dtdy, for almost all x ∈ℝn:

ð196Þ

On the other hand, to deal with δx1GðxÞ, we consider g

ðxÞ = f ðxÞejxj2 and ΨðxÞ = Ð∞0 ∂ℓxðWtÞð−xÞt∣α∣/2−1dt, x ∈ℝn,
and write

G xð Þ = e− xj j2

2 ℓj j

ð
ℝn
g x − yð ÞΨ yð Þdy, x ∈ℝn: ð197Þ

We proceed as in the proof of (115) to get

δx1G xð Þ = lim
ε⟶0+

ð
x−yj j>ε

f yð Þ
ð∞
0
δαx e yj j2− xj j2Wt x − yð Þ
� �

t∣α∣/2−1dtdy

+ cα f xð Þ, for almost all x ∈ℝn,
ð198Þ

where cα ∈ℝ and cα = 0 if αi is odd for some i = 1,⋯, n.
Thus, (189) is established when n > 1.

If n = 1, we can also follow the proof of Theorem 1 by
using the decomposition

δαx �A
−a/2

Π0 fð Þ xð Þ = 1
Γ αj j/2ð Þ δx

�F xð Þ + �G xð Þ� �
, x ∈ℝn,

ð199Þ

where

�F xð Þ =
ð
ℝn
f yð Þ

ð∞
0
δℓxT

�A
t x, yð Þ

− δℓx e yj j2− xj j2 Wt y − xð Þ − 1
2ℓ

dℓ

dxℓ
Wt 0ð Þχ 1,∞ð Þ tð Þ

" # !
t αj j/2−1dtdy, x ∈ℝn,

ð200Þ

and

�G xð Þ =
ð
ℝn
f yð Þ

ð∞
0
δℓx

� e yj j2− xj j2 Wt y − xð Þ − 1
2ℓ

dℓ

dxℓ
Wt 0ð Þχ 1,∞ð Þ tð Þ

" # !
t αj j/2−1dtdy, x ∈ℝn:

ð201Þ

When ℓ = 0, that is, α = ð1, 0,⋯, 0Þ, we can replace F in
(193) and �F in (199) by

F xð Þ =
ð
ℝn
f yð Þ

ð∞
0

T
�A
t x, yð Þ − e− xj j2 − e yj j2− xj j2Wt y − xð Þ

� � dtdyffiffi
t

p , x ∈ℝn,

ð202Þ

and

�F xð Þ =
ð
ℝn
f yð Þ

ð∞
0

T
�A
t x, yð Þ − e− xj j2

�

− e yj j2− xj j2 Wt y − xð Þ − 1
2ℓ

dℓ

dxℓ
Wt 0ð Þχ 1,∞ð Þ tð Þ

" # !!
dtdyffiffi

t
p , x ∈ℝn,

ð203Þ

respectively, and proceed as above to obtain (189).
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According to (36), (37), and (40), we get

�Rα f xð Þ = δαA− αj j/2Π0 f xð Þ, x ∈ℝn, ð204Þ

and then,

�Rα f xð Þ = lim
ε⟶0+

1
Γ αj j/2ð Þ

ð
x−yj j>ε

f yð Þ
ð∞
0
δαxT

�A
t x, yð Þt αj j/2−1dtdy

+ cα f xð Þ, for almost all x ∈ℝn,
ð205Þ

with cα = 0, when αi is odd for some i = 1,⋯, n.
We are going to show the Lpðℝn, γ−1Þ-boundedness

properties of �Rα. We recall that

�Rα x, yð Þ = −1ð Þ αj j

2 αj j πn/2Γ αj j/2ð Þ e
yj j2− xj j2

ð∞
0

e− αj jt

1 − e−2tð Þ n+ αj jð Þ/2
~Hα

� y − e−txffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2t

p
� 	

t∣α∣/2−1dt, x, y ∈ℝn, x ≠ y:

ð206Þ

Consider first 1 < p <∞ and choose 1 − 1/p < η < 1. By
making the change of variables s = 1 − e−2t , t ∈ ð0,∞Þ, we
obtain

�Rα x, yð Þ�� �� ≤ Ce yj j2− xj j2
ð1
0

e−η y−x
ffiffiffiffiffi
1−s

pj j2/s

s n+ αj jð Þ/2

� 1 − sð Þ∣α∣/2−1 −log 1 − sð Þð Þ∣α∣/2−1ds, x, y ∈ℝn, x ≠ y:

ð207Þ

Let β = η−1 and consider the local and global operators
defined on C∞

c ðℝnÞ by

�Rα,loc fð Þ xð Þ = �Rα fχNβ
x, ·ð Þ

� �
xð Þ,  and �Rα,glob fð Þ xð Þ

= �Rα fχNc
β
x, ·ð Þ

� �
xð Þ, x ∈ℝn:

ð208Þ

By proceeding as in the proof of (154) it follows that, for
each ðx, yÞ ∈Nc

β,

�Rα x, yð Þ ≤Cj
e 1−ηð Þ yj j2− xj j2 , x, yh i ≤ 0,

x + yj j
x − yj j

� 	n

exp 1 −
η

2

� �
yj j2 − xj j2� �

−
η

2
x + yj j x − yj j

� �
, x, yh i > 0:

8><
>:

ð209Þ

We have that

ð
ℝn
e− yj j2/p+ xj j2/p �Rα x, yð Þ�� ��χNc

β
x, yð Þdy

≤ C
ð
ℝn
e yj j2 1−η−1/pð Þe 1/p−1ð Þ xj j2dy

�
+
ð
ℝn

x + yj jn exp

· − x + yj j x − yj j η

2
− 1 −

1
p
−
η

2

����
����

� 	� 	
dy
	
, x ∈ℝn:

ð210Þ

Then, since η > 1 − 1/p,

sup
x∈ℝn

ð
ℝn
e− yj j2/p+ xj j2/p �Rα x, yð Þ�� ��χNc

β
x, yð Þdy <∞: ð211Þ

Also, we get

sup
y∈ℝn

ð
ℝn
e− yj j2/p+ xj j2/p �Rα x, yð Þ�� ��χNc

β
x, yð Þdx <∞: ð212Þ

We conclude that �Rα,glob is bounded from Lpðℝn, γ−1Þ
into itself.

We are going to study the operator �Rα,loc. We write

�Rα x, yð Þ = 1
Γ αj j/2ð Þ

ð∞
0
δαx T

�A
t x, yð Þ − e yj j2− xj j2Wt y − xð Þ

h i
t αj j/2−1dt

�

+
ð∞
0
δαx e yj j2− xj j2Wt y − xð Þ
h i

t αj j/2−1dt
	

= I x, yð Þ + J x, yð Þ, x, y ∈ℝn, x ≠ y:

ð213Þ

By taking into account that

δαx T
�A
t x, yð Þ − e yj j2− xj j2Wt y − xð Þ

h i��� ���
≤ Ce yj j2− xj j2 e− αj jt

1 − e−2tð Þ n+ αj jð Þ/2 +
e−c x−yj j2/t

t n+ αj jð Þ/2

 !
, x, y ∈ℝn, t > 0,

ð214Þ

we get (see (86))

ð∞
m xð Þ

δαx T
�A
t x, yð Þ − e yj j2− xj j2Wt y − xð Þ

h i��� ���t αj j/2−1dt

≤ Ce yj j2− xj j2 1 + xj jð Þn, x, y ∈ℝn:

ð215Þ

Also, from (195) and proceeding as in the proof of (99),
we can see that

ðm xð Þ

0
δαx T

�A
t x, yð Þ − e yj j2− xj j2Wt y − xð Þ

h i��� ���t αj j/2−1dt

≤ Ce yj j2− xj j2
ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2
, x, yð Þ ∈Nβ:

ð216Þ
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Since jjyj2 − jxj2j ≤ C when ðx, yÞ ∈Nβ, we obtain that

I x, yð Þj j ≤ C

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2 , x, yð Þ ∈Nβ, x ≠ y: ð217Þ

On the other hand, we observe that

J x, yð Þ = e yj j2− xj j2

2 αj jΓ αj j/2ð Þ
ð∞
0
∂αy Wt y − xð Þð Þt αj j/2−1dt

= 2− αj je yj j2− xj j2ℝα y, xð Þ, x, y ∈ℝn, x ≠ y,

ð218Þ

where ℝαð·, · Þ is the classical kernel considered in (155).
The result can be established by proceeding as in the proof
of Theorem 2 by taking into account that the Euclidean
Riesz transform ℝα is bounded from Lpðℝn, dxÞ into itself.

To deal with the case p = 1, we consider the local and
global operators �Rα,loc and �Rα,glob defined above with N
instead of Nβ. Since the classical Riesz transform ℝα is

bounded from L1ðℝn, dxÞ into L1,∞ðℝn, dxÞ, we can use
(217) and argue as in the proof of Theorem 2 to obtain that
�Rα,loc defines a bounded operator from L1ðℝn, γ−1Þ into
L1,∞ðℝn, γ−1Þ.

In order to prove that �Rα,glob defines a bounded operator
from L1ðℝn, γ−1Þ into itself, we make the change of variables
r = e−t , t ∈ ð0,∞Þ, and write �Rαðx, yÞ = �Rα,1ðx, yÞ + �Rα,2ðx, yÞ,
where

�Rα,1 x, yð Þ = −1ð Þ αj j

2 αj jπn/2Γ αj j/2ð Þ e
yj j2− xj j2

ð1
2

0

r αj j−1

1 − r2ð Þ n+ αj jð Þ/2
~Hα

� y − rxffiffiffiffiffiffiffiffiffiffiffi
1 − r2

p
� 	

−log rð Þ αj j/2−1dr, x, y ∈ℝn, x ≠ y:

ð219Þ

Suppose that n = 1 or jαj ≥ n + 1 when n > 1. By using
([1], Lemma 3.3.3), it follows that

�Rα,1 x, yð Þ�� �� ≤ Ce yj j2− xj j2
ð1/2
0
r αj j−1 e

−c y−rxj j2/ 1−r2ð Þ
1 − r2ð Þn/2

−log rð Þ∣α∣/2−1dr

≤ Ce yj j2− xj j2 sup
r∈ 0,1ð Þ

rne−c y−rxj j2/ 1−r2ð Þ
1 − r2ð Þn/2

ð1
0
−log rð Þ∣α∣/2−1dr

≤ Ce yj j2− xj j2 min 1 + xj jð Þn, xj j sin θ x, yð Þð Þ−nf g, x, yð Þ ∈Nc:

ð220Þ

On the other hand, by proceeding as in the estimation of
K0

2ðx, yÞ in ([2], proof of Proposition 5.1), we obtain, for
every ðx, yÞ ∈Nc,

�Rα,2 x, yð Þ�� �� ≤ Ce yj j2− xj j2
ð1
1/2

e−c y−rxj j2/ 1−r2ð Þ
1 − r2ð Þ n+2ð Þ/2 dr

≤ Ce yj j2− xj j2 xj j−n +min 1 + xj jð Þn, xj j sin θ x, yð Þð Þ−nf gð Þ:
ð221Þ

From ([1], Lemma 3.3.4) and ([2], Lemma 4.2), we
deduce that �Rα,glob defines a bounded operator from
L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ.

Thus, we conclude that Rα can be extended to L1

ðℝn, γ−1Þ as a bounded operator from L1ðℝn, γ−1Þ into
L1,∞ðℝn, γ−1Þ.

5. UMD Spaces and Riesz Transforms in the
Inverse Gaussian Setting

Proof of Theorem 4. For every i = 1,⋯, n, by ℝei , we denote
the i-th Euclidean Riesz transform defined, for every f ∈ Lp
ðℝn, dxÞ, 1 < p <∞, by

ℝei fð Þ xð Þ = lim
ε⟶0+

ð
x−yj j>ε

ℝei x − yð Þf yð Þdy, for almost all x ∈ℝn,

ð222Þ

where

ℝei zð Þ = 1ffiffiffi
π

p
ð∞
0
∂xiWt zð Þ dtffiffi

t
p , z ∈ℝn, z ≠ 0: ð223Þ

Observe that

ℝei zð Þ = −
Γ n + 1ð Þ/2ð Þ

π n+1ð Þ/2
zi
zj jn+1 , z ∈ℝ

n, z ≠ 0, i = 1,⋯, n:

ð224Þ

Let X be a Banach space. For every i = 1,⋯, n, we define ℝei

on Lpðℝn, dxÞ ⊗ X, 1 ≤ p <∞, in the obvious way.
The UMD-property for X can be characterized by using

ℝei , i = 1,⋯, n. The properties stated in Theorems 4 and 5
hold when Rei is replaced by ℝei , i = 1,⋯, n. The estimations
established in the proofs of Theorems 1 and 2 allow us to
pass from ℝei to Rei , i = 1,⋯, n.

Let i = 1,⋯, n and 1 < p <∞. We are going to see that
the following two assertions are equivalent:

(i) Rei can be extended from ðL2ðℝn, γ−1Þ
T

Lpðℝn,
γ−1ÞÞ ⊗ X to Lpðℝn, γ−1, XÞ as a bounded operator
from Lpðℝn, γ−1, XÞ into itself

(ii) ℝei can be extended from ðL2ðℝn, dxÞT Lpðℝn, dxÞ
⊗ X to Lpðℝn, dx, XÞ as a bounded operator from
Lpðℝn, dx, XÞ into itself

We choose 1/p < η < 1 and consider the global and local
operators as in the previous sections according to the region
Nβ, with β = η−1.

Suppose that (ii) holds. We can write Rei = ðRei ,loc −
ℝei ,locÞ +ℝei ,loc + Rei ,glob: Since ℝei is a Calderón-Zygmund
operator, by using a vectorial version of ([1], Proposition
3.2.5) (see ([16], Proposition 2.3)), we deduce that ℝei ,loc
can be extended from ðL2ðℝn, γ−1Þ ∩ Lpðℝn, γ−1ÞÞ ⊗ X to Lp

21Journal of Function Spaces



ðℝn, γ−1, XÞ as a bounded operator from Lpðℝn, γ−1, XÞ into
itself.

According to (154) and (156), we have that

Rei x, yð Þ −ℝei x − yð Þj j ≤ Li x, yð Þ, x, yð Þ ∈Nβ, and  Rei x, yð Þj j
≤Mi x, yð Þ, x, yð Þ ∈Nc

β,

ð225Þ

and the integral operators

Li fð Þ xð Þ =
ð
ℝn
Li x, yð ÞχNβ

x, yð Þf yð Þdy, and Mi fð Þ xð Þ

=
ð
ℝn
Mi x, yð ÞχNc

β
x, yð Þf yð Þdy,

ð226Þ

are bounded from Lpðℝn, γ−1Þ into itself. Then, Li and Mi
define bounded operators from Lpðℝn, γ−1, XÞ into itself,
and the same property holds for the operators Rei ,loc −
ℝei ,loc and Rei ,glob. We conclude that (i) holds.

Suppose now that (i) holds. By (149), we get

Rei x, yð Þj j ≤ C
ð∞
0
e−nt

e−c x−e−t yj j2/ 1−e−2tð Þ
1 − e−2tð Þ n+1ð Þ/2

dtffiffi
t

p

≤ C
ðm xð Þ

0

e−c x−yj j2/t

tn/2+1
dt +

ð∞
m xð Þ

dt
tn/2+1

 !

≤ C
1

x − yj jn +
1

m xð Þn/2
 !

≤
C

x − yj jn , x, yð Þ ∈Nβ, x ≠ y:

ð227Þ

In a similar way, we get, for each k = 1,⋯, n,

∂xkRei x, yð Þ�� �� ≤ C
ð∞
0
e−nt

e−c x−e−t yj j2/ 1−e−2tð Þ
1 − e−2tð Þn/2+1

dtffiffi
t

p

≤
C

x − yj jn+1 , x, yð Þ ∈Nβ, x ≠ y:

ð228Þ

Then, according to a vector-valued version of ([1], Prop-
ositions 3.2.5 and 3.2.7) (see ([16], Propositions 2.3 and 2.4),
we deduce that Rei ,loc defines a bounded operator from
Lpðℝn, dx, XÞ into itself. Also, Rei ,loc −ℝei ,loc defines a
bounded operator from Lpðℝn, dx, XÞ into itself. We con-
clude that ℝei ,loc defines a bounded operator from Lpðℝn, d
x, XÞ into itself. Since ℝei is dilatation invariant, by proceed-
ing as in the proof of ([16], Theorem 1.10, (ii)⟹(i)), it
follows that ℝei can be extended from ðL2ðℝn, dxÞT Lp

ðℝn, dxÞ ⊗ X to Lpðℝn, dx, XÞ as a bounded operator
from Lpðℝn, dx, XÞ into itself.

The same arguments allow us to prove that the following
assertions are equivalent.

(i) Rei can be extended from ðL1ðℝn, γ−1Þ
T

L2ðℝn,
γ−1ÞÞ ⊗ X to L1ðℝn, γ−1, XÞ as a bounded operator
from L1ðℝn, γ−1, XÞ into L1,∞ðℝn, γ−1, XÞ

(ii) ℝei can be extended from ðL1ðℝn, dxÞT L2ðℝn, dxÞÞ
⊗ X to L1ðℝn, dx, XÞ as a bounded operator from
L1ðℝn, dx, XÞ into L1,∞ðℝn, dx, XÞ

Furthermore, in a similar way, we can see that (i)⟺(ii)
and (iii)⟺(iv) when Rei and ℝei are replaced by Rei ,∗ and
ℝei ,∗, respectively.

The proof of Theorem 4 is thus finished.

Proof of Theorem 5. Let 1 < p <∞ and i = 1,⋯, n. We are
going to see that the following two assertions are equivalent.

(a) For every f ∈ Lpðℝn, γ−1, XÞ, there exists

lim
ε⟶0+

ð
x−yj j>ε

Rei x, yð Þf yð Þdy, for almost all x ∈ℝn:

ð229Þ

(b) For every f ∈ Lpðℝn, dx, XÞ, there exists

lim
ε⟶0+

ð
x−yj j>ε

ℝei x − yð Þf yð Þdy, for almost all  x ∈ℝn:

ð230Þ

We consider again 1/p < η < 1 and β = η−1. Suppose that
ðaÞ is true. Let f ∈ Lpðℝn, dx, XÞ. We can write

ð
x−yj j>ε

ℝei x − yð Þf yð Þdy =
ð

x−yj j>ε
ℝei x − yð Þð

− Rei x − yð ÞÞχNβ
x, yð Þf yð Þdy

+
ð

x−yj j>ε
Rei x, yð ÞχNβ

x, yð Þf yð Þdy

+
ð

x−yj j>ε
ℝei x − yð ÞχNc

β
x, yð Þf yð Þdy, x ∈ℝn, ε > 0:

ð231Þ

Since (225) holds and the operator Li is bounded from
Lpðℝn, dx, XÞ into itself, there exists the limit

lim
ε⟶0+

ð
x−yj j>ε

Rei x, yð Þ −ℝei x − yð Þð ÞχNβ
x, yð Þf yð Þdy,

 for almost all x ∈ℝn:

ð232Þ

On the other hand, we get
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ð
ℝn

ℝei x − yð Þj jχNc
β
x, yð Þ f yð Þk kdy

≤ C
ð
ℝn

1
x − yj jn χNc

β
x, yð Þ f yð Þk kdy

≤ C
ð

x−yj j>βn
ffiffiffiffiffiffiffi
m xð Þ

p
dy

x − yj jnp′
 !1/p′

fk kLp ℝn ,dx,Xð Þ

≤ C
ð∞
βn

ffiffiffiffiffiffiffi
m xð Þ

p
dr

rn p′−1ð Þ+1

 !1/p′

fk kLp ℝn ,dx,Xð Þ

≤
C

m xð Þn/ 2pð Þ fk kLp ℝn ,dx,Xð Þ, x ∈ℝ
n:

ð233Þ

Then, there exists the limit

lim
ε⟶0+

ð
ℝn
ℝei x − yð ÞχNc

β
x, yð Þf yð Þdy, x ∈ℝn: ð234Þ

Suppose that g ∈ Lpðℝn, γ−1, XÞ. It was seen in the proof
of Theorem 2 thatð

ℝn
Rei x, yð Þj jχNc

β
x, yð Þ g yð Þk kdy ∈ Lp ℝn, γ−1ð Þ: ð235Þ

Then,

lim
ε⟶0+

ð
ℝn
Rei x, yð ÞχNc

β
x, yð Þg yð Þdy

=
ð
ℝn
Rei x, yð ÞχNc

β
x, yð Þg yð Þdy, for almost all x ∈ℝn:

ð236Þ

Since (a) holds, there also exists the limit

lim
ε⟶0+

ð
x−yj j>ε

Rei x, yð ÞχNβ
x, yð Þg yð Þdy, for almost all x ∈ℝn:

ð237Þ

Let k ∈ℕ. We have that jyj ≤ βn + k provided that jxj ≤ k
and jx − yj ≤ βn min f1, jxj−1g. Then, for every ε > 0,ð

x−yj j>ε
Rei x, yð ÞχNβ

x, yð Þf yð Þdy

=
ð

x−yj j>ε
Rei x, yð ÞχNβ

x, yð ÞχB 0,βn+kð Þ yð Þf yð Þdy, xj j ≤ k:

ð238Þ

Since f ∈ Lpðℝn, dx, XÞ, χBð0,βn+kÞ f ∈ L
pðℝn, γ−1, XÞ and

then there exists

lim
ε⟶0+

ð
x−yj j>ε

Rei x, yð ÞχNβ
x, yð Þf yð Þdy, for almost all  x ∈ B 0, kð Þ:

ð239Þ

Hence, we get that there exists

lim
ε⟶0+

ð
x−yj j>ε

Rei x, yð ÞχNβ
x, yð Þf yð Þdy, for almost all x ∈ℝn:

ð240Þ

We conclude that there exists

lim
ε⟶0+

ð
x−yj j>ε

ℝei x − yð Þf yð Þdy, for almost all x ∈ℝn:

ð241Þ

In a similar way, we can see that (a) holds provided that
(b) is true. Note that Lpðℝn, γ−1, XÞ ⊂ Lpðℝn, dx, XÞ.

As it was proved in [2] the operator Si defined by

Si fð Þ xð Þ =
ð
ℝn

Rei x, yð Þj jχNc
β
x, yð Þf yð Þdy, x ∈ℝn, ð242Þ

is bounded from L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ. Then, for
every f ∈ L1ðℝn, γ−1Þ, there exists

lim
ε⟶0+

ð
x−yj j>ε

Rei x, yð ÞχNc
β
x, yð Þf yð Þdy

=
ð
ℝn
Rei x, yð ÞχNc

β
x, yð Þf yð Þdy, for almost all x ∈ℝn:

ð243Þ

The same arguments allow us to prove that (a) ⟺(b)
when p = 1.

By using a n-dimensional version of ([26], Theorem D),
we deduce that the properties (i), (ii), and (iii) in Theorem 5
are equivalent.

By proceeding as above, we can see that the properties in
(a) and (b) continue being equivalent when we replace the
principal values by the maximal operators Rei ,∗ and ℝei ,∗ in
(a) and (b), respectively. Then, the property (b) is equivalent
to the property UMD for X (see the comments before the
proof of ([16], Theorem 1.10, p. 19).

Thus, the proof of Theorem 5 is finished.

6. UMD Spaces and the Imaginary Powers of A

In this section, we prove Theorem 6.
According to ([18], (11)), we have that, for every f ∈

C∞
c ðℝnÞ,

−
Δ

2

� 	iσ

f xð Þ = lim
ε⟶0+

� α εð Þf xð Þ +
ð

x−yj j>ε
Kσ x − yð Þf yð Þdy

 !
, for almost all  x ∈ℝn,

ð244Þ

where
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Kσ zð Þ = −
ð∞
0
ϕσ tð Þ∂tWt zð Þdt, z ∈ℝn \ 0f g, ð245Þ

α εð Þ = 1
Γ n/2ð Þ

ð∞
0
ϕσ

ε2

4u

� 	
e−uun/2−1du, ε ∈ 0,∞ð Þ, ð246Þ

and

ϕσ tð Þ = t−iσ

Γ 1 − iσð Þ , t ∈ 0,∞ð Þ: ð247Þ

Note that the limit limt⟶0+ϕσðtÞ does not exist.
Let f , g ∈ C∞

c ðℝnÞ. By proceeding as in ([18], p. 213), we
can see that

A iσ f , g
� �

L2 ℝn ,γ−1ð Þ =
ð∞
0
ϕσ tð Þ −

d
dt

� 	ð
ℝn

ð
ℝn
TA
t x, yð Þf yð Þdy �g xð Þγ−1 xð Þdxdt

=
ð∞
0
ϕσ tð Þ −

d
dt

� 	ð
ℝn

ð
ℝn
Wt x − yð Þf yð Þdy �g xð Þγ−1 xð Þdxdt

+
ð∞
0
ϕσ tð Þ −

d
dt

� 	ð
ℝn

ð
ℝn

TA
t x, yð Þ�

−Wt x − yð ÞÞf yð Þdy �g xð Þγ−1 xð Þdxdt:
ð248Þ

We have that

∂tT
A
t x, yð Þ = −n − 2e−t 〠

n

i=1
yi xi − e−tyi
� �

+
2e−2t x − e−tyj j2

1 − e−2t

 !
TA
t x, yð Þ
1 − e−2t

= −n − 2e−t x, yh i − e−t yj j2� �
+
2e−2t x − e−tyj j2

1 − e−2t

 !

TA
t x, yð Þ
1 − e−2t

, x, y ∈ℝn, t > 0,

ð249Þ

and writing 2e−thx, yi = jxj2 + e−2t jyj2 − jx − e−tyj2, we get

∂tT
A
t x, yð Þ

= −n + e−2t yj j2 − xj j2� �
− 1 − e−2t
� �

xj j2 + 1 + e−2t

1 − e−2t
x − e−ty
�� ��2�� 	

TA
t x, yð Þ
1 − e−2t

, x, y ∈ℝn, t > 0:

ð250Þ

Also, we have that

∂tWt x − yð Þ = −n +
x − yj j2
t

� 	
Wt x − yð Þ

2t
, x, y ∈ℝn, t > 0:

ð251Þ

We can write, for every x, y ∈ℝn and t > 0,

∂tT
A
t x, yð Þ − ∂tWt x − yð Þ

= −n +
x − yj j2
t

� 	
TA
t x, yð Þ −Wt x − yð Þ

2t

+ −n
1

1 − e−2t
−

1
2t

� 	
+

e−2t

1 − e−2t
yj j2 − xj j2� ��

− xj j2 − x − e−tyj j2
1 − e−2t

+ 2
x − e−tyj j2
1 − e−2tð Þ2

−
x − yj j2
2tð Þ2

 !�
TA
t x, yð Þ:

ð252Þ

The derivative under the integral sign is justified and
we get

A iσ f , g
� �

L2 ℝn ,γ−1ð Þ = −
ð∞
0
ϕσ tð Þ

ð
ℝn

ð
ℝn
∂tWt x − yð Þf yð Þdy �g xð Þγ−1 xð Þdxdt

−
ð∞
0
ϕσ tð Þ

ð
ℝn

ð
ℝn
∂t TA

t x, yð Þ�
−Wt x − yð ÞÞf yð Þdy �g xð Þγ−1 xð Þdxdt:

ð253Þ

To ensure the change on the order of integration, we
are going to see that

J xð Þ =
ð∞
0

ð
ℝn

∂t TA
t x, yð Þ −Wt x − yð Þ� ��� �� f yð Þj jdydt <∞,x ∈ℝn,

ð254Þ

and

ð∞
0

ð
ℝn

ð
ℝn

∂t TA
t x, yð Þ −Wt x − yð Þ� ��� �� f yð Þj j g xð Þj jγ−1 xð Þdydxdt <∞:

ð255Þ

We observe that, since g ∈ C∞
c ðℝnÞ, it is sufficient to

see that JðxÞ ≤ hðxÞ, x ∈ℝn, for certain continuous func-
tion h.

We consider the decomposition

J xð Þ =
ðm xð Þ

0
+
ð∞
m xð Þ

 !ð
ℝn

∂t TA
t x, yð Þ −Wt x − yð Þ� ��� �� f yð Þj jdydt

= J1 xð Þ + J2 xð Þ, x ∈ℝn:

ð256Þ

Since f ∈ C∞
c ðℝnÞ by (252), we have that

J2 xð Þ ≤ C 1 + xj jð Þ2
ð∞
m xð Þ

ð
suppf

1
tn/2+1

dtdy ≤ C
1 + xj jð Þ2
m xð Þn/2

, x ∈ℝn:

ð257Þ

We now estimate J1ðxÞ, x ∈ℝn. We take into account
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that, if supp f ⊂ Bð0, r f Þ, with rf > 0, then

x − e−ty
�� ��2 ≥ x − yj j2 + 1 − e−t

� �2 yj j2 − 2 x − yj j yj j 1 − e−t
� �

≥ x − yj j2 − d xð Þ 1 − e−t
� �

, x ∈ℝn, y ∈ suppf , t > 0,
ð258Þ

where dðxÞ = 2rf ðrf + jxjÞ, x ∈ℝn. By considering the
decomposition (89) for α = 0, the estimations (92) and the
proof of (97), we can see that

TA
t x, yð Þ −Wt x − yð Þ�� �� ≤ Ced xð Þe−c x−yj j2/t

� 1
tn/2−1

+ yj j + x − yj jð Þn
� 	

, x ∈ℝn, y ∈ suppf , t ∈ 0, 1ð Þ:

ð259Þ

Then, according to (252), we have that

∂t TA
t x, yð Þ −Wt x − yð Þ� ��� �� ≤ Ced xð Þe−c x−yj j2/t

·
1 + xj j2
tn/2

+
yj j + x − yj jð Þn

t
+

x − yj j y + xj j
tn/2+1

+
yj j + x − yj j

tn/2

� 	

≤ Ced xð Þe−c x−yj j2/t 1 + xj j2
tn/2

+
1 + xj jð Þn

t
+

1 + xj j
t n+1ð Þ/2

� 	
, x ∈ℝn, y ∈ suppf , t ∈ 0, 1ð Þ:

ð260Þ

Since mðxÞ ~ ð1 + jxjÞ−2, x ∈ℝn, we get when t ∈ ð0,
mðxÞÞ,

∂t TA
t x, yð Þ −Wt x − yð Þ� ��� ��

≤ Ced xð Þe−c x−yj j2/t 1 + xj j
t n+1ð Þ/2 +

1 + xj jð Þn
t

� 	
, x ∈ℝn, y ∈ suppf :

ð261Þ

We deduce that

J1 xð Þ ≤ Ced xð Þ
ðm xð Þ

0

ð
supp f

1 + xj j
t3/4

+ 1 + xj jð Þntn/2−5/4
� 	

dy

x − yj jn−1/2
≤ Ced xð Þ 1 + xj jð Þm xð Þ1/4 + 1 + xj jð Þnm xð Þn/2−1/4� �
≤ Ced xð Þ ffiffiffiffiffiffiffiffiffiffiffiffi

1 + xj j
p

, x ∈ℝn:

ð262Þ

Then, jJðxÞj ≤ Cðð1 + jxjÞn+2 + edðxÞ
ffiffiffiffiffiffiffiffiffiffiffiffi
1 + jxjp Þ, x ∈ℝn

and (254) and (255) are established.
Note that the estimations that we have just proved are

depending on f .
By interchanging the order of integration, we get

A iσ f , g
� �

L2 ℝn ,γ−1ð Þ = −
Δ

2

� 	iσ

f , g
* +

L2 ℝn ,γ−1ð Þ

−
ð
ℝn

ð
ℝn
f yð Þ

ð∞
0
ϕσ tð Þ ∂tT

A
t x, yð Þ�

− ∂tWt x − yð ÞÞdtdy�g xð Þγ−1 xð Þdx:
ð263Þ

It follows that

A iσ fð Þ xð Þ = −
Δ

2

� 	iσ

f xð Þ −
ð
ℝn
f yð Þ

ð∞
0
ϕσ tð Þ ∂tT

A
t x, yð Þ�

− ∂tWt x − yð ÞÞdtdy

= −
Δ

2

� 	iσ

f xð Þ − lim
ε⟶0+

ð
x−yj j>ε

f yð Þ

�
ð∞
0
ϕσ tð Þ ∂tT

A
t x, yð Þ − ∂tWt x − yð Þ� �

dtdy,

ð264Þ

for almost all x ∈ℝn.
We conclude that

A iσ fð Þ xð Þ = lim
ε⟶0+

ð
x−yj j>ε

KA
σ x, yð Þf yð Þdy + α εð Þf xð Þ

 !
, for almost all x ∈ℝn,

ð265Þ

where

KA
σ x, yð Þ = −

ð∞
0
ϕσ tð Þ∂tTA

t x, yð Þdt, x, y ∈ℝn, t > 0: ð266Þ

Salogni ([1], Theorem 3.4.3) proved that A iσ is bounded
from Lpðℝn, γ−1Þ into itself, for every 1 < p <∞, and Bruno
([6], Theorem 4.1, (i)) established that A iσ is bounded from
L1ðℝn, γ−1Þ into L1,∞ðℝn, γ−1Þ. In order to extend A iσ to
functions taking values in a Banach space, we need to prove
these results in a different way by making a comparation
between A iσ and ð−Δ/2Þiσ.

Let β > 0. We define the local and global part as follows

A iσ
loc fð Þ xð Þ = lim

ε⟶0+
α εð Þf xð Þ +

ð
x−yj j>ε

KA
σ x, yð ÞχNβ

x, yð Þf yð Þdy
 !

, x ∈ℝn,

ð267Þ

and

A iσ
glob fð Þ xð Þ =

ð
x−yj j>ε

KA
σ x, yð ÞχNc

β
x, yð Þf yð Þdy, x ∈ℝn:

ð268Þ

The operators ð−Δ/2Þiσloc and ð−Δ/2Þiσglob are defined in
analogous way.

We are going to see that

KA
σ x, yð Þ − Kσ x − yð Þ�� �� ≤ C

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2
, x, yð Þ ∈Nβ: ð269Þ
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We can write

KA
σ x, yð Þ − Kσ x − yð Þ�� ��
≤ C

ðm xð Þ

0
∂t TA

t x, yð Þ −Wt x − yð Þ� ��� ��dt�

+
ð∞
m xð Þ

∂tT
A
t x, yð Þ�� ��dt + ð∞

m xð Þ
∂tWt x − yð Þj jdt

	

= 〠
3

i=1
Ii x, yð Þ, x, y ∈ℝn:

ð270Þ

First, we observe that

I3 x, yð Þ ≤ C
ð∞
m xð Þ

e−c x−yj j2/t

tn/2+1
dt ≤

C

m xð Þn/2

≤ C 1 + xj jð Þn ≤ C

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2 , x, yð Þ ∈Nβ:

ð271Þ

By using (250) and since jjyj2 − jxj2j ≤ jx − yjjx + yj ≤ C
when ðx, yÞ ∈Nβ, we have that

I2 x, yð Þ ≤ C 1 + xj j2� �ð∞
m xð Þ

e−n/2t

tn/2+1
dt ≤ C

1 + xj j2� �
m xð Þn/2+1

≤ C 1 + xj jð Þn ≤ C

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2 , x, yð Þ ∈Nβ:

ð272Þ

Finally, from (252), proceeding as above for the estima-
tion of J1, but now by taking into account that ðx, yÞ ∈Nβ,
we obtain that

I1 x, yð Þ ≤ C
ðm xð Þ

0
e−c x−yj j2/t 1 + xj j

t n+1ð Þ/2 +
1 + xj jð Þn

t

� 	
dt

≤ C
1 + xj jð Þm xð Þ1/4 + 1 + xj jð Þnm xð Þn/2−1/4

x − yj jn−1/2

≤ C

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2 , x, yð Þ ∈Nβ:

ð273Þ

Thus, (269) is proved.
As it was established in Section 3.2,

sup
x∈ℝn

ð
ℝn

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2
χNβ

x, yð Þdy <∞and sup
y∈ℝn

ð
ℝn

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + xj jp

x − yj jn−1/2
χNβ

x, yð Þdx <∞:

ð274Þ

Then, the operator Lβ defined by

Lβ fð Þ xð Þ =
ð
ℝn

KA
σ x, yð Þ − Kσ x, yð Þ�� ��χNβ

x, yð Þf yð Þdy, x ∈ℝn,

ð275Þ

is bounded from Lpðℝn, dxÞ into itself for every 1 ≤ p <∞.

From ([1], Proposition 3.2.5), it follows that Lβ is bounded
from Lpðℝn, γ−1Þ into itself, for every 1 ≤ p <∞.

Note that

A iσ
loc fð Þ − −

Δ

2

� 	iσ

loc
fð Þ

�����
����� ≤ CLβ fj jð Þ: ð276Þ

We now study the global operator A iσ
glob. We recall that

A iσ
glob is the integral operator defined by

A iσ
glob fð Þ xð Þ = −

ð
ℝn

ð∞
0
ϕσ tð Þ∂tTA

t x, yð ÞdtχNc
β
x, yð Þf yð Þdy, x ∈ℝn:

ð277Þ

We have, by making r = e−t , t ∈ ð0,∞Þ, that
ð∞
0

ϕσ tð Þ∂tTA
t x, yð Þ�� ��dt ≤ C

ð1
0
∂r rn

e− x−ryj j2/ 1−r2ð Þ
1 − r2ð Þn/2

" #�����
�����dr

≤ C
ð1
0

n 1 − r2
� �

+ 2r 1 − r2
� �

∑n
i=1yi xi − ryið Þ − 2r2 x − ryj j2

1 − r2ð Þ2
�����

�����rn−1 e
− x−ryj j2/ 1−r2ð Þ
1 − r2ð Þn/2

dr

= C
ð1
0

1 − r2
� �

n + xj j2 − r2 yj j2� �
− 1 + r2
� �

x − ryj j2
1 − r2ð Þ2

�����
�����rn−1 e

− x−ryj j2/ 1−r2ð Þ
1 − r2ð Þn/2

dr:

ð278Þ

For every x, y ∈ℝn, there exists a polynomial Px,y with
degree 4 and a positive function Qx,y such that

∂r rn
e− x−ryj j2/ 1−r2ð Þ
1 − r2ð Þn/2

" #
= Px,y rð ÞQx,y rð Þ, r ∈ 0, 1ð Þ: ð279Þ

Then, for every x, y ∈ℝn, the function

∂r rn
e− x−ryj j2/ 1−r2ð Þ
1 − r2ð Þn/2

" #
ð280Þ

changes the sign at most four times in ð0, 1Þ. We deduce that

ð∞
0

ϕσ tð Þj j ∂tTA
t x, yð Þ�� ��dt ≤ C

ð1
0
∂r rn

e− x−ryj j2/ 1−r2ð Þ
1 − r2ð Þn/2

" #�����
�����dr

≤ C sup
r∈ 0,1ð Þ

rn
e− x−ryj j2/ 1−r2ð Þ
1 − r2ð Þn/2

, x, y ∈ℝn:

ð281Þ

If ðu, vÞ ∈Nλ, with λ > 0, we have that

1
1 + λnð Þ 1 + vj jð Þ ≤

1
1 + uj j ≤

1 + λn
1 + vj j : ð282Þ

Also, min f1, jxj−1g/2 ≤ ð1 + jxjÞ−1 ≤min f1, jxj−1g, x ∈
ℝn. Then, if ðy, xÞ ∈N , then ðx, yÞ ∈N2ð1+nÞ.
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We take β = 2ð1 + nÞ. Since ðy, xÞ ∉N when ðx, yÞ ∉Nβ,
according to ([24], Proposition 2.1), we get, for ðx, yÞ ∉Nβ,

sup
r∈ 0,1ð Þ

e− x−ryj j2/ 1−r2ð Þ
1 − r2ð Þn/2

≤ C

e− xj j2 , x, yh i ≤ 0,

x + yj j
x − yj j

� 	n/2
exp

yj j2 − xj j2
2

−
x − yj j x + yj j

2

� 	
, x, yh i > 0:

8>><
>>:

ð283Þ

By proceeding as in the proof of Theorem 2, we can see
that, for every 1 < p <∞,

sup
x∈ℝn

ð
ℝn
e xj j2− yj j2ð Þ/pχNc

β
x, yð Þ

ð∞
0

ϕσ tð Þj j ∂tTA
t x, yð Þ�� ��dtdy <∞,

ð284Þ

and

sup
y∈ℝn

ð
ℝn
e xj j2− yj j2ð Þ/pχNc

β
x, yð Þ

ð∞
0

ϕσ tð Þj j ∂tTA
t x, yð Þ�� ��dtdy <∞:

ð285Þ

Hence, the operator Lβ defined by

Lβ fð Þ xð Þ =
ð
ℝn
f yð ÞχNc

β
x, yð Þ

ð∞
0

ϕσ tð Þj j ∂tTA
t x, yð Þ�� ��dtdy, x ∈ℝn,

ð286Þ

is bounded from Lpðℝn, γ−1Þ into itself, for every 1 < p <∞.
On the other hand, according to ([1], Lemma 3.3.3)

sup
t>0

TA
t x, yð Þ ≤ Ce− xj j2 min 1 + xj jð Þn, xj j sin θ x, yð Þð Þ−nf g, x, yð Þ ∈Nc

β, x, y ≠ 0:

ð287Þ

We recall that θðx, yÞ ∈ ½0, πÞ represents the angle
between the nonzero vectors x and y when n > 1 and θ
ðx, yÞ = 0, x, y ∈ℝn, when n = 1. By ([1], Lemma 3.3.4)
the operator Lβ is bounded from L1ðℝn, γ−1Þ into L1,∞

ðℝn, γ−1Þ.
Note that jA iσ

globð f Þj ≤Lβðj f jÞ.
By taking into account that ð−Δ/2Þiσ is a Calderón-

Zygmund operator, the arguments developed in the proofs
of Theorems 2 and 3 allow us to finish the proof of this
theorem.
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