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In this paper, we consider a quantitative fourth moment theorem for functions (random variables) defined on the Markov triple
ðE, μ, ΓÞ, where μ is a probability measure and Γ is the carré du champ operator. A new technique is developed to derive the
fourth moment bound in a normal approximation on the random variable of a general Markov diffusion generator, not
necessarily belonging to a fixed eigenspace, while previous works deal with only random variables to belong to a fixed
eigenspace. As this technique will be applied to the works studied by Bourguin et al. (2019), we obtain the new result in the
case where the chaos grade of an eigenfunction of Markov diffusion generator is greater than two. Also, we introduce the
chaos grade of a new notion, called the lower chaos grade, to find a better estimate than the previous one.

1. Introduction

The aim of this paper is to find the fourth moment bound in
the normal approximation of a random variable related to a
general Markov diffusion generator. A central limit theorem,
known as the fourth moment theorem, was first discovered
in [1] by Nualart and Peccati, where the authors found a
necessary and sufficient condition such that a sequence of
random variables, belonging to a fixed Winer chaos, con-
verges in distribution to a Gaussian random variable.

Throughout this paper, we use the mathematical expec-
tation for the integral on a probability space ðΩ,F,ℙÞ, so
that, for example, the integral

Ð
Ω
Fdℙ is denoted by E½F�,

and a real-valued measurable function defined on a proba-
bility space will be called a random variable. Also, we define
the variance of a random variable F in L2ðΩ,ℙÞ as

Var Fð Þ =
ð
Ω

F2dℙ −
ð
Ω

Fdℙ
� �2

: ð1Þ

Theorem 1 (fourth moment theorem). Fix an integer q ≥ 2,
and consider a sequence of random variables fFn, n ≥ 1g

belonging to the qth a Wiener chaos with E½F2
n� = 1 for all n

≥ 1. Then, Fn⟶
L Z if and only if E½F4

n�⟶ 3, where Z is
a standard Gaussian random variable and the notation
⟶L denotes the convergence in distribution.

Such a result constitutes a dramatic simplification of the
method of moments and cumulants. In the paper [2], the
fourth moment theorem is expressed in terms of Malliavin
derivative. However, the results given in [1, 2] do not provide
any estimates, whereas the authors in [3] prove that Theorem
1 can be recovered from the estimate of the Kolmogorov (or
total variation, Wasserstein) distance obtained by using the
techniques based on the combination between Malliavin cal-
culus (see, e.g., [4–6]) and Stein’s method for the normal
approximation (see, e.g., [7–9]). Also, we refer to the papers
[3, 4, 10–13] for an explanation of these techniques.

For estimates for a normal approximation, we consider
the Kolmogorov distances of the type

dKol X, Zð Þ = sup
z∈ℝ

ℙ X ≤ zð Þ −ℙ Z ≤ zð Þj j, ð2Þ

where Z is a standard Gaussian random variable. The follow-
ing statement is the remarkable achievement of Nourdin-
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Peccati [3] approach (see Theorem 3.1 in [3]). Let F ∈D1,2 be
such that E½F� = 0 and E½F2� = 1. Then, the following
bound holds:

dKol F, Zð Þ ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E 1 − Γ1 Fð Þð Þ2� �q

, ð3Þ

where Γ1ðFÞ = hDF,−DL−1FiH. The notations D1,2, D, and
L−1, related to Malliavin calculus, are explained in [5] or
[6]. In the particular case where F is an element in the
qth Wiener chaos of X with E½F2� = 1, the upper bound
in (3) is given by

dKol F, Zð Þ ≤
ffiffiffiffiffiffiffiffiffiffi
q − 1
3q

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E F4½ � − 3

q
: ð4Þ

Here, ð1/6ÞðE½F4� − 3Þ is just the fourth cumulant κ4ðFÞ
of F.

Recently, the author in [14] proves, from a purely spec-
tral point of view, that the fourth moment theorem also
holds in the general framework of Markov diffusion genera-
tors. Precisely, under a certain spectral condition on a
Markov diffusion generator, a sequence of eigenfunctions
of such a generator satisfies the bound given in (4) with a
different constant. In particular, this new technique avoids
the use of complicated product formula. The authors in
[15] introduce a Markov chaos of eigenfunctions being less
restrictive than the notion of Markov chaos defined in [14]
and also obtain the quantitative four moment theorem for
convergence of the eigenfunctions towards Gaussian,
gamma, and beta distributions. Furthermore, Bourguin
et al. in [16] prove that convergence of the elements of a
Markov chaos to a Pearson distribution can be still bounded
with just the first four moments of the form

d G, Zð Þ ≤ c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ξ1

ð
E
P Gð Þdμ + ξ2

ð
E
Q Gð Þdμ

s
, ð5Þ

where d is a suitable distance, Z is a random variable with
the law belonging to the Pearson family, and G is a chaotic
random variable defined on ðE, μÞ. Here, P and Q in (5)
are polynomials of degree four, and the constants ξ1 and
ξ2 are determined in terms of a chaos grade defined in
Definition 3.5 of [16].

In this paper, we find a bound of the form

dKol F, Zð Þ ≤ ξ E F4� �
− 3E F2� ��2� 	

ð6Þ

for the Kolmogorov distance between a stand Gaussian ran-
dom variable Z and a random variable F defined on ðE, μ, ΓÞ
related to a Markov diffusion generator L with an invariant
measure μ. Since usually the central limit theorem (normal
approximation) is a main topic of convergence in distribu-
tion, we confine our interest in a normal approximation.
In the line of this research, the motivations and contribu-

tions of our work in comparison with other works will be
summarized below:

(i) Compared to previous works [14–16], our studies are
not limited to an element belonging to a fixed eigen-
space of Markov chaos. Our result is a remarkable
extension in comparison with other works dealing
with only random variables in a fixed eigenspace.
To achieve our goal, the starting point is the follow-
ing bound

dKol F, Zð Þ ≤ Var Γ F,−L−1F

 �
 �

, ð7Þ

where L−1 is the pseudo-inverse of the underlying Markov
generatorL and Γ is the carré du champ operator, which is
the result of the study in [16]. However, in order to find
the fourth moment bound (6), we introduce a new technique
relying on two types of the operators given in [17, 18]. First,
we prove that the right-hand side of (7) can be represented
as the sum of two integrals with the operators mentioned
above, and use this representation to prove that the fourth
moment bound (6) holds. This is the innovation point of
this work

(ii) If the upper chaos grade of F is strictly greater than
two, then, the constant ξ2 and QðGÞ in the bound
(5) are given as follows: ξ2 > 0 and QðGÞ = VarðG2Þ
. This fact means that the fourth moment theorem
in Theorem 1 is not working. However, applying
the technique developed in this paper can eliminate
the second term in (5), which means that, in such a
random variable G, the fourth moment theorem
holds unlike the previous result in [16], where the
upper bound (5) for a sequence fFng of chaotic ran-
dom variables is given in (111) of Remark 12

(iii) In this paper, another notion of chaos grade, called
a lower chaos grade, is introduced and used to pro-
vide a better estimate than the previous one
obtained from (5) in [16]. Throughout this paper,
the existing chaos grade in Definition 3.5 of [16] will
be called an upper chaos grade

The rest of the paper is organized as follows: Section 2
introduces some basic notations and reviews the results of
Markov diffusion generator. In Section 3, a new notion of
chaos grade in a finite sum of Markov chaos is defined,
and the orthogonal polynomials will be considered in order
to illustrate the concept on chaos grades. In Section 4, our
main result is covered in Theorem 8. Finally, as an applica-
tion of our main result, in Section 5, we derive upper bounds
in the Kolmogorov distance for an eigenfunction belonging
to a fixed Markov chaos.

2. Preliminaries

In this section, we recall some basic facts about Markov dif-
fusion generator. The reader is referred to [19] for a more
detailed explanation. We begin by the definition of Markov
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triple ðE, μ, ΓÞ in the sense of [19]. For the infinitesimal gen-
erator L of a Markov semigroup P = ðPtÞt≥0 with L2ðμÞ
-domain DðLÞ, we associate a bilinear form Γ. Assume that
we are given a vector space A0 of DðLÞ such that for every
ðF,GÞ of random variables defined on a probability space
ðE,F, μÞ, the product FG is in DðLÞ (A0 is an algebra).
On this algebra A0, the bilinear map (carré du champ
operator) Γ is defined by

Γ F,Gð Þ = 1
2 L FGð Þ − FLG − GLFð Þ, ð8Þ

for every ðF,GÞ ∈A0 ×A0. As the carré du champ opera-
tor Γ and the measure μ completely determine the sym-
metric Markov generator L, we will work throughout this
paper with Markov triple ðE, μ, ΓÞ equipped with a proba-
bility measure μ on a state space ðE,FÞ and a symmetric
bilinear map Γ : A0 ×A0 such that ΓðF, FÞ ≥ 0.

Next, we construct the domain DðEÞ of the Dirichlet
form E by completion of A0 and then obtain, from this
Dirchlet domain, the domain DðLÞ of L. Recall the Dirchlet
form E as

E F,Gð Þ = E Γ F,Gð Þ½ � for F,Gð Þ ∈A0 ×A0: ð9Þ

If A0 is endowed with the norm

Fk kE = E F2� �
+E F, Fð Þ� �1/2, ð10Þ

the completion of A0 with respect to this norm turns it
into a Hilbert space embedded in L2ðμÞ. Once the Dirch-
let domian DðEÞ is constructed, the domaion DðLÞ ⊆D

ðEÞ is defined as all elements F ∈DðEÞ such that, for
all G ∈DðEÞ,

E F,Gð Þj j ≤ cFE G2� �
, ð11Þ

where cF is a finite constant only depending on F. On
these domains, a relation of L and Γ holds, namely, the
integration by parts formula

E Γ F,Gð Þ½ � = −E FLG½ � = −E GLF½ �: ð12Þ

By the integration by parts formula (12) and ΓðF, FÞ ≥ 0,
the operator −L is nonnegative and symmetric, and therefore,
the spectrum of −L is contained S ⊆ ½0,∞Þ.

A full Markov triple is a standard Markov triple for
which there is an extended algebra A0 ⊂A , with no require-
ments of integrability for elements of A , satisfying the
requirements given in Section 3.4.3 of [19]. In particular,
the diffusion property holds: for any C∞ function Ψ ;ℝk

⟶ℝ and F1,⋯, Fk,G ∈A ,

Γ Ψ F1,⋯Fkð Þ,Gð Þ = 〠
k

i=1
∂iΨ F1,⋯Fkð ÞΓ Fi,Gð Þ,

L Ψð F1,⋯Fkð Þ = 〠
k

i=1
∂iΨ F1,⋯Fkð ÞLFi

+ 〠
k

i,j=1
∂ijΨ F1,⋯Fkð ÞΓ Fi, Fj


 �
:

ð13Þ

We also define the operator L−1, called the pseudoinverse
of L, satisfying for any F ∈DðLÞ,

LL−1F = L−1LF = F − E F½ �: ð14Þ

3. Chaos Grade and Orthogonal Polynomials

3.1. Chaos Grade. Fix a probability space ðE,F, μÞ. We
assume that −L has a discrete spectrum Λ = f0 = λ0 < λ1
<⋯<λk<⋯g. Obviously, the zero is always an eigenfunc-
tion such that −Lð1Þ = 0. By the assumption on the spec-
trum of L, one has that

L2 E,F, μð Þ = ⊕
ℓ=0

∞ Ker L + λℓIdð Þ: ð15Þ

Now, we define chaotic random variables as follows.

Definition 2. Suppose that F ∈ ⊕ M
i=1 Ker ðL + λℓi IdÞ ⊕ Ker

ðLÞ, where 0 < λℓ1 < λℓ2 <⋯<λℓM and Fℓi
∈ Ker ðL + λℓi IdÞ

for i = 1,⋯,M. The random variable F is called chaotic if
there exist u > 1 and g < 1 such that uλℓM ∈Λ and gλℓM ∈Λ
satisfy

F2 ∈ Ker L + gλℓM Id

 �

⊕⋯⊕ Ker L + uλℓM Id

 �

⊕Ker Lð Þ:
ð16Þ

In this case, the largest number g satisfying (16) is
called the lower chaos grade of F. On the other hand,
the smallest number u satisfying (16) is called the upper
chaos grade of F.

Remark 3.

(1) The authors in [16] define the chaos grade of F, cor-
responding to the upper chaos grade in Definition 2,
in the case where F is an eigenfunction with respect
to an eigenvalue of the generator L. In this paper, we
introduce the lower chaos grade of F, which will be
used to obtain a better estimate for the four
moments theorem than the estimate given in Theo-
rem 3.9 of [16] in the particular case where the target
distribution is a standard Gaussian distribution

(2) Let Fℓk
∈ Ker ðL + λℓk IdÞ for k ∈ f1,⋯,Mg. If F is a

chaotic random variable, then Fℓi
Fℓ j

, i, j ∈ f1,⋯,Mg,
can be expanded as a sum of eigenfunctions with the
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eigenvalue of the largestmagnitudeλ
ℓi ,ℓ j
max and the eigen-

value of the smallest magnitude λ
ℓi ,ℓ j
min > 0, i.e.,

Fℓi
Fℓ j

∈ Ker L + λ
ℓi ,ℓ j
minId

� 	
⊕⋯⊕ Ker L + λ

ℓi ,ℓ j
maxId

� 	
⊕ Ker Lð Þ

ð17Þ

From (17), it follows that

F2 ∈ Ker L + λminIdð Þ ⊕⋯⊕ Ker L + λmaxIdð Þ ⊕Ker Lð Þ,
ð18Þ

where λmin = min1≤i,j≤Mλ
ℓi ,ℓ j
min and λmax = max1≤i,j≤Mλ

ℓi ,ℓ j
max.

(3) In the paper [16], the authors describe how the a
chaos grade, corresponding to the upper chaos grade
in our works, behaves under tensorization. Let Li be
a generator with invariant measure μi. Define a
generator L = ⊗ M

i=1Lℓi by

L ⊗
i=1

M
Fℓi

� �
= 〠

M

i=1
Fℓ1

×⋯ × Fℓi−1
× Lℓi Fℓi


 �
× Fℓi+1

×⋯ × FℓM


 �
ð19Þ

If LiFi = λiFi, then F = ⊗ M
i=1Fℓi

is an eigenfunction of L

with eigenvalue λ =∑M
i=1 λℓi . Suppose that Fℓi

, 1 ≤ i ≤M,
has the lower chaos grades gℓi. Then, the lower chaos grade
g of F = ⊗ M

i=1Fℓi
is given by

g =
∑M

i=1 gℓiλℓi
∑M

i=1 λℓi
: ð20Þ

See Corollary 4.1 in [16] for the upper chaos grade of F.

Next, we consider a finite dimensional eigenfunction and
a finite sum of eigenfunctions to illustrate the concept on
chaos grades.

3.2. Ornstein-Uhlenbeck Operator. We consider the d
-dimensional Ornstein-Uhlenbeck generator L, defined for
any test function f by

Lf xð Þ = Δf Xð Þ − 〠
d

i=1
xi∂i f xð Þ for x ∈ℝd , ð21Þ

action on L2ðℝd , ⊗ d
i=1μiðdxiÞÞ, where

μi dxið Þ = 1ffiffiffiffiffiffi
2π

p e− x2i /2ð Þdxi: ð22Þ

For a multi-index m = ðm1,⋯,mdÞ, we define a d
-dimensional Hermite polynomial by

Hm xð Þ =
Yd
i=1

Hmi
xið Þ: ð23Þ

We write ∣m ∣ =∑d
i=1 mi, m! =Qd

i=1 mi!, and m ≤ n if mi
≤ ni for all i = 1,⋯, d. Let us set

F = 〠
m≥0
∣m∣=q

amHm xð Þ, q ≥ 2,
ð24Þ

where Hmi
, mi = 0, 1,⋯, denotes the Hermite polynomial of

order mi. Then, we have that F ∈ Ker ðL + qIdÞ. By the well-
known product formula of Hermite polynomials and a
change of variables, we have that

where

C m, n, rð Þ = amanr!
m

r

 !
n

r

 !
: ð26Þ

Since m + n − 2ðm ∧ nÞ = ðjm1 − n1j,⋯, jmd − ndjÞ, F2

can be expanded as a sum of eigenfunctions with the smal-
lest eigenvalue, among positive eigenvalues, being given by

λmin = min
m≥0,n≥0

〠
d

i=1
mi − nij j > 0 : ∣m∣ = ∣n∣ = q

( )
: ð27Þ

F2 = 〠
m≥0
mj j=q

〠
n≥0
nj j=q

aman 〠
r≤m∧n

r!
m

r

 !
n

r

 !
Hm+n−2r xð Þ = 〠

m≥0
mj j=q

〠
n≥0
nj j=q

C m, n,m ∧ nð ÞHm+n−2 m∧nð Þ xð Þ+⋯⋯+C m, n, 0ð ÞHm+n xð Þ
n o

,

ð25Þ
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Obviously, λmin = 2, so that the lower chaos grade is g
= 2/q. On the other hand, the largest eigenvalue in the
expansion of F2, as a sum of eigenfunctions, is given by ∣m
+ n ∣ = ∣m∣ + ∣n∣ = 2q. Therefore, the upper chaos grade is
given by u = 2.

If F =∑M
i=1 Hqi

ðxÞ, where 0 < q1 <⋯<qd , then the lower
and upper chaos grades are given, respectively, by

g =

2 ∧ min
1≤i,j≤M

i≠j

∣ qi − qj ∣

qM ,
,

u = 2:

ð28Þ

3.3. Jacobi Operator. For α, β > −1, we consider the d
-dimensional Jacobi generator L, defined for any test func-
tion f by

Lf xð Þ = 〠
d

i=1
xi 1 − xið Þ∂2ii f xð Þ − 〠

d

i=1
α + βð Þxi − αð Þ∂i f xð Þ for x ∈ℝd ,

ð29Þ

action on L2ðℝd , ⊗ d
i=1μiðdxiÞÞ, where

μi dxið Þ = Γ α + βð Þ
Γ αð ÞΓ βð Þ x

α−1
i 1 − xið Þβ−11 0,1½ � xið Þ, i = 1,⋯, d:

ð30Þ

Its spectrum Λ is of the form

Λ = −〠
d

i=1
λmi

: m1,⋯,md ∈ℕ0

( )
, ð31Þ

where λk = kðk + α + β − 1Þ. Let us set

F = 〠
m≥0
λ∣m∣=λ

amP
α−1,β−1
m 1 − 2xð Þ, λ ≥ 2,

ð32Þ

where Pα,β
mi
ðxÞ, mi = 0, 1,⋯, denotes the mith Jacobi polyno-

mial being given by

P α,βð Þ
mi

xð Þ = −1ð Þmi

2mimi!
1 − xð Þ−α 1 + xð Þ−β dmi

dxmi
1 − xð Þα+mi 1 − xð Þβ+mi

� 	
:

ð33Þ

Recall that pFq denotes the generalized hypergeometric
function with p numerator and q denominator, given by

pFq

ap

 �

bq

 � xj

0
BB@

1
CCA = 〠

∞

k=0

a1ð Þk a2ð Þk ⋯ ap

 �

k

b1ð Þk b2ð Þk ⋯ bp

 �

k

xk

k! , ð34Þ

where

αð Þk =
Γ α + kð Þ
Γ αð Þ : ð35Þ

Then the Jacobi polynomials can be expressed as

P α,βð Þ
mi

xð Þ =
α + 1ð Þmi

mi! 2
F1

−mi, α + β +mi + 1
α + 1

1 − x
2

����
 !

:

ð36Þ

The well-known product formula of Jacobi polynomials
yields that

where

C m, n, rð Þ =
ð

0,1½ �d
Pα−1,β−1
m+n−2r 1 − 2xð ÞPα−1,β−1

m 1 − 2xð ÞPα−1,β−1
n 1 − 2xð Þ ⊗

i=1

d
μi dxið Þ:

ð38Þ

First, observe that

λmi+ni = mi + nið Þ mi + ni + α + β − 1ð Þ = λmi
+ λni + 2mini:

ð39Þ

It follows, from (39), that for any indices m and x such
that ∑d

i=1 λmi
=∑d

i=1 λxi = λ and ∣m ∣ = deg ðFÞ,

max
x≥0

∣x∣=deg Fð Þ
= 2λ + 2 max

x≥0
∣x∣=deg Fð Þ

〠d

i=1 mixi ,

ð40Þ

where the notation deg ðFÞ denotes the degree of F.

F2 = 〠
m≥0

〠d

i=1 λmi
=λ

〠
n≥0

〠d

i=1 λni=λ

aman 〠
r≤m∧n

C m, n, rð ÞPα−1,β−1
m+n−2r 1 − 2xð Þ = 〠

m≥0
〠d

i=1 λmi
=λ

〠
n≥0

〠d

i=1 λni=λ

C m, n,m ∧ nð ÞPα−1,β−1
m+n−2 m∧nð Þ 1 − 2xð Þ+⋯⋯+C m, n, 0ð ÞPα−1,β−1

m+n 1 − 2xð Þ
n o

,

ð37Þ
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Successive applications of the arguments for (39) yield that

λ∣m∣ = 〠
d

i=1
λmi

+ 2 〠
1≤i<j≤d

mimj: ð41Þ

For any another index x such that ∣x ∣ = deg ðFÞ and
λ∣x∣ = λ, we have, from (41), that

〠
1≤i<j≤d

mimj = 〠
1≤i<j≤d

xixj, ð42Þ

so that

〠
d

i=1
x2i = 〠

d

i=1
m2

i : ð43Þ

Let f ðxÞ =∑d
i=1 mixi. Now, we find a point yielding the

maximum value of f ðxÞ under the restriction given by
(43). Obviously, Lagrange’s method shows that

mi − 2δxi = 0 for all i = 1,⋯, d, ð44Þ

where δ is a Lagrange multiplier. Plugging xi =mi/2δ into
(43) yields that 4δ2 = 1, so that xi =mi for all i = 1,⋯, d.
Therefore, it follows, from (40), that

max
x≥0

∣x∣=deg Fð Þ
〠
d

i=1
λmi+xi = 〠

d

i=1
λ2mi

: ð45Þ

Hence, the upper chaos grade is given by

u =

max
m≥0

∑d
i=1 λmi

=λ

∑d
i=1 λ2mi

λ
:

ð46Þ

Next, we find the lower chaos grade of F. From (37), the
square of F can be expanded as a sum of eigenfunctions with
the smallest eigenvalue, among positive eigenvalues, being
given by

When jmi − nij = 0 for i ≠ k, ℓ ∈ f1,⋯, dg and jmi − nij
= 1 for i = k, ℓ ∈ f1,⋯, dg, the sum ∑d

i=1 λjmi−nij has the min-
imum value. Hence, λmin = 2λ1, so that the lower chaos
grade is given by g = ð2ðα + βÞÞ/λ.

4. Fourth Moment Theorem

In this section, we derive an upper bound on Kolmogorov
distance dKolðF, ZÞ, where F, not necessarily belonging to
a fixed eigenspace, is a random variable related to Markov
diffusion generator L, and Z is a standard Gaussian
random variable.

4.1. Lemmas.We begin with stating a useful lemma, which is
going to be frequently used in this section. Lemmas, which
appeared in this section, are well-known in the particular
case where F is a functionals of Gaussian random fields.

Lemma 4. Let F ∈DðEÞ and G ∈DðLÞ. Then, we have

E FG½ � = E F½ �E G½ � + E Γ F,−L−1G

 �� �

: ð48Þ

Proof. Since DðLÞ ⊆DðEÞ ⊆ L2ðE, μÞ, we have that E½∣FG ∣ �
≤ ∥F∥2∥G∥2<∞ and ΓðF,−L−1GÞ ∈ L1ðE, μÞ. Hence, all

expectations in equation (48) are well defined. By the inte-
gration by parts formula (12) and (14), we have that

E FG½ � = E F½ �E G½ � + E F G − E G½ �ð Þ½ �
= E F½ �E G½ � − E FL −L−1G


 �� �
= E F½ �E G½ � + E Γ F,−L−1G


 �� �
:

ð49Þ

This gives the desired result.

Now, we extend the techniques developed in [20] in the
case of a functional of Gaussian fields to a random variable
belonging to L2ðE, μÞ. Let F ∈DðLÞ. Define Γ0ðFÞ = F and
Γ1ðFÞ = ΓðF,−L−1FÞ. If ΓjðFÞ, j ≥ 1, is a well-defined
element in DðLÞ, we set

Γj+1 Fð Þ = Γ F,−L−1Γj Fð Þ
 �
 for j = 0, 1,⋯: ð50Þ

Similarly, let F ∈DðLÞ; we define Γ∗
0 ðFÞ = F and Γ∗

1 ðFÞ
= Γ1ðFÞ. If Γ∗

j ðFÞ ∈DðEÞ for fixed j ≤ 1,

Γ∗
j+1 Fð Þ = −L−1F, Γ∗

j Fð Þ
� 	

: ð51Þ

λmin = min
m≥0,n≥0

〠d

i=1 λmi
=〠d

i=1 λni=λ

〠
d

i=1
λ∣mi−ni∣ : mj j = nj j = deg Fð Þ andmi ≠ ni for some i = 1,⋯, d

( )
:

ð47Þ
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Lemma 5. Suppose that ΓjðFÞ ∈DðLÞ, j = 0, 1, 2, with E½F�
= 0. Then, we have

E Γ3 Fð Þ½ � = 1
6

E F4� �
− 3 E F2� �
 �2� 	

: ð52Þ

Proof. Observe that Γ3ðFÞ ∈ L1ðE, μÞ. Using the definition of
Γ3 and Lemma 4, we have that

E Γ3 Fð Þ½ � = E FΓ2 Fð Þ½ �: ð53Þ

The diffusion property and Lemma 4 yield, from
(53), that

E Γ3 Fð Þ½ � = E Γ
1
2 F

2,−L−1Γ1 Fð Þ
� �� 


= 1
2E F2Γ F,−L−1F


 �� �
−
1
2 E F2� �
 �2

:

ð54Þ

The carré champ operator Γ and the integration by
parts formula prove that the right-hand side of (54)
can be computed as

E Γ3 Fð Þ½ � = 1
4E F2 L Fð −L−1


 �
F


 �
− FL −L−1F


 �
�
− −L−1F

 �

LFÞ� − 1
2 E F2� �
 �2

= −
1
4E Γ F2, F −L−1F


 �
 �� �
+ 1
4E F4� �

+ 1
4E Γ F2 −L−1F


 �
, F


 �� �
−
1
2 E F2� �
 �2

:

ð55Þ

Again, using diffusion property, the first and third
expectations in (55) can be represented as

−
1
4E Γ F2, F −L−1F


 �
 �� �
= −

1
4E Γ F2, F


 �
−L−1F

 �� �

−
1
6E Γ F3,−L−1F


 �� �
= −

1
4E Γ F2, F


 �
−L−1F

 �� �

−
1
6E F4� �

,

ð56Þ

and similarly,

1
4E Γ F2 −L−1F


 �
, F


 �� �
= 1
4E −L−1F


 �
Γ F2, F

 �� �

+ 1
12E F4� �

:

ð57Þ

Plugging (56) and (57) into (55) yields that the
equality (52) holds.

Next, we investigate the relation between Γ3 and Γ∗
3 .

Lemma 6. Suppose that ΓjðFÞ ∈DðLÞ, j = 0, 1, 2, with E½F�
= 0. We have

Var Γ1 Fð Þð Þ = 2E Γ3 Fð Þ½ � − E Γ∗
3 Fð Þ½ �: ð58Þ

Proof. By the definition of the operator Γ∗
1 and the carré du

champ operator Γ, we have that

E Γ F,−L−1F

 �2h i

= 1
2E Γ∗

1 Fð Þ L F −L−1F

 �
 �

− FL −L−1F

 �

− −L−1F

 �

LF

 �� �

= 1
2 −E Γ F −L−1F


 �
, Γ∗

1 Fð Þ
 �� �
+ E F2Γ∗

1 Fð Þ� ��
+ E Γ F, Γ∗

1 Fð Þ −L−1F

 �
 �� ��

:

ð59Þ

Using the diffusion property, the first expectation in (59)
can be written as

−
1
2E Γ F −L−1F


 �
, Γ∗

1 Fð Þ
 �� �
= −

1
2E FΓ −L−1F, Γ∗

1 Fð Þ
 �� �
−
1
2E −L−1F


 �
Γ F, Γ∗

1 Fð Þð Þ� �
= −

1
2E FΓ∗

2 Fð Þ½ � − 1
2E −L−1F


 �
Γ F, Γ∗

1 Fð Þð Þ� �
:

ð60Þ

Lemma 4 shows that the second expectation in (59) can
be computed as

1
2E F2Γ∗

1 Fð Þ� �
= 1
6E Γ F3,−L−1F


 �� �
= 1
6E F4� �

: ð61Þ

The diffusion property shows that the third expectation
in (59) can be represented as follows:

−
1
2E Γ F, Γ∗

1 Fð Þ −L−1F

 �
 �� �

= 1
2E Γ∗

1 Fð ÞΓ F,−L−1F

 �� �

+ 1
2E −L−1F


 �
Γ F, Γ∗

1 Fð Þð Þ� �
= 1
2E Γ∗

1 Fð Þ2� �
+ 1
2E −L−1F


 �
Γ F, Γ∗

1 Fð Þð Þ� �
:

ð62Þ

Plugging (60), (61), and (62) into (59) yields that

E Γ∗
1 Fð Þ2� �

= −
1
2E FΓ∗

2 Fð Þ½ � + 1
6E F4� �

+ 1
2E Γ∗

1 Fð Þ2� �
:

ð63Þ

From Lemma 4 and (63), it follows that

E Γ∗
1 Fð Þ2� �

= 1
3E F4� �

− E Γ∗
3 Fð Þ½ �: ð64Þ

The above result (64) deduces that

Var Γ∗
1 Fð Þð Þ = 1

3 E F4� �
− 3 E F2� �
 �2� 	

− E Γ∗
3 Fð Þ½ �

= 2E Γ3 Fð Þ½ � − E Γ∗
3 Fð Þ½ �:

ð65Þ

Hence, the desired result follows.
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4.2. Fourth Moment Theorem. Let us define a set

C Fð Þ = c ∈ℝ : E Γ∗
3 Fð Þ½ � > cE Γ3 Fð Þ½ �f g: ð66Þ

Lemma 7. For any random variable F related to a Markov
diffusion generator L such that VarðΓ1ðFÞÞ > 0, one has that
CðFÞ ≠∅.

Proof. Define φðxÞ = E½Γ3ðFÞ�x − E½Γ∗
3 ðFÞ�. Assumption and

Lemma 6 yield that φð2Þ > 0. If E½Γ∗
3 ðFÞ� ≥ 0, then φð0Þ ≤ 0

and E½Γ3ðFÞ� > 0 by Lemma 6. Hence, there exists c ∈ ð0, 2Þ
such that φðcÞ ≤ 0. If E½Γ∗

3 ðFÞ� < 0 and E½Γ3ðFÞ� > 0, then φ
ð2Þ > φð0Þ > 0, so that there exists a constant c ∈ ð−∞,0Þ
such that φðcÞ ≤ 0. On the other hand, if E½Γ∗

3 ðFÞ� < 0 and
E½Γ3ðFÞ� < 0, then 0 < φð2Þ < φð0Þ, which implies that we
can find a constant c ∈ ð2,∞Þ such that φðcÞ ≤ 0. Obviously,
combining the above results proves that CðFÞ ≠∅.

Theorem 8 (fourth moment bound). Suppose that ΓjðFÞ ∈
DðLÞ, j = 0, 1, 2, with E½F� = 0 and VarðΓ1ðFÞÞ > 0. If the
law of F is absolutely continuous with respect to the Lebesgue
measure, there exists a constant c ≠ 2 such that

dKol F, Zð Þ ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 − cð ÞE Γ3 Fð Þ½ �

p
: ð67Þ

Proof. By Stein’s equation, we have that, for z ∈ℝ,

ℙ F ≤ zð Þ −ℙ Z ≤ zð Þ = E f z′ Fð Þ − Ff z Fð Þ
h i

, ð68Þ

where f z is a solution of Stein’s equation. Since E½F� = 0, we
have that F = LL−1F. Therefore, by the integration by parts
formula (12) and the derivation of Γ, the right-hand side
of (68) can be written as

E f z′ Fð Þ − Ff z Fð Þ
h i

= E f z′ Fð Þ − LL−1Ff z Fð Þ
h i

= E f z′ Fð Þ − Γ f z Fð Þ,−L−1F
 �h i
= E f z′ Fð Þ 1 − Γ F,−L−1F


 �� �h i
≤ ∥f z′∥∞

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Γ∗

1 Fð Þð Þ
p

:

ð69Þ

Since ∥f z∥∞ ≤ 1, we have, from Lemma 5 and Lemma 7
together with (69), that

dKol F, Zð Þ ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2E Γ3 Fð Þ½ � − E Γ∗

3 Fð Þ½ �
p

≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 − cð ÞE Γ3 Fð Þ½ �

p
:

ð70Þ

Remark 9.

(1) If E½Γ3ðFÞ� ≥ 0, then we see, from the proof of
Lemma 7, that c ∈ ð−∞,2Þ, and hence, the value in
the square root in (67) is of positive. On the other

hand, if E½Γ3ðFÞ� < 0, then c ∈ ð2,∞Þ. This means
that the value in the squre root of upper bound also
is of positive

(2) If 2E½Γ3ðFÞ� = E½Γ∗
3 ðFÞ�, then, by (70), F is a random

variable having a standard Gaussian distribution.
Conversely, suppose that F is a random variable
having a standard Gaussian distribution. Then, we
have that −LF = F and ΓðF,−L−1FÞ = ΓðFÞ = 1.
Hence, 2Γ3ðFÞ = Γ∗

3 ðFÞ = 0

As far as we know, the following is the first result of the
quantitative fourth moment theorem for a random variable
F belonging to a sum of Wiener chaoses.

Corollary 10. Let F =HpðxÞ +HqðxÞ for p > q ≥ 2, where Hp

and Hq are Hermite polynomials of order p and q, respec-
tively. Then, one has that

dKol F, Zð Þ ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
6

2 − gð Þ E F4
� �

− 3 E F4
� �
 �2� 	r

, ð71Þ

where the lower chaos grade g of F is given by

g = 2 ∧ p − qð Þ
p

: ð72Þ

Proof.We compute the expectation E½Γ∗
3 ðFÞ�. First, note that

Γ∗
1 Fð Þ = 1

p
Γ Hp xð Þ,Hp xð Þ
 �

+ 1
p
+ 1
q

� �
Γ Hp xð Þ,Hq xð Þ
 �

+ 1
q
Γ Hq xð Þ,Hq xð Þ
 �

:

ð73Þ

Let us set

cr p, qð Þ = r!
p

r

 !
q

r

 !
: ð74Þ

Obviously, the well-known product formula and the def-
inition of carré du champ operator prove that for i, j = p, q,

Γ Hi xð Þ,Hj xð Þ
 �
= 〠

i∧j

r=0
cr i, jð ÞrHi+j−2r xð Þ: ð75Þ
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Direct computations yield, from (73) and (75), together
with Γðc,HiðxÞÞ = 0, that

Γ Hp xð Þ, Γ∗
1 Fð Þ
 �

= 1
p
〠
p−1

r=0
cr p, pð Þr 〠

p∧2 p−rð Þ

s=0
cs p, 2 p − rð Þð ÞsH3p−2r−2s xð Þ

+ 1
p
+ 1
q

� �
〠
q

r=0
cr p, qð Þr 〠

p∧2 p−rð Þ

s=0
cs p, p + q − 2rð ÞsH2p+q−2r−2s xð Þ

+ 1
q
〠
q−1

r=0
cr q, qð Þr 〠

p∧2 q−rð Þ

s=0
cs p, 2 q − rð Þð ÞsHp+2q−2r−2s xð Þ:

ð76Þ

From the right-hand side of (76), it follows that

1
p
E Hp xð ÞΓ Hp xð Þ, Γ∗

1 Fð Þ
 �� �
= 1
p2

〠
p−1

r=0
cr p, pð Þrcp−r p, 2 p − rð Þð Þ p − rð ÞE Hp xð Þ2� �

+ 1
p

1
p
+ 1
q

� �
〠
q

r=0
cr p, qð Þr 〠

p∧2 p−rð Þ

s=0
cs p, p + q − 2rð Þs × 1 2s=p+q−2r½ �E Hp xð Þ2� �

+ 1
pq

〠
q−1

r=0
cr q, qð Þrcq−r p, 2 q − rð Þð Þ q − rð ÞE Hp xð Þ2� �

:

ð77Þ

On the other hand, since L−1c = 0, we get

Γ Hp xð Þ,−L−1Γ1 Fð Þ
 ��
= 1
p
〠
p−1

r=0

cr p, pð Þr
2 p − rð Þ 〠

p∧2 p−rð Þ

s=0
cs p, 2 p − rð Þð ÞsH3p−2r−2s xð Þ

+ 1
p
+ 1
q

� �
〠
q

r=0

cr p, qð Þr
p + q − 2r 〠

p∧2 p−rð Þ

s=0
cs p, p + q − 2rð ÞsH2p+q−2r−2s xð Þ

+ 1
q
〠
q−1

r=0

cr q, qð Þr
2 q − rð Þ 〠

p∧2 q−rð Þ

s=0
cs p, 2 q − rð Þð ÞsHp+2q−2r−2s xð Þ,

ð78Þ

so that

E Hp xð ÞΓ Hp xð Þ,−L−1Γ1 Fð Þ
 ��
= 1
2p〠

p−1

r=0
cr p, pð Þrcp−r p, 2 p − rð Þð ÞE Hp xð Þ2� �

+ 1
2

1
p
+ 1
q

� �
〠
q

r=0
cr p, pð Þr 〠

p∧2 p−rð Þ

s=0
cs p, p + q − 2rð Þ1 2s=p+q−2r½ �E Hp xð Þ2� �

+ 1
2q〠

q−1

r=0
cr q, qð Þrcq−r p, 2 q − rð Þð ÞE Hp xð Þ2� �

:

ð79Þ

From (77) and (79), we have that

1
p
E Hp xð ÞΓ Hp xð Þ, Γ∗

1 Fð Þ
 �� �
− cE Hp xð ÞΓ Hp xð Þ,−L−1Γ1 Fð Þ
 �� �

= 1
2p2 〠

p−1

r=0
cr p, pð Þcp−r p, 2 p − rð Þð Þr 2 p − rð Þ − cp½ �E Hp xð Þ2� �

+ 1
2p

1
p
+ 1
q

� �
〠
q

r=0
cr p, qð Þr 〠

p∧2 p−rð Þ

s=0
cs p, p + q − 2rð Þ 2s − cp½ �

× 1 2s=p+q−2r½ �E Hp xð Þ2� �
+ 1
2pq〠

q−1

r=0
cr q, qð Þrcq−r p, 2 q − rð Þð Þ 2 q − rð Þ − cp½ �E Hp xð Þ2� �

≔ A1 cð Þ + A2 cð Þ + A3 cð Þ:

ð80Þ

Obviously, when c = 2/p, we have

A1 cð Þ ≥ 2 − cpð Þ 1
2p2 〠

p−1

r=0
cr p, pð Þcp−r p, 2 p − rð Þð ÞrE Hp xð Þ2� �

= 0,

A3 cð Þ ≥ 2 − cpð Þ 1
2pq〠

q−1

r=0
cr q, qð Þrcq−r p, 2 q − rð Þð ÞE Hp xð Þ2� �

= 0:

ð81Þ

Similarly, if c = ðp − qÞ/p, then

A2 cð Þ ≥ p − q − cpð Þ 1
2p

1
p
+ 1
q

� �
〠
q

r=0
cr p, qð Þr 〠

p∧2 p−rð Þ

s=0
cs p, p + q − 2rð Þ

× 1 2s=p+q−2r½ �E Hp xð Þ2� �
= 0:

ð82Þ

Therefore, if c = ð2 ∧ ðp − qÞÞ/p, then AiðcÞ ≥ 0 for i = 1,
2, 3, so that

1
p
E Hp xð ÞΓ Hp xð Þ, Γ∗

1 Fð Þ
 �� �
≥
2 ∧ p − qð Þ

p
E Hp xð ÞΓ Hp xð Þ,−L−1Γ1 Fð Þ
 �� �

:

ð83Þ

By a similar computation as for (77), one has that

1
p
E Hq xð ÞΓ Hp xð Þ, Γ∗

1 Fð Þ
 �� �
= 1
p2

〠
p−1

r=0
cr p, pð Þr

� 〠
p∧2 p−rð Þ

s=0
cs p, 2 p − rð Þð Þs1 2s=3p−q−2r½ �E Hq xð Þ2� �

+ 1
p

1
p
+ 1
q

� �
〠
q

r=0
cr p, qð Þrcp−r p, p + q − 2rð Þ p − rð ÞE Hq xð Þ2� �

+ 1
pq

〠
q−1

r=0
cr q, qð Þr 〠

p∧2 q−rð Þ

s=0
cs p, 2 q − rð Þð Þs1 2s=p+q−2r½ �E Hq xð Þ2� �

:

ð84Þ

On the other hand,

E Hq xð ÞΓ Hp xð Þ,−L−1Γ1 Fð Þ
 �� �
= 1
2p〠

p−1

r=0

cr p, pð Þr
p − r

� 〠
p∧2 p−rð Þ

s=0
cs p, 2 p − rð Þð Þs1 2s=3p−q−2r½ �E Hq xð Þ2� �

+ 1
p
+ 1
q

� �
〠
q

r=0

cr p, qð Þr
p + q − 2r cp−r p, p + q − 2rð Þ p − rð ÞE Hq xð Þ2� �

+ 1
2q〠

q−1

r=0

cr q, qð Þr
q − r

〠
p∧2 q−rð Þ

s=0
cs p, 2 q − rð Þð Þs1 2s=p+q−2r½ �E Hq xð Þ2� �

:

ð85Þ
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Therefore, one has, from (84) and (85), that

1
p
E Hq xð ÞΓ Hp xð Þ, Γ∗

1 Fð Þ
 �� �
− cE Hq xð ÞΓ Hp xð Þ,−L−1Γ1 Fð Þ
 �� �

= 1
2p2 〠

p−1

r=0

cr p, pð Þ
p − r

cp−r p, 2 p − rð Þð Þr 〠
p∧2 p−rð Þ

s=0
cs p, 2 p − rð Þð Þs

× 1 2s=3p−q−2r½ � 2 p − rð Þ − cp½ �E Hp xð Þ2� �
+ 1
p

1
p
+ 1
q

� �
〠
q

r=0

cr p, qð Þ
p + q − 2r cs p, p + q − 2rð Þr p − rð Þ p + q − 2r − cp½ �

× E Hq xð Þ2� �
+ 1
2pq〠

q−1

r=0

cr q, qð Þ
q − r

rcq−r p, 2 q − rð Þð Þ 2 q − rð Þ − cp½ �

〠
p∧2 q−rð Þ

s=0
cs p, 2 q − rð Þð Þs × 1 2s=p+q−2r½ �E Hq xð Þ2� �

≔ B1 cð Þ + B2 cð Þ + B3 cð Þ:
ð86Þ

Using the same arguments as for the case of AiðcÞ, i = 1
, 2, 3, yields that BiðcÞ ≥ 0, i = 1, 2, 3, for c = ð2 ∧ ðp − qÞÞ/p.
This implies that

1
p
E Hq xð ÞΓ Hp xð Þ, Γ∗

1 Fð Þ
 �� �
≥
2 ∧ p − qð Þ

p
E Hq xð ÞΓ Hp xð Þ,−L−1Γ1 Fð Þ
 �� �

:

ð87Þ

Similarly,

1
q
E Hp xð ÞΓ Hq xð Þ, Γ∗

1 Fð Þ
 �� �
≥
2 ∧ p − qð Þ

p
E Hp xð ÞΓ Hq xð Þ,−L−1Γ1 Fð Þ
 �� �

,

ð88Þ

1
q
E Hq xð ÞΓ Hq xð Þ, Γ∗

1 Fð Þ
 �� �
≥
2 ∧ p − qð Þ

p
E Hq xð ÞΓ Hq xð Þ,−L−1Γ1 Fð Þ
 �� �

:

ð89Þ

Combining the above results (83), (87), (88), and (89),
we can show that

E Γ∗
3 Fð Þ½ � ≥ 2 ∧ p − qð Þ

p
E Γ3 Fð Þ½ �: ð90Þ

Hence, the proof of this corollary is completed.

5. Markov Chaos

In this section, as an application of Theorem 8, chaotic ran-
dom variables such that F ∈ Ker ðL + λIdÞ will be
considered.

Theorem 11. Let F be a chaotic eigenfunction of −L with
respect to eigenvalue λ with E½F� = 0 and VarðΓ1ðFÞÞ > 0.
Suppose that F has an upper chaos grade u and a lower chaos
grade g.

(a) If u ≤ 2, one has that

dKol F, Zð Þ ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
6

2 − gð Þ E F4
� �

− 3 E F2
� �
 �2� 	r

ð91Þ

(b) If u > 2 and E½Γ∗
3 ðFÞ� > 0, then there exist ϑ∗ > 1 and

ϑ > 1 such that

dKol F, Zð Þ ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
6

2 − gλ
ϑ∗ − 1
ϑ − 1

� �
E F4
� �

− 3 E F2
� �
 �2� 	s

ð92Þ

(c) If u > 2, E½Γ∗
3 ðFÞ� < 0 and E½Γ∗

3 ðFÞ� > 0, then there
exist ϑ∗ < 1 and ϑ > 1 such that

dKol F, Zð Þ ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
6

2 + uλ
1 − ϑ∗

ϑ − 1

� �
E F4
� �

− 3 E F2
� �
 �2� 	s

:

ð93Þ

(d) If u > 2, E½Γ∗
3 ðFÞ� < 0 and E½Γ3ðFÞ� < 0, then there

exist ϑ∗ < 1 and ϑ < 1 such that

dKol F, Zð Þ ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
6

2 − uλ
1 − ϑ∗

1 − ϑ

� �
E F4
� �

− 3 E F2
� �
 �2� 	s

ð94Þ

Proof.We compute E½Γ∗
3 ðFÞ� and E½Γ3ðFÞ�. By the definition

of Γ∗
3 , we have

E Γ∗
3 Fð Þ½ � = 1

2λE Γ F2, Γ1 Fð Þ
 �� �
= 1
2λ E −L F2
 �

Γ1 Fð Þ� �
− E −LF2� �

E Γ1 Fð Þ½ �
 �
= 1
2λE −L F2
 �

Γ1 Fð Þ − E Γ1 Fð Þ½ �ð Þ� �
:

ð95Þ

On the other hand, by using Lemma 4, we have that

E Γ3 Fð Þ½ � = 1
2E Γ F2,−L−1Γ F,−L−1F


 �
 �� �
= 1
2 E F2Γ1 Fð Þ� �

− E F2� �
E Γ1 Fð Þ½ �
 �

= 1
2E F2 Γ1 Fð Þ − E Γ1 Fð Þ½ �ð Þ� �

:

ð96Þ

We denote by JλℓðF2Þ the projection of F2 on Ker ðL +
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λℓIdÞ. From (16) in Definition 2, we know that F2 has a
chaos decomposition of the form

F2 = 〠
M

i=1
Jλℓi

F2
 �
+ J0 F2
 �

, ð97Þ

where λℓ1 = gλ and λℓM = uλ. By orthogonality, it follows,
from (95) and (96), that

E Γ∗
3 Fð Þ½ � = 1

4λ2
〠
M

i=1
〠
M

j=1
λℓi 2λ − λℓ j

� 	
E Jℓi F2
 �

Jℓ j F2
 �h i

= 1
4λ2

〠
M

i=1
λℓi 2λ − λℓi

 �

E Jℓi F2
 �2h i
,

ð98Þ

E Γ3 Fð Þ½ � = 1
4λ〠

M

i=1
〠
M

j=1
2λ − λℓ j

� 	
E Jℓi F2
 �

Jℓ j F2
 �h i

= 1
4λ〠

M

i=1
2λ − λℓi

 �

E Jℓi F2
 �2h i
:

ð99Þ

The proof of ðaÞ: since u ≤ 2, it is obvious, from (98) and
(99), that

E Γ∗
3 Fð Þ½ � − cE Γ3 Fð Þ½ � = 1

4λ2
〠
M

i=1
λℓi − cλ

 �

2λ − λℓi

 �

E Jℓi F2
 �2h i

≥
1
4λ λℓ1 − cλ

 �

2 − uð ÞVar F2
 �
:

ð100Þ

If c ≤ ðλℓ1 /λÞ = g, then we have, from (100), that E½Γ∗
3

ðFÞ� ≥ cE½Γ3ðFÞ� ≥ 0. Obviously, c ≤ g < 1. This fact implies
that there exists c ∈ ð0, 1Þ such that c ∈CðFÞ. Application
of Theorem 8 gives the desired result (91).

The proof of ðbÞ: first note that since u > 2,

u − 2ð Þλ〠
M

i=1
λℓiE Jℓi F2
 �2h i

> 0, ð101Þ

u − 2ð Þλ〠
M

i=1
E Jℓi F2
 �2h i

> 0: ð102Þ

If E½Γ∗
3 ðFÞ� > 0, there exist ϑ∗ > 1 and ϑ > 1, from (102),

such that

E Γ∗
3 Fð Þ½ � − cE Γ3 Fð Þ½ � = 1

4λ2
〠
M

i=1
λℓi uλ − λℓi

 �

E Jℓi F2
 �2h i(

− u − 2ð Þλ〠
M

i=1
λℓiE Jℓi F2
 �2h i

− cλ〠
M

i=1
uλ − λℓi

 �

E Jℓi F2
 �2h i

+ c u − 2ð Þλ〠
M

i=1
E Jℓi F2
 �2h i)

= u − 2
4λ ϑ∗ − 1ð Þ〠

M

i=1
λℓiE Jℓi F2
 �2h i

− c ϑ − 1ð Þ〠
M

i=1
E Jℓi F

2
 �2h i( )

≥
u − 2
4λ ϑ∗ − 1ð Þgλ − c ϑ − 1ð Þ½ �E F4� �

:

ð103Þ

Now, we take

c = gλ
ϑ∗ − 1ð Þ
ϑ − 1 , ð104Þ

so that the right-hand side of (103) is equal to 0. Since
2E½Γ3ðFÞ� > E½Γ∗

3 ðFÞ�, we have that

ϑ∗ − 1
ϑ − 1 <

2∑M
i=1 E Jℓi F2
 �2h i

∑M
i=1 λℓiE Jℓi F2
 �2h i < 2

gλ
: ð105Þ

This inequality (105) shows that c ∈ ð0, 2Þ, where c is
given by (104). Hence, applying Theorem 8 yields the
bound (92).

The proof of ðcÞ: since E½Γ∗
3 ðFÞ� < 0 and E½Γ3ðFÞ� > 0,

there exist ϑ∗ < 1 and ϑ > 1, by the similar estimate as for
the case of (b), such that

E Γ∗
3 Fð Þ½ � − cE Γ3 Fð Þ½ � = u − 2

4λ ϑ∗ − 1ð Þ〠
M

i=1
λℓiE Jℓi F2
 �2h i(

− c ϑ − 1ð Þ〠
M

i=1
E Jℓi F2
 �2h i)

≥
u − 2
4λ ϑ∗ − 1ð Þuλ − c ϑ − 1ð Þ½ �E F4� �

:

ð106Þ

Taking

c = uλ
ϑ∗ − 1ð Þ
ϑ − 1 ð107Þ

yields that the right-hand side of (106) is equal to 0. Since
ϑ∗ < 1 and ϑ > 1, the constant c given in (107) belongs to
ð−∞, 0Þ. Application of Theorem 8 proves the bound (93).

The proof of ðdÞ: since E½Γ∗
3 ðFÞ� < 0 and E½Γ3ðFÞ� < 0,

there exist ϑ∗ < 1 and ϑ < 1 such that

E Γ∗
3 Fð Þ½ � − cE Γ3 Fð Þ½ � ≥ u − 2

4λ ϑ∗ − 1ð Þuλ − c ϑ − 1ð Þ½ �E F4� �
:

ð108Þ
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The right-hand side of (108) is equal to 0 when one takes

c = uλ
ϑ∗ − 1
ϑ − 1

� �
: ð109Þ

Note that

1 − ϑ∗

1 − ϑ
>

2∑M
i=1 E Jℓi F2
 �2h i

∑M
i=1 λiE Jℓi F2
 �2h i > 2

uλ
: ð110Þ

This estimate (110) shows that c given in (109) belongs
to ð2,∞Þ from which we obtain the bound (93).

Remark 12. Suppose that the target distribution ν in Theo-
rem 4.9 of [16] is a standard Gaussian measure. If a chaotic
random variable Fn, with E½Fn� = 0 and E½Fn� = 1, satisfies
supnun > 2, then the bound (3.7) in [16] becomes

dKol Fn, Zð Þ ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
3 1 − un

4
� 	

E F4
n

� �
− 3


 �
+ un − 2

2 Var F2
n


 �r
:

ð111Þ

Even when the fourth moment of Fn in the first term
of (111) converges to 3, the sequence fFng does not con-
verge, in distribution sense, to a standard Gaussian ran-
dom variable Z, due to the second term in (111). It
means that the fourth moment theorem of Theorem 1 is
not working. The bounds in (b), (c), and (d) of Theorem
11 show that the fourth moment theorem holds by remov-
ing the second term in (111) even if an upper chaos grade
is strictly greater than 2.

Remark 13. The Ornstein-Uhlenbeck operator L on E =ℝd

is then given by

Lf = Δf − x · ∇f : ð112Þ

The carré du champ operator Γ is the usual gradient
operator Γð f , f Þ = j∇f j2. In infinite-dimensional setting,
the infinite-dimensional Ornstein-Uhlenbeck generator on
Wiener space can be obtained with Wiener measure as an
invariant distribution. If F is an element belonging to a fixed
Wiener chaos with order q, i.e, F = Iqð f Þ, f ∈H⊗q, the
well-known product formula of multiple stochastic inte-
grals gives that

F2 = 〠
q

r=0
r!q

r

2

I2 q−rð Þ f ⊗ r fð Þ, ð113Þ

where f ⊗ r f is the contraction of the kernel f . This
expansion of the square of F shows, from the definition
of the chaos grade, that u = 2 and g = 2/q. In this case
ðλq = q and g = 2/qÞ, it follows, from the above bound
(91), that

dKol F, Zð Þ ≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q − 1
3q

� �
E F4½ � − 3 E F2½ �ð Þ2
 �s

: ð114Þ

In this specific case, the above bound (114) has been
applied to obtain the Berry–Esséen bound for parameter
estimation of fractional Ornstein-Uhlenbeck processes
(see [21]). Furthermore, the authors of [20] derive a
bound for the form F/G to obtain an optimal Berry-
Esséen bound for parameter estimation of stochastic
partial differential equation.

6. Conclusions

In this paper, we derive the fourth moment bound in a nor-
mal approximation on the random variable of a general
Markov diffusion generator. Significant features of our work
are that (a) it provides a better estimate than the previous
one; (b) it contains square integrable random variables
unlike all previous works in this research line, where the
authors deal with only random variables to belong to a fixed
eigenspace (or Wiener chaos); and (c) unlike the previous
result, the fourth moment theorem holds even if the upper
chaos grade is strictly greater than 2. Future research plans
will study whether our methods are applicable in other
(non-Gaussian) target measures (for example, a bound for
gamma or beta approximation).
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