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#### Abstract

The existence aspects along with the stability of solutions to a Hadamard variable order fractional boundary value problem are investigated in this research study. Our results are obtained via generalized intervals and piecewise constant functions and the relevant Green function, by converting the existing Hadamard variable order fractional boundary value problem to an equivalent standard Hadamard fractional boundary problem of the fractional constant order. Further, Darbo's fixed point criterion along with Kuratowski's measure of noncompactness is used in this direction. As well as, the Ulam-Hyers-Rassias stability of the proposed Hadamard variable order fractional boundary value problem is established. A numerical example is presented to express our results' validity.


## 1. Introduction

Fractional calculus is fundamentally established by having arbitrary numbers in the order of derivation operators instead of natural numbers. This idea is considered preliminary and simple. However, it involves remarkable effects and outcomes which describe some physical processes, dynamics, mathematical modelings, control theory, bioengineering, biomedical applications, etc. [1, 2]. The main effectiveness of this field can be found in recent studies. For example, Thabet et al. in [3] simulated a fractional model of pantograph in the Caputo conformable settings. In [4], Khan et al. designed a model of $p$-Laplacian FBVP in the form of a singular problem, and Matar et al. derived similar results for a new $p$ Laplacian model via generalized fractional derivative [5]. The fractional Langevin impulsive equations are studied by

Rizwan et al. regarding existence property of solutions in [6], and Zada et al. [7] analyzed the Ulam-Hyers stability for an impulsive integro-differential equations. Etemad et al. used a new property entitled approximate endpoint for studying a novel fractional problem via the CaputoHadamard operators [8].

Thabet et al. also modeled COVID-19 transmission by Caputo-Fabrizio operators and analyzed its dynamical behavior [9]. In [10], Shah et al. compared the results of two classical and fractional models of COVID-19 and showed the accuracy of fractional operators in simulation of processes. Pratap et al. [11] studied finite-time MittagLeffler stability criteria for fractional quaternion-valued memristive neural networks. Along with these, Boulares et al. [12] conducted a theoretical research on the generalized weakly singular integral inequalities and their
applications to generalized FBVPs. Naifar et al. [13] studied a global Mittag-Leffler stabilization by output feedback in relation to a class of nonlinear systems of FBVPs.

It is notable that in recent advanced mathematical models, constant fractional orders have not needed effectiveness for describing the specifications of some processes and phenomena, and consequently, some researchers had to model their boundary problems via the fractional operators equipped with orders as a real-valued functions. These operators are known as variable order ones [14, 15]. The investigation of the variable order fractional boundary problems (VOFBVPs) in the field of existence theory is considered as a new and important branch of fractional calculus, which are published limited research works in this regard. In 2018, Yang et al. presented a numerical scheme for a VOFBVP and analyzed their system from numerical point of view [16]. Zhang studied the solutions of a singular twopoint VOFBVP for the first time in [17]. In recent years, Zhang et al. [18, 19] derived approximate solutions of two different VOFIVP on the half-axis in 2018 and 2019. In addition, a multiterm FBVP involving the nonlinear fractional differential equation (NFDE) of the variable order type was investigated in detail by Bouazza et al. in [20]. In this paper, motivated by other related works in this regard, we investigate the solutions' existence of the Hadamard nonlinear VOFBVP as follows:

$$
\begin{equation*}
\mathscr{H} \mathfrak{D}_{1^{+}}^{9(t)} r(t)+m_{1}(t, r(t))=0, t \in \mathscr{U}:=[1, \mathscr{T}] \tag{1}
\end{equation*}
$$

via boundary conditions $r(1)=r(\mathscr{T})=0$, where $1<\mathscr{T}<+\infty$, $1<\mathcal{\vartheta}(t) \leq 2$, and $m_{1}: \mathscr{U} \times \mathcal{S} \longrightarrow \mathcal{S}$.
$\mathcal{S}$ is a continuous function ( $S$ is a real (or complex) space) and ${ }^{\mathscr{L}} \mathfrak{D}_{1^{+}}^{9(t)}$ specifies the Hadamard derivative of variable order $\psi(t)$. For the first time, as the novelty of this research, we here consider a FBVP in the variable order Hadamard settings and establish the existence specifications of solutions to mentioned system on the generalized subintervals by combining the existing notions in relation to the Kuratowski's measure of noncompactness (KMNCS) in the context of Darbo fixed point criterion. The piecewise constant functions will play a vital role in our study for converting the Hadamard VOFBVP (1) to the standard Hadamard FBVP. Lastly, another criterion of the behavior of solutions like the Ulam-Hyers-Rassias stability (UHRS) is analyzed, and a numerical illustrative example will complete the consistency of our findings.

## 2. Essential Preliminaries

Basic definitions are discussed in this section to be used later. Throughout the paper, the set $S$ stands for the real numbers.

The symbol $C(U, S)$ denotes a set that contains all continuous functions $f: \mathscr{U} \longrightarrow \mathcal{S}$. It is a Banach space by defining

$$
\begin{equation*}
\|f\|=\sup \{|f(t)|: t \in \mathscr{U}\}, \quad \mathscr{U}:=[1, \mathscr{T}] . \tag{2}
\end{equation*}
$$

Definition 1 (see [21, 22]). For $1 \leq a_{1}<a_{2}<+\infty$, we consider the mappings $h_{1}(t):\left[a_{1}, a_{2}\right] \longrightarrow(0,+\infty)$ and $q(t):\left[a_{1}, a_{2}\right]$
$\longrightarrow(n-1, n)$. The Hadamard $(\vartheta(t))^{\text {th }}$ variable order integral of $h_{1}$ is

$$
\begin{equation*}
\mathscr{H} \mathscr{J}_{a_{1}^{+}}^{\vartheta(t)} h_{1}(t)=\frac{1}{\Gamma(\vartheta(t))} \int_{a_{1}}^{t}\left(\log \frac{t}{s}\right)^{\vartheta(t)-1} \frac{h_{1}(s)}{s} d s, \quad t>a_{1} \tag{3}
\end{equation*}
$$

and the Hadamard $(q(t))^{\text {th }}$ variable order derivative of $h_{1}$ is

$$
\begin{align*}
\left({ }^{\mathscr{H}} \mathfrak{D}_{a_{1}^{+}}^{q(t)} h_{1}\right)(t)= & \frac{1}{\Gamma(n-q(t))}\left(t \frac{d}{d t}\right)^{n} \\
& \cdot \int_{a_{1}}^{t}\left(\log \frac{t}{s}\right)^{n-q(t)-1} \frac{h_{1}(s)}{s} d s, \quad t>a_{1} . \tag{4}
\end{align*}
$$

Obviously, in case of $\vartheta(t)$ and $q(t)$ are constant, then both above Hadamard variable order operators are in coincidence with the usual Hadamard constant order operators (refer to [1, 21, 22]).

Lemma 2 (see [1]). Assume that $a_{1}>1, \gamma_{1}, \gamma_{2}>0, h_{1} \in L$ $\left(a_{1}, a_{2}\right)$, and $\mathscr{H}_{\mathfrak{D}_{1}}^{\gamma_{1}} h_{1} \in L\left(a_{1}, a_{2}\right)$. Then, the homogeneous differential equation

$$
\begin{equation*}
\mathscr{H} \mathfrak{D}_{a_{1}^{+}}^{\gamma_{1}} h_{1}=0 \tag{5}
\end{equation*}
$$

admits the unique solution

$$
\begin{align*}
h_{1}(t)=\omega_{1}\left(\log \frac{t}{a_{1}}\right)^{\gamma_{1}-1} & +\omega_{2}\left(\log \frac{t}{a_{1}}\right)^{\gamma_{1}-2}+\cdots+\omega_{n}\left(\log \frac{t}{a_{1}}\right)^{\gamma_{1}-n}, \\
\mathscr{\mathscr { H } \mathcal { J } _ { a _ { 1 } ^ { + } } ^ { \gamma _ { 1 } } ( { } ^ { H } D _ { a _ { 1 } ^ { + } } ^ { \gamma _ { 1 } } ) h _ { 1 } ( t ) =} & h_{1}(t)+\omega_{1}\left(\log \frac{t}{a_{1}}\right)^{\gamma_{1}-1} \\
& +\omega_{2}\left(\log \frac{t}{a_{1}}\right)^{\gamma_{1}-2}+\cdots+\omega_{n}\left(\log \frac{t}{a_{1}}\right)^{\gamma_{1}-n} \tag{6}
\end{align*}
$$

with $n=\left[\gamma_{1}\right]+1, \omega_{j} \in \mathbb{R}$, and $j=1,2, \cdots, n$.
Moreover, for constants $\alpha_{j}>0, j=1,2$,

$$
\begin{gather*}
\mathscr{H}_{\mathfrak{D}_{a_{1}^{+}}^{\alpha_{1}}}\left(\mathscr{H}_{\mathcal{J}_{a_{1}^{+}}^{\alpha_{1}}}^{\alpha_{1}}\right) h_{1}(t)=h_{1}(t), \\
\mathscr{H} \mathscr{J}_{a_{1}^{+}}^{\alpha_{1}}\left(\mathscr{H}_{\mathcal{J}_{a_{1}^{+}}^{\alpha_{2}}}^{\alpha_{1}}\right) h_{1}(t)={ }^{\mathscr{H}} \mathscr{J}_{a_{1}^{+}}^{\alpha_{2}}\left(\mathscr{H}_{\boldsymbol{J}_{1}^{+}}^{\alpha_{1}}\right) h_{1}(t)=\mathscr{H}_{a_{1}^{+}}^{\alpha_{1}+\alpha_{1}} h_{1}(t) . \tag{7}
\end{gather*}
$$

Remark 3. The semigroup property is not fulfilled for the functions $\mathcal{V}(t)$ and $q(t)$, i.e.,

$$
\begin{equation*}
\mathscr{H} \mathscr{J}_{a_{1}^{+}}^{\vartheta(t)}\left(\mathscr{H}_{\mathscr{J}_{a_{1}^{+}}^{q(t)}}^{q( }\right) h_{1}(t) \neq \mathcal{H}_{a_{1}^{\prime}}^{\vartheta(t)+q(t)} h_{1}(t) \tag{8}
\end{equation*}
$$

## Example 1. Let

$$
\begin{gather*}
\vartheta(t)= \begin{cases}1, & t \in[1,2], \\
2, & t \in] 2,4],\end{cases} \\
q(t)= \begin{cases}3, & t \in[1,2], \\
4, & t \in] 2,4],\end{cases}  \tag{9}\\
h_{1}(t)=2 t^{2}, \\
\\
t \in[1,4] .
\end{gather*}
$$

We obtain

$$
\begin{align*}
& \mathscr{H} \mathcal{F}_{1^{+}}^{9(t)}\left(\mathscr{H} \mathscr{J}_{1^{+}}^{q(t)}\right) h_{1}(t)=\frac{1}{\Gamma(\vartheta(t))} \int_{1}^{t} \frac{1}{s}\left(\log \frac{t}{s}\right)^{\Psi(t)-1} \\
& \cdot\left[\frac{1}{\Gamma(q(s))} \int_{1}^{s}\left(\log \frac{s}{\tau}\right)^{q(s)-1} \frac{h_{1}(\tau)}{\tau} d \tau\right] \\
& \cdot d s=\frac{1}{\Gamma(\Psi(t))} \int_{1}^{2} \frac{1}{s}\left(\log \frac{t}{s}\right)^{\Psi(t)-1}\left[\frac{1}{\Gamma(q(s))} \int_{1}^{s}\left(\log \frac{s}{\tau}\right)^{q(s)-1} \frac{h_{1}(\tau)}{\tau} d \tau\right] \\
& \cdot d s+\frac{1}{\Gamma(\vartheta(t))} \int_{2}^{t} \frac{1}{s}\left(\log \frac{t}{s}\right)^{9(t)-1}\left[\frac{1}{\Gamma(q(s))} \int_{1}^{s}\left(\log \frac{s}{\tau}\right)^{q(s)-1} \frac{h_{1}(\tau)}{\tau} d \tau\right] \\
& \cdot d s=\frac{1}{\Gamma(1)} \int_{1}^{2} \frac{1}{s}\left(\log \frac{t}{s}\right)^{0} \int_{1}^{s} \frac{1}{\Gamma(3)}\left(\log \frac{s}{\tau}\right)^{2} 2 \tau d \tau d s+\frac{1}{\Gamma(2)} \int_{2}^{t} \frac{1}{s}\left(\log \frac{t}{s}\right) \\
& \cdot\left[\frac{1}{\Gamma(3)} \int_{1}^{2}\left(\log \frac{s}{\tau}\right)^{2} 2 \tau d \tau+\frac{1}{\Gamma(4)} \int_{2}^{s}\left(\log \frac{s}{\tau}\right)^{3} 2 \tau d \tau\right] d s, \\
& =\int_{1}^{2}\left(\frac{s}{4}-\frac{1}{2 s}(\log s)^{2}-\frac{1}{2 s}(\log s)-\frac{1}{4 s}\right) d s+\int_{2}^{t} \frac{1}{s}\left(\log \frac{t}{s}\right) \\
& \cdot\left[-\frac{2}{3}\left(\log \frac{s}{2}\right)^{3}+\left(\log \frac{s}{2}\right)^{2}+\left(\log \frac{s}{2}\right)-\frac{1}{2}(\log s)^{2}-\frac{1}{2}(\log s)+\frac{1}{8} s^{2}+\frac{1}{4}\right] d s, \tag{10}
\end{align*}
$$

$$
\begin{equation*}
\mathscr{H} \mathcal{F}_{1^{+}}^{\vartheta(t)+q(t)} h_{1}(t)=\frac{1}{\Gamma(\vartheta(t)+q(t))} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\vartheta(t)+q(t)-1} \frac{h_{1}(s)}{s} d s \tag{11}
\end{equation*}
$$

So,

$$
\begin{align*}
&\left.\mathscr{H} \mathcal{J}_{1^{+}}^{9(t)}\left(\mathscr{H}_{1^{+}}^{q(t)}\right) h_{1}(t)\right|_{t=3}=-\frac{1}{30}\left(\log \frac{3}{2}\right)^{5}+\frac{1}{24}\left(\log \frac{3}{2}\right)^{4} \\
&+\frac{1}{12}\left(\log \frac{3}{2}\right)^{3}+\frac{1}{8}\left(\log \frac{3}{2}\right)^{2}-\frac{1}{4}\left(\log \frac{3}{2}\right) \\
&-\frac{1}{6}(\log 2)^{2}\left(\log \frac{3}{2}\right)^{2}-\frac{1}{6}(\log 2)\left(\log \frac{3}{2}\right)^{3}-\frac{(\log 2)^{3}}{6}  \tag{12}\\
&-\frac{(\log 2)^{2}}{4}-\frac{\log 2}{4}-\frac{1}{4}(\log 2)\left(\log \frac{3}{2}\right)^{2}+\frac{17}{32} \simeq 0.0522
\end{align*}
$$

On the other side,

$$
\begin{align*}
& \left.\mathscr{\mathscr { C }} \mathcal{J}_{1^{+}}^{9(t)+q(t)} h_{1}(t)\right|_{t=3}=\int_{1}^{2} \frac{1}{\Gamma(4)}\left(\log \frac{3}{s}\right)^{3} 2 s d s+\int_{2}^{3} \frac{1}{\Gamma(6)}\left(\log \frac{3}{s}\right)^{5} \\
& \quad \cdot 2 s d s=-\frac{1}{30}\left(\log \frac{3}{2}\right)^{5}-\frac{1}{12}\left(\log \frac{3}{2}\right)^{4}+\frac{1}{3}\left(\log \frac{3}{2}\right)^{3}+\frac{3}{4}\left(\log \frac{3}{2}\right)^{2} \\
& \quad+\frac{3}{4}\left(\log \frac{3}{2}\right)-\frac{1}{6}(\log 3)^{3}-\frac{1}{4}(\log 3)^{2}-\frac{1}{4}(\log 3)+\frac{17}{32} \simeq 0.1809 . \tag{13}
\end{align*}
$$

Therefore, we obtain

$$
\begin{equation*}
\left.\mathscr{H} \mathscr{J}_{1^{+}}^{\vartheta(t)}\left({ }^{\mathscr{H}} \mathcal{J}_{1^{+}}^{q(t)}\right) h_{1}(t)\right|_{t=3} \neq\left.\mathscr{H}_{1^{+}}^{\mathscr{Y}(t)+q(t)} h_{1}(t)\right|_{t=3} . \tag{14}
\end{equation*}
$$

Lemma 4 (see $[23,24])$. If $\vartheta: \mathscr{U} \longrightarrow(1,2]$ has the continuity property, then for

$$
\begin{align*}
& h_{1} \in \mathscr{C}_{\beta}(\mathscr{U}, \mathcal{S}) \\
& =\left\{h_{1}(t) \in \mathscr{C}(\mathscr{U}, \mathcal{S}),(\log t)^{\beta} h_{1}(t) \in \mathscr{C}(\mathscr{U}, \mathcal{S})\right\}, \quad 0 \leq \beta \leq 1, \tag{15}
\end{align*}
$$

the integral ${ }^{\mathscr{H}} \mathcal{J}_{1^{+}}^{9(t)} h_{1}(t)$ admits a finite value $\forall t \in \mathscr{U}$.
Lemma 5 (see $[23,24])$. Assume that $9: \mathscr{U} \longrightarrow(1,2]$ has the continuity property. Then,

$$
\begin{equation*}
\mathscr{H} \mathscr{F}_{1^{+}}^{\vartheta(t)} h_{1}(t) \in \mathscr{C}(\mathscr{U}, \mathcal{S}) \text { for } h_{1} \in \mathscr{C}(\mathscr{U}, \mathcal{S}) \text {. } \tag{16}
\end{equation*}
$$

Definition 6 (see [25-27]). $I \subseteq \mathbb{R}$ is termed as a generalized interval if $I$ is either an interval, or $\left\{a_{1}\right\}$, or $\varnothing$. A finite set $\mathscr{F}$ is defined to be a partition of $I$ if every $x \in I$ belongs to exactly one and one generalized interval $\rrbracket$ in $\mathscr{F}$. Finally, $w$ $: I \longrightarrow \mathcal{S}$ is piecewise constant w.r.t $\mathscr{F}$ as a partition of $I$; if $\forall \mathbb{Z} \in \mathscr{F}, w$ is constant on $\mathbb{\square}$.
2.1. Some Properties regarding KMNCS. Here, we regard $\mathcal{S}$ as a Banach space.

Definition 7 (see [28]). Suppose that $\omega_{\mathcal{S}}$ is a bounded set in $\mathcal{S}$. The KMNCS is the function $\Phi: \omega_{\mathcal{S}} \longrightarrow[0, \infty]$ as

$$
\begin{equation*}
\Phi(\mathfrak{P})=\inf \left\{\delta>0: \mathfrak{P} \subseteq \cup_{=1}^{n} \mathfrak{P}_{f}, \operatorname{Diam}\left(\mathfrak{P}_{j}\right) \leq \delta,\left(\mathfrak{P} \in \omega_{\delta}\right)\right\} \tag{17}
\end{equation*}
$$

in which

$$
\begin{equation*}
\operatorname{Diam}\left(\mathfrak{P}_{f}\right)=\sup \left\{\|x-r\|: x, r \in \mathfrak{P}_{f}\right\} \tag{18}
\end{equation*}
$$

The symbol Diam denotes the diameter of the given set. Some valid properties KMNCS are as follows.

Proposition 8 (see [28, 29]). Let $\mathfrak{P}, \mathfrak{P}_{1}, \mathfrak{P}_{2}$ be bounded in $\mathcal{S}$. Then,
(a) $\mathfrak{P}$ is relatively compact if $\Phi(\mathfrak{P})=0$
(b) $\Phi(\varnothing)=0$
(c) $\Phi(\mathfrak{P})=\Phi(\overline{\mathfrak{P}})$
(d) $\mathfrak{P}_{1} \subset \mathfrak{P}_{2} \Rightarrow \Phi\left(\mathfrak{P}_{1}\right) \leq \Phi\left(\mathfrak{P}_{2}\right)$
(e) $\Phi\left(\mathfrak{P}_{1}+\mathfrak{P}_{2}\right) \leq \Phi\left(\mathfrak{P}_{1}\right)+\Phi\left(\mathfrak{P}_{2}\right)$
(f) $\Phi(\lambda \mathfrak{P})=|\lambda| \Phi(\mathfrak{P}), \lambda \in \mathbb{R}$
(g) $\Phi\left(\mathfrak{P}_{1} \cup \mathfrak{P}_{2}\right)=\max \left\{\Phi\left(\mathfrak{P}_{1}\right), \Phi\left(\mathfrak{P}_{2}\right)\right\}$
(h) $\Phi\left(\mathfrak{P}_{1} \cap \mathfrak{P}_{2}\right)=\min \left\{\Phi\left(\mathfrak{P}_{1}\right), \Phi\left(\mathfrak{P}_{2}\right)\right\}$
(i) $\Phi\left(\mathfrak{P}+x_{0}\right)=\Phi(\mathfrak{P})$ for any $x_{0} \in \mathbb{R}$

Lemma 9 (see [30]). If the bounded set $\mathscr{W} \subset \mathscr{C}(\mathscr{U}, \mathcal{S})$ is equicontinuous, then
(i) $\Phi(\mathscr{W})$ has continuity, and

$$
\begin{equation*}
\widehat{\Phi}(\mathscr{W})=\sup _{t \in \mathscr{U}} \Phi(\mathscr{W}(t)) \tag{19}
\end{equation*}
$$

(ii) $\Phi\left(\int_{0}^{\mathscr{T}} r(\theta) d \theta: r \in \mathscr{W}\right) \leq \int_{0}^{\mathscr{T}} \Phi(\mathscr{W}(\theta)) d \theta$,
where

$$
\begin{equation*}
\mathscr{W}(\theta)=\{r(\theta): r \in \mathscr{W}\}, \quad \theta \in \mathscr{U} \tag{20}
\end{equation*}
$$

In the next theorem, we point out the Darbo's fixed point criterion.

Theorem 10 (see [28]). Consider the closed, convex, and bounded set $\Lambda \neq \varnothing$ in $\mathcal{S}$ and the continuous map F: $\Lambda$ $\longrightarrow \Lambda$ satisfying ( $k$-set contractive property for $F$ ).

$$
\begin{equation*}
\Phi(F(V)) \leq k \Phi(V), \forall \varnothing \neq V \subset \Lambda, k \in[0,1) . \tag{21}
\end{equation*}
$$

Then, F admits at least a fixed point belonging to $\Lambda$.

## 3. Existence Criterion of Solutions

To achieve the main purpose of this section, some assumptions are proposed as:
$(\mathrm{H} 1)$ Consider $\mathscr{F}=\left\{\mathscr{U}_{1}:=\left[1, \mathscr{T}_{1}\right], \mathscr{U}_{2}:=\left(\mathscr{T}_{1}, \mathscr{T}_{2}\right], \mathscr{U}_{3}\right.$ $\left.:=\left(\mathscr{T}_{2}, \mathscr{T}_{3}\right], \cdots, \mathscr{U}_{n}:=\left(\mathscr{T}_{n-1}, \mathscr{T}\right]\right\}$ as a partition for the interval $\mathscr{U}$ and $\mathcal{Y}(t): \mathscr{U} \longrightarrow(1,2]$ as a piecewise constant function w.r.t $\mathscr{F}$, i.e.,

$$
\vartheta(t)=\sum_{i=1}^{n} \vartheta_{j} \mathscr{J}_{j}(t)=\left\{\begin{array}{lll}
\vartheta_{1}, & \text { if } t \in \mathscr{U}_{1}, & 1<\vartheta_{1} \leq 2  \tag{22}\\
\vartheta_{2}, & \text { if } t \in \mathscr{U}_{2}, & 1<\vartheta_{2} \leq 2 \\
\cdot & & \\
\cdot & & \\
\cdot & \\
\vartheta_{n}, & \text { if } t \in \mathscr{U}_{n}, & 1<\vartheta_{n} \leq 2
\end{array}\right.
$$

in which $J_{J}$ interprets the indicator of $\mathscr{J}_{\mathcal{J}}$ interprets the indicator of $\mathscr{U}_{j}:=\left(\mathscr{T}_{j-1}, \mathscr{T}_{j}\right], \in \mathbb{N}_{1}^{n}$, so that $\mathscr{T}_{0}=1$ and $\mathscr{T}_{n}=\mathscr{T}$, and

$$
\mathscr{J}_{j}(t)= \begin{cases}1, & \text { for } t \in \mathscr{U}_{j}  \tag{23}\\ 0, & \text { for elsewhere }\end{cases}
$$

(H2) Let $(\log t)^{\beta} m_{1}: \mathscr{U} \times \mathcal{S} \longrightarrow \mathcal{S}$ be continuous, $(0 \leq$
$\beta \leq 1$ ), and $\exists K>0$, such that $(\log t)^{\beta}\left\|m_{1}(t, r)-m_{1}(t, \bar{r})\right\|$ $\leq K\|r-\bar{r}\|$, for any $r, \bar{r} \in \mathcal{S}$ and $t \in \mathscr{U}$.

Remark 11 (see [31]). Note that the inequality

$$
\begin{equation*}
\Phi\left((\log t)^{\beta}\left\|m_{1}\left(t, B_{1}\right)\right\|\right) \leq K \Phi\left(B_{1}\right) \tag{24}
\end{equation*}
$$

is equivalent to (H2) for each $B_{1} \subset \mathcal{S}$ and $t \in \mathcal{U}$, where $B_{1}$ is bounded.

Further, for a supposed set $\mathscr{W}$ of all mappings $w: \mathscr{U}$ $\longrightarrow \mathcal{S}$, define

$$
\begin{equation*}
\mathscr{W}(t)=\{w(t), w \in \mathscr{W}\}, \quad t \in \mathscr{U} \tag{25}
\end{equation*}
$$

$$
\mathscr{W}(t)=\{w(t): w \in \mathscr{W}, t \in \mathscr{U}\} .
$$

Let us now establish the solutions' existence for the Hadamard VOFBVP (1) via KMNCS and Darbo's criterion (Theorem 10).

Here, $\forall \jmath \in\{1,2, \cdots, n\}$, the symbol $\mathscr{E}_{j}=\mathscr{C}\left(\mathscr{U}_{j}, r\right)$, indicated as Banach spaces of continuous mappings $r: \mathscr{U}_{j} \longrightarrow$ $\mathcal{S}$ is furnished with the norm

$$
\begin{equation*}
\|r\|_{\mathscr{E}_{J}}=\sup _{t \in \mathscr{U}_{J}}|r(t)| \tag{26}
\end{equation*}
$$

where $\jmath \in\{1,2, \cdots, n\}$.
First, we analyze the Hadamard VOFBVP defined in (1). In the light of (4), the Hadamard VOFBVP (1) can be rewritten by

$$
\begin{equation*}
\frac{1}{\Gamma(2-\vartheta(t))}\left(t \frac{d}{d t}\right)^{2} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{1-\vartheta(t)} \frac{r(s)}{s} d s+m_{1}(t, r(t))=0, \quad t \in \mathscr{U} . \tag{27}
\end{equation*}
$$

From (H1), equation (27) on the interval $\mathscr{U}_{\rho}, \in \mathbb{N}_{1}^{n}$, can be expressed as

$$
\begin{gather*}
\left(t \frac{d}{d t}\right)^{2}\left(\frac{1}{\Gamma\left(2-\vartheta_{1}\right)} \int_{1}^{\mathscr{T}_{1}}\left(\log \frac{t}{s}\right)^{1-\vartheta_{1}} \frac{r(s)}{s} d s+\cdots+\frac{1}{\Gamma\left(2-\vartheta_{j}\right)}\right. \\
\left.\cdot \int_{\mathscr{J}_{j-1}}^{t}\left(\log \frac{t}{s}\right)^{1-\vartheta_{j}} \frac{r(s)}{s} d s\right)+m_{1}(t, r(t))=0, t \in \mathscr{U}_{j} . \tag{28}
\end{gather*}
$$

Definition 12. The Hadamard VOFBVP (1) admits a solution like functions $r_{j}, \jmath=1,2, \cdots, n$, if $r_{j} \in \mathscr{C}\left(\left[1, \mathscr{T}_{j}\right], \mathcal{S}\right)$ satisfies equation (28) and $r_{j}(1)=0=r_{j}\left(\mathscr{T}_{j}\right)$.

From the above, the Hadamard VOFBVP (1) written in (27) can be given as (28) on $\mathscr{U}_{j}, \in \mathbb{N}_{1}^{n}$. For $1 \leq t \leq \mathscr{T}_{j-1}$, put $r(t) \equiv 0$. Then, (28) is formulated by

$$
\begin{equation*}
D_{\mathscr{T}_{j-1}^{+1}}^{9_{j}} r(t)+m_{1}(t, r(t))=0, t \in \mathscr{U}_{\jmath} . \tag{29}
\end{equation*}
$$

In this case, we follow our study by considering the standard Hadamard constant-order FBVP (COFBVP) as follows:

$$
\begin{cases}\mathscr{\mathscr { H }} \mathfrak{D}_{\mathscr{T}_{j-1}^{\prime}}^{\vartheta_{j}} r(t)+m_{1}(t, r(t)), & t \in \mathscr{U}_{\jmath}  \tag{30}\\ r\left(\mathscr{T}_{j-1}\right)=0, & r\left(\mathscr{T}_{\jmath}\right)=0 .\end{cases}
$$

The fundamental part of our analysis regarding solutions of the Hadamard COFBVP (30) is discussed below.

Lemma 13. A function $r \in \mathscr{E}$, is a solution of the Hadamard COFBVP (30) if $r$ fulfills the integral equation

$$
\begin{equation*}
r(t)=\int_{\mathscr{T}_{j-1}}^{\mathscr{T}_{,}} \frac{1}{s} \mathbb{G}_{j}(t, s) m_{1}(s, r(s)) d s, t \in \mathscr{U}_{\jmath}, \tag{31}
\end{equation*}
$$

where $\mathbb{G}_{j}(t, s)$ stands for the Green function formulated by

$$
\mathbb{G}_{j}(t, s)=\frac{1}{\Gamma\left(\vartheta_{\jmath}\right)} \begin{cases}\left(\log \frac{\mathscr{T}_{j}}{\mathscr{T}_{j-1}}\right)^{1-\vartheta_{j}}\left[\left(\log \frac{t}{\mathscr{T}_{j-1}}\right)\left(\log \frac{\mathscr{T}_{j}}{s}\right)\right]^{\vartheta_{,}-1}-\left(\log \frac{t}{s}\right)^{\vartheta_{j}-1}, & \mathscr{T}_{-1} \leq s \leq t \leq \mathscr{T}_{\jmath},  \tag{32}\\ \left(\log \frac{\mathscr{T}_{\jmath}}{\mathscr{T}_{j-1}}\right)^{1-\vartheta_{\jmath}}\left[\left(\log \frac{t}{\mathscr{T}_{j-1}}\right)\left(\log \frac{\mathscr{T}_{j}}{s}\right)\right]^{\vartheta_{j}-1}, & \mathscr{T}_{-1} \leq t \leq s \leq \mathscr{T}_{\jmath},\end{cases}
$$

where $\jmath \in \mathbb{N}_{1}^{n}$.

Proof. Suppose that $r \in \mathscr{E}$, satisfies the Hadamard COFBVP (30). Let us employ the operator $\mathscr{H}_{\mathscr{J}_{\mathscr{T}_{j-1}^{+}}^{\psi_{\nu}}}$ on both sides (30) and using Lemma 2, we get
$r(t)=\omega_{1}\left(\log \frac{t}{\tau_{j-1}}\right)^{\vartheta_{j}-1}+\omega_{2}\left(\log \frac{t}{\tau_{j-1}}\right)^{\vartheta_{j}-2 \mathscr{A}_{-}} \mathscr{\mathscr { F }}_{\tau_{j-1}^{+}}^{\vartheta_{j}} m_{1}(t, r(t)), \quad t \in u_{j}, j \in \mathbb{N}_{1}^{n}$.

From definition of $m_{1}$ along with $r\left(\mathscr{T}_{j-1}\right)=0$, we get $\omega_{2}=0$.

Suppose that $r$ satisfies $r\left(\mathscr{T}_{\jmath}\right)=0$. Hence,

Thus,

$$
\begin{align*}
& r(t)=\left(\log \frac{\mathscr{T}_{j}}{\mathscr{T}_{j-1}}\right)^{1-\vartheta_{j}}\left(\log \frac{t}{\mathscr{T}_{j-1}}\right)^{\vartheta_{j}-1 \mathscr{H}}  \tag{35}\\
& \cdot \mathscr{F}_{\mathscr{F}_{j-1}^{+}}^{9_{j}} m_{1}\left(\mathscr{T}_{\jmath}, r\left(\mathscr{T}_{j}\right)\right)-\mathscr{H}_{\mathscr{S}_{\mathscr{T}_{j-1}}^{9_{j}}}^{9_{1}} m_{1}(t, r(t)),
\end{align*}
$$

Then, the solution of the Hadamard COFBVP (30) is given by

$$
\begin{align*}
& r(t)=\left(\log \frac{\mathscr{T}_{J}}{\mathscr{T}_{ر-1}}\right)^{1-\vartheta_{ر}}\left(\log \frac{t}{\mathscr{T}_{\jmath-1}}\right)^{\vartheta_{,},-1} \frac{1}{\Gamma\left(\mathcal{\vartheta}_{\jmath}\right)} \\
& \int_{\mathscr{T}_{f-1}}^{\mathscr{S}_{J}}\left(\log \frac{\mathscr{T}_{j}}{s}\right)^{g_{j}-1} \frac{m_{1}(s, r(s))}{s} \\
& d s-\frac{1}{\Gamma\left(\vartheta_{\jmath}\right)} \int_{\widetilde{J}_{\rho-1}}^{t}\left(\log \frac{t}{s}\right)^{9_{1},-1} \frac{m_{1}(s, r(s))}{s} \\
& d s=\frac{1}{\Gamma\left(\vartheta_{J}\right)}\left[\int _ { \mathscr { T } _ { J - 1 } } ^ { t } \left[\left(\log \frac{\mathscr{T}_{J}}{\mathscr{T}_{J-1}}\right)^{1-\vartheta_{j}}\left(\log \frac{t}{\mathscr{T}_{J-1}}\right)^{9_{i}-1}\right.\right. \\
& \left.\left(\log \frac{\mathscr{T}_{j}}{s}\right)^{q_{1}-1}-\left(\log \frac{t}{s}\right)^{\theta^{9,-1}}\right] \frac{m_{1}(s, r(s))}{s} \\
& \left.d s+\int_{t}^{\mathscr{T}_{J}}\left(\log \frac{\mathscr{T}_{J}}{\mathscr{T}_{j-1}}\right)^{1-\vartheta_{,}}\left(\log \frac{t}{\mathscr{T}_{J-1}}\right)^{\vartheta_{j}-1}\left(\log \frac{\mathscr{T}_{J}}{s}\right)^{\vartheta^{,-1}} \frac{m_{1}(s, r(s))}{s} d s\right], \tag{36}
\end{align*}
$$

and the continuity property of the Green function gives

$$
\begin{equation*}
r(t)=\int_{\mathscr{T}_{ر-1}}^{\mathscr{T}_{ر}} \frac{1}{s} \mathbb{G}_{j}(t, s) m_{1}(s, r(s)) d s, \quad t \in \mathscr{U}_{j} . \tag{37}
\end{equation*}
$$

Conversely, let $r \in \mathscr{E}$, be the integral equation's (31) solution. Because of the continuity of $(\log t)^{\beta} m_{1}$ and by Lemma 2, it is simply verified that $r$ satisfies the Hadamard COFBVP (30) solution.

Proposition 14. Assume that $(\log t)^{\beta} m_{1},(0 \leq \beta \leq 1)$ belongs to $\mathscr{C}(\mathscr{U} \times \mathcal{S}, \mathcal{S})$ and $\mathcal{\vartheta}(t): \mathscr{U} \longrightarrow(1,2]$ satisfies $(H 1)$. Then, $\mathbb{G}_{j}(t, s)$ given by (32) satisfy the following: $\left(j \in \mathbb{N}_{1}^{n}\right)$
(1) $0 \leq \mathbb{G}_{j}(t, s), \forall \mathscr{T}_{j-1} \leq t, s \leq \mathscr{T}_{\text {, }}$
(2) $\max _{t \in \mathcal{U}_{j}} \mathbb{G}_{j}(t, s)=\mathbb{G}_{j}(s, s), s \in \mathcal{U}_{j}$
(3) $\mathbb{G}_{j}(s, s)$ has a maximum value uniquely given by

$$
\begin{equation*}
\max _{s \in \mathcal{U}_{j}} \mathbb{G}_{j}(s, s)=\frac{1}{\Gamma\left(\vartheta_{j}\right)}\left(\frac{\log \mathscr{T}_{j}-\log \mathscr{T}_{-1}}{4}\right)^{\vartheta_{j}-1} \tag{38}
\end{equation*}
$$

where $\jmath=1,2, \cdots, n$
Proof. Let $\quad \varphi(t, s)=\left(\log \left(\mathscr{T}_{j} / \mathscr{T}_{j-1}\right)\right)^{1-9,}$ $\left[\left(\log \left(t / \mathscr{T}_{j-1}\right)\right)\left(\log \left(\mathscr{T}_{j} / s\right)\right)\right]^{9,-1}-(\log (t / s))^{9_{j}-1}$. We see that

$$
\begin{align*}
& \varphi_{t}(t, s)=\left(\frac{\mathcal{O}_{j}-1}{t}\right)\left(\log \frac{\mathscr{T}_{j}}{\mathscr{T}_{j-1}}\right)^{1-\mathcal{\vartheta}_{j}}\left(\log \frac{\mathscr{T}_{j}}{s}\right)^{\mathscr{\vartheta}_{\rho}-1}\left(\log \frac{t}{\mathscr{T}_{j-1}}\right)^{\vartheta_{,}-2} \\
& -\left(\frac{\vartheta_{j}-1}{t}\right)\left(\log \frac{t}{s}\right)^{\vartheta_{j}-2} \leq\left(\frac{\vartheta_{j}-1}{t}\right)\left(\log \frac{\mathscr{T}_{j}}{s}\right)^{1-\vartheta_{j}} \\
& \cdot\left(\log \frac{\mathscr{T}_{j}}{s}\right)^{\vartheta_{,}-1}\left(\log \frac{t}{s}\right)^{\vartheta_{,},-2}-\left(\frac{\mathcal{\vartheta}_{j}-1}{t}\right)\left(\log \frac{t}{s}\right)^{\vartheta_{,}-2}=0 \text {, } \tag{39}
\end{align*}
$$

which means that $\varphi(t, s)$ is nonincreasing w.r.t $t$, so $\varphi(t, s)$ $\geq \varphi\left(\mathscr{T}_{j}, s\right)=0$, for $\mathscr{T}_{j-1} \leq s \leq t \leq \mathscr{T}_{j}$. Thus, $0 \leq \mathbb{G}_{j}(t, s)$ for any $\mathscr{T}_{j-1} \leq t, s \leq \mathscr{T}_{\jmath}, \jmath=1, \cdots, n$.

Since $\varphi(t, s)$ is nonincreasing w.r.t $t$, then $\varphi(t, s) \leq \varphi(s, s)$ for $\mathscr{T}_{j-1} \leq s \leq t \leq \mathscr{T}_{\text {. }}$.

On the other hand, for $\mathscr{T}_{j-1} \leq t \leq s \leq \mathscr{T}_{j}$, we get

$$
\begin{align*}
& \left(\log \left(\frac{\mathscr{T}_{j}}{\mathscr{T}_{j-1}}\right)\right)^{1-\vartheta_{j}}\left(\log \left(\frac{t}{\mathscr{T}_{j-1}}\right) \log \left(\frac{\mathscr{T}_{j}}{s}\right)\right)^{\vartheta_{j}-1} \\
& \leq\left(\log \left(\frac{\mathscr{T}_{j}}{\mathscr{T}_{j-1}}\right)\right)^{1-\vartheta_{j}}\left(\log \left(\frac{s}{\mathscr{T}_{j-1}}\right) \log \left(\frac{\mathscr{T}_{j}}{s}\right)\right)^{\vartheta_{j}-1} \tag{40}
\end{align*}
$$

These confirm that $\max _{t \in\left[\mathscr{T}_{j-1}, \mathscr{T}_{j}\right]} \mathbb{G}_{j}(t, s)=\mathbb{G}_{j}(s, s), s \in[$ $\left.\mathscr{T}_{j-1}, \mathscr{T}_{j}\right], j=1, \cdots, n$.

Further, we verify (3) of Proposition 14. Clearly, the maximum points of $\mathbb{G}_{j}(s, s)$ are not $\mathscr{T}_{j-1}$ and $\mathscr{T}_{\jmath}, \jmath=\in \mathbb{N}_{1}^{n}$. For $s \in\left[\mathscr{T}_{j-1}, \mathscr{T}_{j}\right], j=1, \cdots, n$, we have

$$
\begin{align*}
\frac{d \mathbb{G}_{j}(s, s)}{d s}= & \left(\frac{\mathcal{\vartheta}_{j}-1}{s}\right)\left(\log \frac{\mathscr{T}_{j}}{\mathscr{T}_{j-1}}\right)^{1-\vartheta_{j}}\left(\log \frac{s}{\mathscr{T}_{j-1}}\right)^{\vartheta_{,}-2} \\
& \cdot\left(\log \frac{\mathscr{T}_{j}}{s}\right)^{\vartheta_{,}-2}\left[\left(\log \frac{\mathscr{T}_{j}}{s}\right)-\left(\log \frac{s}{\mathscr{T}_{j-1}}\right)\right], \\
= & \left(\frac{\mathcal{\vartheta}_{j}-1}{s}\right)\left(\log \frac{\mathscr{T}_{j}}{\mathscr{T}_{j-1}}\right)^{1-\vartheta_{j}}\left(\log \frac{s}{\mathscr{T}_{j-1}}\right)^{\vartheta_{,}-2} \\
& \cdot\left(\log \frac{\mathscr{T}_{j}}{s}\right)^{\mathcal{\vartheta}_{j}-2}\left[\log \left(\mathscr{T}_{j} \mathscr{T}_{j-1}\right)-\log \left(s^{2}\right)\right] \tag{41}
\end{align*}
$$

which indicates that the maximum points of $\mathbb{G}_{j}(s, s)$ is $s=\sqrt{\mathscr{T}_{j} \mathscr{T}_{j-1}}, j=1, \cdots, n$.

Hence, for $\jmath=1, \cdots, n$,

$$
\begin{align*}
\max _{s \in\left[\mathscr{T}_{j-1}, \mathscr{T}_{\jmath}\right]} \mathbb{G}_{j}(s, s) & =\mathbb{G}_{j}\left(\sqrt{\mathscr{T}_{j} \mathscr{T}_{j-1}}, \sqrt{\mathscr{T}_{\jmath} \mathscr{T}_{j-1}}\right) \\
& =\frac{1}{\Gamma\left(\mathcal{\vartheta}_{j}\right)}\left(\frac{1}{4} \log \frac{\mathscr{T}_{j}}{\mathscr{T}_{j-1}}\right)^{\vartheta_{j}-1} \\
& =\frac{1}{\Gamma\left(\vartheta_{j}\right)}\left(\frac{\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}}{4}\right)^{\vartheta_{,}-1} . \tag{42}
\end{align*}
$$

This shows the completion of the proof.
The existence criterion of solutions for the Hadamard VOFBVP (1) in this work depends on the hypotheses of Theorem 10 which we investigate them in this position.

Theorem 15. Suppose that both (H1) and (H2) hold, and
$\frac{K\left(\left(\log \mathscr{T}_{j}\right)^{1-\beta}-\left(\log \mathscr{T}_{j-1}\right)^{1-\beta}\right)\left(\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}\right)^{\vartheta_{j}-1}}{4^{9_{,}-1}(1-\beta) \Gamma\left(\vartheta_{j}\right)}<1$.

Then, there is a solution to the Hadamard VOFBVP (1) on $\mathscr{U}$.

Proof. We construct the operator

$$
\begin{equation*}
\mathscr{Z}: \mathscr{E}_{j} \longrightarrow \mathscr{E}_{j} \tag{44}
\end{equation*}
$$

by

$$
\begin{equation*}
\mathscr{X r}(t)=\int_{\mathscr{T}_{j-1}}^{\mathscr{J}_{J}} \frac{1}{s} \mathbb{G}_{j}(t, s) m(s, r(s)) d s, t \in \mathscr{U}_{\jmath} . \tag{45}
\end{equation*}
$$

Some properties of fractional integrals along with the continuity for the function $(\log )^{\beta} m_{1}$ imply that the operator $\mathscr{Z}: \mathscr{E}, \longrightarrow \mathscr{E}$, defined in (45) is well-defined.

Let $\exists R_{\jmath}>0$ so that

with

$$
\begin{equation*}
m^{\star}=\sup _{t \in \mathscr{U}_{j}}\left\|m_{1}(t, 0)\right\| \tag{47}
\end{equation*}
$$

Let us consider the following set:

$$
\begin{equation*}
B_{R_{j}}=\left\{r \in \mathscr{E}_{j},\|r\|_{\mathscr{E}_{j}} \leq R_{j}\right\} . \tag{48}
\end{equation*}
$$

Clearly $B_{R_{,}} \neq \varnothing$ contains all three properties of the convexity, boundedness, and closedness.

We shall show that $\mathscr{Z}$ satisfies Theorem 10 in four stages.

Step A. Claim: $\mathscr{L}\left(B_{R_{J}}\right) \subseteq\left(B_{R_{,}}\right)$. For $r \in B_{R_{j}}$, by Proposition 14 and (H2), we get

$$
\begin{align*}
& \|\mathscr{Z} r(t)\|=\left\|\int_{\mathscr{T}_{j-1}}^{\mathscr{T}_{,}} \frac{1}{s} \mathbb{G}_{j}(t, x) m_{1}(s, r(s)) d s\right\| \\
& \leq \int_{\mathscr{T}_{j-1}}^{\mathscr{F}_{,}} \frac{1}{s} \mathbb{G}_{j}(t, s)\left\|m_{1}(s, r(s))\right\| \\
& \cdot d s \leq \frac{1}{\Gamma\left(\vartheta_{j}\right)}\left(\frac{\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}}{4}\right)^{9_{j}-1} \\
& \cdot \int_{\mathscr{J}_{ر-1}}^{\mathscr{S}_{,}} \frac{1}{s}\left\|m_{1}(s, r(s))\right\| d s \leq \frac{1}{\Gamma\left(\vartheta_{j}\right)} \\
& \cdot\left(\frac{\log \mathscr{T}_{ر}-\log \mathscr{T}_{ر-1}}{4}\right)^{\mathcal{Q}_{,-1}} \int_{\mathscr{T}_{f-1}}^{\mathscr{T}_{,}} \frac{1}{s} \| m_{1}(s, r(s)) \\
& -m_{1}(s, 0) \| d s+\frac{1}{\Gamma\left(\vartheta_{j}\right)}\left(\frac{\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}}{4}\right)^{9_{,}-1} \\
& \cdot \int_{\mathscr{T}_{\jmath-1}}^{\mathscr{J}_{,}} \frac{1}{s}\left\|m_{1}(s, 0)\right\| d s \leq \frac{1}{\Gamma\left(\vartheta_{j}\right)}\left(\frac{\log \mathscr{T}_{J}-\log \mathscr{T}_{\jmath-1}}{4}\right)^{\vartheta_{,}-1} \\
& \cdot \int_{\mathscr{T}_{-1}}^{\mathscr{F}_{1}} \frac{1}{s}(\log s)^{-\beta}(K\|r(s)\|) d s+\frac{m^{\star}\left(\log \mathscr{T}_{j}-\log \mathscr{F}_{j-1}\right)^{\vartheta_{1}}}{4^{9,-1} \Gamma\left(\vartheta_{\jmath}\right)} \\
& \leq \frac{K}{\Gamma\left(\mathcal{\vartheta}_{j}\right)}\left(\frac{\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}}{4}\right)^{\vartheta_{,-1}}\|r\|_{\mathscr{S}_{j}} \int_{\mathscr{T}_{\jmath-1}}^{\mathscr{J}_{,}} \frac{1}{s}(\log s)^{-\beta} \\
& \cdot d s+\frac{m^{\star}\left(\log \mathscr{T}_{ر}-\log \mathscr{T}_{ر-1}\right)^{9_{j}}}{4^{9,-1} \Gamma\left(\vartheta_{\jmath}\right)} \leq \frac{K}{\Gamma\left(\mathcal{Y}_{\jmath}\right)}\left(\frac{\log \mathscr{T}_{j}-\log \mathscr{T}_{ر-1}}{4}\right)^{\mathscr{9}_{,-1}} \\
& \cdot R_{\mu}\left(\frac{\left(\log \mathscr{T}_{\jmath}\right)^{1-\beta}-\left(\log \mathscr{T}_{j-1}\right)^{1-\beta}}{1-\beta}\right)+\frac{m^{\star}\left(\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}\right)^{9^{\prime}}}{4^{9,-1} \Gamma\left(\vartheta_{j}\right)} \\
& \leq \frac{K\left(\left(\log \mathscr{T}_{J}\right)^{1-\beta}-\left(\log \mathscr{T}_{j-1}\right)^{1-\beta}\right)\left(\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}\right)^{\mathscr{Y}^{\prime,-1}}}{4^{9_{,}-1}(1-\beta) \Gamma\left(\vartheta_{J}\right)} \\
& R_{j}+\frac{m^{\star}\left(\log \mathscr{T}_{,}-\log \mathscr{T}_{j-1}\right)^{9_{j}}}{4^{9_{,}-1} \Gamma\left(\vartheta_{j}\right)} \leq R_{\jmath}, \tag{49}
\end{align*}
$$

which means that $\mathscr{E}\left(B_{R_{j}}\right) \subseteq B_{R_{j}}$.
Step B. Claim: $\mathscr{E}$ is continuous.
The sequence $\left(r_{n}\right)$ is supposed to be convergent to $r$ in $\mathscr{E}$, and $t \in \mathscr{U}_{j}$. Then,

$$
\begin{align*}
& \left\|\left(\mathscr{Z} r_{n}\right)(t)-(\mathscr{Z} r)(t)\right\| \leq \int_{\mathscr{T}_{j-1}}^{\mathscr{T}} \frac{1}{s} \mathbb{G}_{j}(t, s)\left\|m_{1}\left(s, r_{n}(s)\right)-m_{1}(s, r(s))\right\| d s \\
& \leq \frac{1}{\Gamma\left(\vartheta_{j}\right)}\left(\frac{\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}}{4}\right)^{\vartheta_{j}-1} \int_{\mathscr{T}_{j-1}}^{\mathscr{T}_{ر}} \frac{1}{s}\left\|m_{1}\left(s, r_{n}(s)\right)-m_{1}(s, r(s))\right\| d s \\
& \leq \frac{1}{\Gamma\left(\vartheta_{j}\right)}\left(\frac{\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}}{4}\right)^{\vartheta_{j}-1} \int_{\mathscr{T}_{j-1}}^{\mathscr{T}_{j}} \frac{1}{s}(\log s)^{-\beta}\left(K\left\|r_{n}(s)-r(s)\right\|\right) d s \\
& \leq \frac{1}{\Gamma\left(\vartheta_{j}\right)}\left(\frac{\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}}{4}\right)^{\vartheta_{j}-1}\left(K\left\|r_{n}-y\right\|_{\mathscr{G}_{\jmath}}\right) \int_{\mathscr{T}_{j-1}}^{\mathscr{T}_{j}} \frac{1}{s}(\log s)^{-\beta} d s \\
& \leq \frac{K\left(\left(\log \mathscr{T}_{j}\right)^{1-\beta}-\left(\log \mathscr{T}_{j-1}\right)^{1-\beta}\right)\left(\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}\right)^{\vartheta_{j}-1}}{4^{\vartheta_{j}^{-1}}(1-\beta) \Gamma\left(\vartheta_{j}\right)}\left\|r_{n}-r\right\|_{\mathscr{G}_{j}}, \tag{50}
\end{align*}
$$

i.e., we get

$$
\begin{equation*}
\left\|\left(\mathscr{L} r_{n}\right)-(\mathscr{L} r)\right\|_{\mathscr{G}} \longrightarrow 0 \text { as } n \longrightarrow \infty \tag{51}
\end{equation*}
$$

and the correctness of the claim in this step is confirmed for $Z$.
Step C. Claim: $\mathscr{Z}$ is bounded and equicontinuous.
From A, $\mathscr{Z}\left(B_{R_{,}}\right)=\left\{\mathscr{Z}(r): r \in B_{R_{,}}\right\} \subset B_{R_{j}}$; thus, for each $r \in B_{R_{j}}$, we get $\|\mathscr{Z}(r)\|_{\mathscr{E},} \leq R_{j}$; in other ways, it means that $\mathscr{L}\left(B_{R,}\right)$ is bounded. It remains to check the equicontinuity of $\mathscr{Z}\left(B_{R_{,}}\right)$.

Now, $\forall t_{1}<t_{2} \in \mathscr{U}_{\rho}, t_{1}<t_{2}$ and $r \in B_{R_{j}}$, we write

$$
\begin{align*}
& \left\|(\mathscr{X} r)\left(t_{2}\right)-(\mathscr{X} r)\left(t_{1}\right)\right\|=\| \int_{\mathscr{J}_{J-1}}^{\mathscr{J}_{j}} \frac{1}{s} \mathbb{G}_{J}\left(t_{2}, s\right) m_{1}(s, r(s)) \\
& \cdot d s-\int_{\mathscr{T}_{\rho-1}}^{\mathscr{T}_{,}} \frac{1}{s} \mathbb{G}_{j}\left(t_{1}, s\right) m_{1}(s, r(s)) d s \| \leq \int_{\mathscr{T}_{f-1}}^{\mathscr{S}_{,}} \\
& \cdot \frac{1}{s}\left\|\left(\mathbb{G}_{J}\left(t_{2}, s\right)-\mathbb{G}_{j}\left(t_{1}, s\right)\right) m_{1}(s, r(s))\right\| \\
& \cdot d s \leq \int_{\mathscr{T}_{\rho-1}}^{\mathscr{J}_{,}} \frac{1}{s}\left\|\mathbb{G}_{j}\left(t_{2}, s\right)-\mathbb{G}_{j}\left(t_{1}, s\right)\right\|\left\|m_{1}(s, r(s))\right\| \\
& \cdot d s \leq \int_{\mathscr{T}_{f-1}}^{\mathcal{T}_{1}} \frac{1}{s}\left\|\mathbb{G}_{j}\left(t_{2}, s\right)-\mathbb{G}_{i}\left(t_{1}, s\right)\right\|\left(\left\|m_{1}(s, r(s))-m_{1}(s, 0)\right\|\right. \\
& \left.+\left\|m_{1}(s, 0)\right\|\right) d s \leq \int_{\mathscr{T}_{j-1}}^{\mathscr{S}_{,}} \frac{1}{s}\left\|\mathbb{G}_{j}\left(t_{2}, s\right)-\mathbb{G}_{j}\left(t_{1}, s\right)\right\| \\
& \cdot\left[(\log s)^{-\beta}(K\|r(s)\|)+m^{*}\right] d s \leq \int_{\mathscr{F}_{-1}}^{\mathcal{S}_{1}}\left\|\mathbb{G}_{j}\left(t_{2}, s\right)-\mathbb{G}_{j}\left(t_{1}, s\right)\right\| \\
& \cdot\left[\frac{1}{s}(\log s)^{-\beta}\left(K\|r\|_{\mathscr{O}_{1}}\right)+\frac{1}{s} m^{\star}\right] d s \leq \frac{K\left(\log \mathscr{T}_{-1}\right)^{-\beta}}{\mathscr{T}_{ر-1}}\|r\|_{\mathscr{F}_{,}} \\
& \cdot \int_{\mathscr{T}_{f-1}}^{\mathscr{J}_{\jmath}}\left\|\mathbb{G}_{j}\left(t_{2}, s\right)-\mathbb{G}_{j}\left(t_{1}, s\right)\right\| d s+\frac{m^{\star}}{\mathscr{T}_{j-1}} \int_{\mathscr{T}_{l-1}}^{\mathscr{T}_{l}}\left\|\mathbb{G}_{j}\left(t_{2}, s\right)-\mathbb{G}_{j}\left(t_{1}, s\right)\right\| d s, \tag{52}
\end{align*}
$$

using the continuity of $G$. Hence, $\left\|(\mathscr{L} r)\left(t_{2}\right)-(\mathscr{L} r)\left(t_{1}\right)\right\|_{\mathscr{E}}$ $\longrightarrow 0$ as $\left|t_{2}-t_{1}\right| \longrightarrow 0$. It yields that $\mathscr{E}\left(B_{R_{J}}\right)$ is equicontinuous.

Step D. Claim: $\mathscr{Z}$ is k-set contraction.
This time, let $\mathscr{W} \in B_{R_{,}}$and $t \in \mathscr{U}_{j}$. So,

$$
\begin{align*}
\Phi(\mathscr{Z}(\mathscr{W})(t)) & =\Phi((\mathscr{X} r)(t), r \in \mathscr{W}) \\
& \leq\left\{\int_{\mathscr{T}_{f-1}}^{\mathscr{J},} \frac{1}{s} \mathbb{G}_{f}(t, s) \Phi m_{1}(s, r(s)) d s \quad r \in \mathscr{W}\right\} . \tag{53}
\end{align*}
$$

Remark 11 indicates that

$$
\begin{aligned}
& \Phi(\mathscr{X}(\mathscr{W})(t)) \leq\left\{\int_{\mathscr{J}_{j-1}}^{\mathscr{J}_{,}} \frac{1}{s} \mathbb{G}_{j}(t, s)[K \Phi(\{r(s), r \in \mathscr{W}\})]\right\} \\
& \leq\left\{\frac{1}{\Gamma\left(⿹_{\jmath}\right)}\left(\frac{\log \mathscr{T}_{ر}-\log \mathscr{T}_{\jmath-1}}{4}\right)^{9_{1},-1}\left[K \widehat{\Phi}(\mathscr{W}) \int_{\mathscr{J}_{\jmath-1}}^{\mathscr{S}_{,}} \frac{1}{s}(\boldsymbol{\operatorname { l o g s }})^{-\beta} d s\right], r \in \mathscr{W}\right\}
\end{aligned}
$$

for any $s \in \mathscr{U}_{j}$.

Therefore,
$\widehat{\Phi}(\mathscr{Z} \mathscr{W}) \leq \frac{K\left(\left(\log \mathscr{T}_{j}{ }^{1-\beta}\right)-\left(\log \mathscr{T}_{j-1}{ }^{1-\beta}\right)\right)\left(\log \mathscr{T}_{j}-\log \mathscr{T}_{j-1}\right)^{9,-1}}{4^{9,-1}(1-\beta) \Gamma\left(\vartheta_{\jmath}\right)} \widehat{\Phi}(\mathscr{W})$.

Consequently by (43), we deduce that $\mathscr{Z}$ admits a set contraction.

The conclusion of Theorem 10 gives this result that the Hadamard COFBVP (30) involves at least a solution $\widetilde{r}_{j}$ in $B_{R_{j}}$.

Assume that

$$
r_{j}= \begin{cases}0, & t \in\left[1, \mathscr{T}_{j-1}\right]  \tag{56}\\ \tilde{r}_{j}, & t \in \mathscr{U}_{j} .\end{cases}
$$

We know that $r_{j} \in \mathscr{C}([1, \mathscr{T}], \mathcal{S})$ defined by (56) satisfies equation

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}}\left(\int_{1}^{\mathscr{V}_{1}} \frac{(t-s)^{1-\vartheta_{1}}}{\Gamma\left(2-\vartheta_{1}\right)} r_{j}(s) d s+\cdots+\int_{\mathscr{F}_{j-1}}^{t} \frac{(t-s)^{1-\vartheta_{j}}}{\Gamma\left(2-\vartheta_{j}\right)} r_{j}(s) d s\right)+m_{1}\left(s, r_{j}(s)\right)=0, \tag{57}
\end{equation*}
$$

for $t \in \mathscr{U}_{\rho}$, which implies that $r_{\text {}}$ is regarded as a solution for (28) along with $r_{j}(1)=0$ and $r_{j}\left(\mathscr{T}_{j}\right)=\tilde{r}_{j}\left(\mathscr{T}_{j}\right)=0$.

Then,

$$
r(t)\left\{\begin{array}{l}
r_{1}(t), t \in \mathscr{U}_{1},  \tag{58}\\
r_{2}(t)= \begin{cases}0, & t \in \mathscr{U}_{1}, \\
\tilde{x}_{2}, & t \in \mathscr{U}_{2},\end{cases} \\
\cdot \\
r_{j}(t)= \begin{cases}0, & t \in\left[1, \mathscr{T}_{j-1}\right], \\
\tilde{r}_{j,} & t \in \mathscr{U}_{j}\end{cases}
\end{array}\right.
$$

gives the solution for the Hadamard VOFBVP (1) and this completes the argument.

## 4. Ulam-Hyers-Rassias Stability

The stability issue has gained substantially important attention in several research fields through applications. There are many kinds of stability; one of them is the stability introduced by Ulam in 1940. Since then, the problem is known as Ulam-Hyers stability or simply Ulam stability. Later, other generalizations of this notion were introduced by other researchers. Its applications for many types of equations have been investigated by many mathematicians. Ben Makhlouf [32] derived sufficient conditions of different types of stability such as uniform stability, Mittag-Leffler stability, and asymptotic uniform stability for a nonlinear Caputo fraction BVP via a method with respect to Lyapunov-like
functions. Ahmad et al. [33] investigated the notion of stability for a nonlinear coupled implicit switched singular fractional differential system with $p$-Laplacian operator. Now, we aim to accomplish an argument regarding the UHRS stability of the given Hadamard VOFBVP (1) in the framework of Theorem 17.

Definition 16 (see [34]). Let $\mathrm{Q} \in \mathscr{C}(\mathscr{U}, \mathcal{S})$. Then, the Hadamard VOFBVP (1) is Ulam-Hyers-Rassias stable (UHRS) w.r.t $\varrho$ if $\exists c_{m}>0$, so that $\forall \epsilon>0$ and for every solution $\varsigma \in$ $\mathscr{C}(\mathscr{U}, \mathcal{S})$ of

$$
\begin{equation*}
\left\|\mathscr{H} \mathfrak{D}_{1^{+}}^{\vartheta(t)} \varsigma(t)-\left(-m_{1}(t, \varsigma(t))\right)\right\| \leq \epsilon \varrho(t), \quad t \in \mathscr{U} \tag{59}
\end{equation*}
$$

$\exists$ a solution $r \in \mathscr{C}(\mathscr{U}, \mathcal{S})$ of (1) with

$$
\begin{equation*}
\|\varsigma(t)-r(t)\| \leq c_{m} \epsilon \varrho(t) . \tag{60}
\end{equation*}
$$

Theorem 17. Let both (H1) and (H2) along with (43) hold. Also,
(H3) Let $\varrho \in \mathscr{C}\left(\mathscr{U}_{\jmath}, \mathcal{S}\right)$ is a increasing function and $\exists$ $\lambda_{\mathrm{e}}>0$ provided

$$
\begin{equation*}
\mathscr{H}_{\mathcal{F}_{\mathscr{T}_{j-1}}^{\vartheta_{j}} \mathrm{Q}(t) \leq \lambda_{\mathrm{Q}(t)} \mathrm{Q}(t) \text {, for any } t \in \mathscr{U}_{j} . ~ . ~}^{\text {. }} \tag{61}
\end{equation*}
$$

Then, the Hadamard VOFBVP (1) is UHRS stable w.r.t the function $@$.

Proof. Assume that $\epsilon>0$ is chosen arbitrarily and $\varsigma$ from $\varsigma$ $\in \mathscr{C}\left(U_{\jmath}, \mathbb{R}\right)$ satisfies (59). Now, $\forall \jmath \in \mathbb{N}_{1}^{n}$, the following are defined: $\varsigma_{1}(t) \equiv \varsigma(t), t \in\left[1, \mathscr{T}_{1}\right]$ and for $\jmath=2,3, \cdots, n$ :

$$
\varsigma_{j}(t)= \begin{cases}0, & t \in\left[0, \mathscr{T}_{j-1}\right]  \tag{62}\\ \varsigma(t), & t \in \mathscr{U}_{j} .\end{cases}
$$

Taking $\mathscr{H}_{\mathscr{J}_{\mathscr{J}_{j-1}^{+1}}^{9_{j}}}$ on both sides (59), we get

$$
\begin{align*}
& \left\|\varsigma(t)-\left(-\int_{\mathscr{T}_{\mathcal{F}-1}}^{\mathscr{T}_{\mathcal{I}}} \frac{1}{s} \mathbb{G}_{\mathscr{F}}(t, s) m_{1}(s, \varsigma(s)) d s\right)\right\|  \tag{63}\\
& \leq \frac{\epsilon}{\Gamma\left(\vartheta_{\mathscr{F}}\right)} \int_{\mathscr{T}_{\mathcal{I}-1}}^{t} \frac{1}{s}\left(\log \frac{t}{s}\right)^{\vartheta_{\mathcal{J}}-1} \mathrm{Q}(s) d s \leq \epsilon \lambda_{\mathrm{Q}(t)} \mathrm{Q}(t)
\end{align*}
$$

According to the argument above, the Hadamard VOFBVP (1) involves a solution $r \in \mathscr{C}(\mathscr{U}, \mathbb{R})$ formulated as $r(t)=r_{\mathscr{F}}(t)$ for $t \in \mathscr{U}_{\mathscr{I}}, \in \mathbb{N}_{1}^{n}$, in which

$$
r_{j}=\left\{\begin{array}{cc}
0, & t \in\left[0, \mathscr{T}_{\mathcal{F}-1}\right]  \tag{64}\\
\tilde{r}_{j}, & t \in \mathscr{U}_{\mathscr{F}},
\end{array}\right\}
$$

and $\tilde{r}_{\mathscr{F}} \in \mathscr{E}_{\mathscr{F}}$ is a solution of the Hadamard COFBVP (30).

In accordance with Lemma 13, we have

Suppose that $t \in \mathscr{U}_{\mathscr{F}},=1,2, \cdots, n$. Then, by equations (64) and (65), we get

$$
\begin{equation*}
\cdot\left\|\varsigma_{\mathscr{F}}-\tilde{r}_{\mathcal{F}}\right\|_{\mathcal{G}_{\mathcal{F}}} \leq \lambda_{\mathrm{Q}(t)} € \mathrm{Q}(t)+\mu\|\varsigma-r\|, \tag{66}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu=\max _{\mathcal{J}_{\mathcal{I}, 2, \cdots, n}} \frac{K\left(\left(\log \mathscr{T}_{\mathcal{I}}\right)^{1-\beta}-\left(\log \mathscr{T}_{\mathcal{I}-1}\right)^{1-\beta}\right)\left(\log \mathscr{T}_{\mathcal{J}}-\log \mathscr{T}_{\mathcal{J}-1}\right)^{9_{\mathcal{J}}-1}}{(1-\beta) 4^{9_{\mathcal{J}-1}} \Gamma\left(\mathcal{\vartheta}_{\mathcal{J}}\right)} . \tag{67}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\|\varsigma-r\|(1-\mu) \leq \lambda_{\mathrm{Q}(t)} \epsilon \mathrm{Q}(t) \tag{68}
\end{equation*}
$$

and so by assuming $c_{m_{1}}:=\lambda_{\mathrm{Q}(t)} /(1-\mu)$,

$$
\begin{equation*}
\|\varsigma(t)-r(t)\| \leq \frac{\lambda_{\mathrm{e}(t)} \mathrm{\varrho}(t)}{(1-\mu)} \epsilon:=c_{m_{1}} \epsilon \mathrm{Q}(t) . \tag{69}
\end{equation*}
$$

Therefore, the Hadamard VOFBVP (1) is UHRS stable w.r.t $\varrho$. This result completes the proof.

$$
\begin{aligned}
& \|\varsigma(t)-r(t)\|=\left\|\varsigma(t)-r_{\mathcal{I}}(t)\right\|=\left\|\varsigma_{\mathcal{I}}(t)-\tilde{r}_{\mathcal{I}}(t)\right\| \\
& =\left\|\varsigma_{\mathcal{J}}(t)-\int_{\mathscr{F}_{\mathcal{J}-1}}^{\mathscr{S}_{\mathcal{J}}} \frac{1}{s} \mathbb{G}_{\mathcal{J}}(t, s) m_{1}\left(s, \tilde{r}_{\mathcal{J}}(s)\right) d s\right\| \leq \| \varsigma_{\mathcal{J}}(t)-\int_{\mathscr{J}_{\mathcal{J}-1}}^{\mathscr{\mathscr { G }}_{\mathcal{J}}} \\
& \cdot \frac{1}{s} \mathbb{G}_{\mathcal{F}}(t, s) m_{1}\left(s, \varsigma_{\mathcal{J}}(s)\right) d s\left\|+\int_{\mathscr{J}_{\mathcal{J}}-1}^{\mathcal{G}_{\mathcal{J}}} \frac{1}{s} \mathbb{G}_{\mathcal{F}}(t, s)\right\| m_{1}\left(s, \varsigma_{\mathcal{J}}(s)\right) \\
& -m_{1}\left(s, \tilde{r}_{\mathscr{J}}(s)\right)\|d s \leq\| \varsigma_{\mathcal{F}}(t)+\int_{\mathscr{F}_{-1}}^{\mathscr{T}_{\mathcal{I}}} \frac{1}{s} \mathbb{G}_{\mathcal{F}}(t, s) m_{1}\left(s, \varsigma_{\mathcal{F}}(s)\right) \\
& \cdot d s\left\|+\int_{\mathscr{T}_{\mathcal{J}-1}}^{\mathscr{T}_{\mathcal{J}}} \frac{1}{s} \mathbb{G}_{\mathcal{F}}(t, s)\right\| m_{1}\left(s, \varsigma_{\mathcal{F}}(s)\right)-m_{1}\left(s, \widetilde{\tilde{r}}_{\mathcal{F}}(s)\right) \| \\
& \cdot d s \leq \lambda_{\mathrm{Q}(t)} \epsilon \mathrm{Q}(t)+\frac{1}{\Gamma\left(\mathfrak{\vartheta}_{\mathcal{F}}\right)}\left(\frac{\log \mathscr{T}_{\mathcal{F}}-\log \mathscr{T}_{\mathcal{F}-1}}{4}\right)^{\vartheta_{\mathcal{F}}-1} \\
& \cdot \int_{\mathscr{J}_{\mathcal{J}-1}}^{\mathscr{T}_{\mathcal{I}}}(\log s)^{-\beta} \frac{K\left\|\varsigma_{\mathcal{F}}(s)-\tilde{r}_{\mathcal{F}}(s)\right\|}{s} d s \leq \lambda_{\mathrm{e}(t)} \epsilon \mathrm{Q}(t) \\
& +\frac{K}{\Gamma\left(\vartheta_{\mathcal{I}}\right)}\left(\frac{\log \mathscr{T}_{\mathcal{J}}-\log \mathscr{T}_{\mathcal{I}-1}}{4}\right)^{\vartheta_{\mathcal{J}}-1}\left\|\varsigma_{\mathcal{J}}-\tilde{r}_{\mathcal{J}}\right\|_{\mathscr{G}_{\mathcal{J}}} \int_{\mathscr{T}_{\mathcal{J}-1}}^{\mathscr{T}_{\mathcal{J}}} \\
& \cdot \frac{1}{s}(\log s)^{-\beta} d s \leq \lambda_{\mathrm{e}(t)} \in \mathrm{Q}(t) \\
& +\frac{K\left(\left(\log \mathscr{T}_{\mathcal{F}}\right)^{1-\beta}-\left(\log \mathscr{T}_{\mathcal{F}-1}\right)^{1-\beta}\right)\left(\log \mathscr{T}_{\mathcal{F}}-\log \mathscr{T}_{\mathcal{F}-1}\right)^{9_{\mathcal{J}}-1}}{(1-\beta) 4^{9_{\mathcal{F}}-1} \Gamma\left(\vartheta_{\mathcal{F}}\right)}
\end{aligned}
$$

$$
\begin{align*}
& \tilde{r}_{\mathscr{J}}(t)=-\frac{\left(\mathscr{T}_{\mathscr{I}}-\mathscr{T}_{\mathcal{I}-1}\right)^{-1}\left(t-\mathscr{T}_{\mathscr{J}-1}\right)}{\Gamma\left(\vartheta_{\mathscr{F}}\right)} \\
& \cdot \int_{\mathscr{F}_{\mathcal{J}-1}}^{\mathscr{T}_{\mathcal{J}}}\left(\mathscr{T}_{\mathcal{F}}-s\right)^{\mathcal{Y}_{\mathcal{J}-1}} m_{1}\left(s, \tilde{r}_{\mathscr{J}}(s)\right) d s+\frac{1}{\Gamma\left(\vartheta_{\mathcal{F}}\right)}  \tag{65}\\
& \cdot \int_{\mathscr{J}_{\mathcal{J}-1}}^{t}(t-s)^{9_{\mathcal{J}-1}} m_{1}\left(s, \tilde{r}_{\mathcal{J}}(s)\right) d s .
\end{align*}
$$

## 5. Numerical Illustrative Example

Example 2. Consider the Hadamard VOFBVP (based on the VOFBVP (1)) as follows:

$$
\begin{align*}
& \mathscr{H}_{\mathfrak{D}^{+}}^{9(t)} r(t)+\frac{(\log t)^{9(t)}}{\sqrt{\pi}}+\frac{1}{4}(\log t)^{-1 / 4} r(t)=0,  \tag{70}\\
& t \in \mathscr{U}:=[1, e], r(1)=0, r(e)=0 .
\end{align*}
$$

Hence, $\mathscr{T}=e$ and

$$
\begin{gather*}
m_{1}(t, r)=\frac{(\log t)^{9(t)}}{\sqrt{\pi}}+\frac{1}{4}(\log t)^{-1 / 4} r(t), \quad(t, r) \in[1, e] \times[0,+\infty),  \tag{71}\\
\vartheta(t) \begin{cases}1.2, & t \in \mathscr{U}_{1}:=[1,2], \\
1.6, & \left.\left.t \in \mathscr{U}_{2}:=\right] 2, e\right] .\end{cases} \tag{72}
\end{gather*}
$$

Then, we get

$$
\begin{align*}
& (\log t)^{1 / 4}|m(t, r)-m(t, \bar{r})| \\
& =\left|(\log t)^{1 / 4} \frac{(\log t)^{9(t)}}{\sqrt{\pi}}+\frac{1}{4} r(t)-(\log t)^{1 / 4} \frac{(\log t)^{9(t)}}{\sqrt{\pi}}-\frac{1}{4} \bar{r}(t)\right| \\
& \leq \frac{1}{4}|r(t)-\bar{r}(t)| . \tag{73}
\end{align*}
$$

(H2) holds with $\beta=1 / 4$ and $K=1 / 4$.
From (72), the Hadamard VOFBVP (70) is classified into the following:

$$
\begin{cases}\mathscr{H} \mathfrak{D}_{1^{+}}^{1.2} r(t)+\frac{(\log t)^{1.2}}{\sqrt{\pi}}+\frac{1}{4}(\log t)^{-1 / 4} r(t)=0, & t \in \mathscr{U}_{1}  \tag{74}\\ \mathscr{H} \mathfrak{D}_{2^{+}}^{1.6} r(t)+\frac{(\log t)^{1.6}}{\sqrt{\pi}}+\frac{1}{4}(\log t)^{-1 / 4} r(t)=0, \quad t \in \mathscr{U}_{2}\end{cases}
$$

For $t \in \mathscr{U}_{1}$, the Hadamard VOFBVP (70) is equivalent to the Hadamard COFBVP

$$
\begin{cases}\mathscr{H} \mathfrak{D}_{1^{+}}^{1.2} r(t)+\frac{(\log t)^{1.2}}{\sqrt{\pi}}+\frac{1}{4}(\log t)^{-1 / 4} r(t)=0, & t \in \mathscr{U}_{1}  \tag{75}\\ r(1)=0, & r(2)=0\end{cases}
$$

Let us now show that condition (43) is satisfied. Clearly,
the following value is obtained

$$
\begin{align*}
& \frac{K\left(\left(\log \mathscr{T}_{1}\right)^{1-\beta}-\left(\log \mathscr{T}_{0}\right)^{1-\beta}\right)\left(\log \mathscr{T}_{1}-\log \mathscr{T}_{0}\right)^{9_{1}-1}}{4^{9_{1}-1}(1-\beta) \Gamma\left(\vartheta_{1}\right)} \\
& =\frac{1 / 4(\log 2)^{3 / 4}(\log 2)^{0.2}}{\left(4^{0.2}\right) 3 / 4 \Gamma(1.2)} \simeq 0.1941<1 . \tag{76}
\end{align*}
$$

On the other side, let $\mathrm{\varrho}(t)=(\log t)^{1 / 2}$. In this case,

$$
\begin{align*}
\mathscr{H} \mathcal{J}_{1^{+}}^{9_{1}} \mathrm{Q}(t)= & \frac{1}{\Gamma(1.2)} \int_{1}^{2}\left(\log \frac{t}{s}\right)^{1.2-1} \frac{(\log t)^{1 / 2}}{s} \\
& \cdot d s \leq \frac{(\log t)^{1 / 2}}{\Gamma(1.2)} \int_{1}^{2}\left(\log \frac{2}{s}\right)^{0.2}  \tag{77}\\
& \cdot \frac{d s}{s} \leq \frac{(\log 2)^{1.2}}{\Gamma(2.2)}(\log t)^{1 / 2}:=\lambda_{\mathrm{Q}(t)} \mathrm{Q}(t) .
\end{align*}
$$

As a result, (H3) is fulfilled with $\varrho(t)=\sqrt{(\log t)}$ and $\lambda_{\mathrm{e}(t)}=(\log 2)^{1.2} / \Gamma(2.2) \in \mathbb{R}$.

Theorem 15 guarantees the existence of a solution for the Hadamard COFBVP (75) like $r_{1} \in \mathscr{E}_{1}$, and from Theorem 17, the Hadamard constant-order system (75) is UHRS stable. For $t \in \mathscr{U}_{2}$, the Hadamard VOFBVP (70) can be written as the following COFBVP, i.e.,

$$
\begin{cases}\mathscr{H} \mathfrak{D}_{2^{+}}^{1.6} r(t)+\frac{(\log t)^{1.6}}{\sqrt{\pi}}+\frac{1}{4}(\log t)^{-1 / 4} r(t)=0, & t \in \mathscr{U}_{2}  \tag{78}\\ r(2)=0, & r(e)=0 .\end{cases}
$$

We see that

$$
\begin{align*}
& \frac{K\left(\left(\log \mathscr{T}_{2}\right)^{1-\beta}-\left(\log \mathscr{T}_{1}\right)^{1-\beta}\right)\left(\log \mathscr{T}_{2}-\log \mathscr{T}_{1}\right)^{\mathscr{g}_{2}-1}}{4^{9_{2}-1}(1-\beta) \Gamma\left(\vartheta_{2}\right)} \\
& =\frac{1 / 4\left(1-(\log 2)^{3 / 4}\right)(1-\log 2)^{0.6}}{\left(4^{0.6}\right)(3 / 4) \Gamma(1.6)} \simeq 0.0191<1 . \tag{79}
\end{align*}
$$

Accordingly, condition (43) is achieved on the subinterval $\mathscr{U}_{2}$. Further,

$$
\begin{align*}
\mathscr{H} \mathscr{J}_{2^{+}}^{\vartheta_{1}} \mathrm{Q}(t)= & \frac{1}{\Gamma(1.6)} \int_{2}^{e}\left(\log \frac{t}{s}\right)^{1.6-1} \frac{(\log t)^{1 / 2}}{s} \\
& \cdot d s \leq \frac{(\log t)^{1 / 2}}{\Gamma(1.6)} \int_{2}^{e}\left(\log \frac{e}{s}\right)^{0.6} \\
& \cdot \frac{d s}{s} \leq \frac{(\log (e / 2))^{1.6}}{\Gamma(2.6)}(\log t)^{1 / 2}:=\lambda_{\mathrm{e}(t)} \mathrm{Q}(t) . \tag{80}
\end{align*}
$$

As a result, (H3) is also valid with $\mathrm{\varrho}(t)=\sqrt{(\log t)}$ and $\lambda_{\mathrm{Q}(t)}=(\log (e / 2))^{1.6} / \Gamma(2.6) \in \mathbb{R}$.

On account of Theorem 15, the Hadamard COFBVP (78) possesses a solution $\tilde{x}_{2} \in \mathscr{E}_{2}$. Further, Theorem 17 yields that the mentioned Hadamard system (78) is UHRS stable. It is known that

$$
r_{2}(t)= \begin{cases}0, & t \in \mathscr{U}_{1}  \tag{81}\\ \tilde{r}_{2}(t), & t \in \mathscr{U}_{2}\end{cases}
$$

Consequently, the Hadamard VOFBVP (70) has a solution

$$
r(t)= \begin{cases}r_{1}(t), & t \in \mathscr{U}_{1},  \tag{82}\\ r_{2}(t)= & \begin{cases}0, & t \in \mathscr{U}_{1}, \\ \tilde{r}_{2}(t), & t \in \mathscr{U}_{2} .\end{cases} \end{cases}
$$

From Theorem 17, the Hadamard VOFBVP given by (70) is UHRS stable.

## 6. Conclusions

In this paper, the nonlinear Hadamard VOFBVP (1) was considered in which we established some theorems regarding existence and stability of solutions of it by following a new method based on the generalized subintervals and piecewise constant functions. By applying such notions, we converted the given Hadamard VOFBVP (1) to the standard Hadamard COFBVP (30). After investigating some specifications of the Green function, we focused on the solutions' existence via a combined technique in terms of KMNCS in the context of Darbo's fixed point criterion. The UHRS stability of the proposed Hadamard VOFBVP was also studied. At the end, a numerical example has been discussed to validate the applicability of our results. In future works, our results can be extended to other fractional mathematical models equipped with variable orders such as studies on simulations and dynamical behaviors of COVID-19.

## Data Availability

No data were used to support this study.

## Conflicts of Interest

The authors declare that they have no competing interests.

## Authors' Contributions

The authors declare that the study was realized in collaboration with equal responsibility. All authors read and approved the final manuscript.

## Acknowledgments

The first and fourth authors would like to thank the Azarbaijan Shahid Madani University.

## References

[1] A. A. Kilbas, H. M. Srivastava, and J. J. Trujillo, "Theory and applications of fractional differenatial equations," in NorthHolland Mathematics Studies, vol. 204, Elsevier Science B.V, Amsterdam, 2006.
[2] K. S. Miller and B. Ross, An Introduction to Fractional Calculus and Fractional Differential Equations, Wiley, New York, 1993.
[3] S. T. M. Thabet, S. Etemad, and S. Rezapour, "On a new structure of the pantograph inclusion problem in the Caputo conformable setting," Boundary Value Problems, vol. 2020, no. 1, 2020.
[4] H. Khan, F. Jarad, T. Abdeljawad, and A. Khan, "A singular ABC-fractional differential equation with p-Laplacian operator," Chaos, Solitons \& Fractals, vol. 129, pp. 56-61, 2019.
[5] M. M. Matar, M. I. Abbas, J. Alzabut, M. K. A. Kaabar, S. Etemad, and S. Rezapour, "Investigation of the p-Laplacian nonperiodic nonlinear boundary value problem via generalized Caputo fractional derivatives," Advances in Difference Equations, vol. 2021, no. 1, 2021.
[6] R. Rizwan, A. Zada, M. Ahmad, S. O. Shah, and H. Waheed, "Existence theory and stability analysis of switched coupled system of nonlinear implicit impulsive Langevin equations with mixed derivatives," Mathematical Methods in the Applied Sciences, vol. 44, no. 11, pp. 8963-8985, 2021.
[7] A. Zada, J. Alzabut, H. Waheed, and I. L. Popa, "Ulam-Hyers stability of impulsive integrodifferential equations with Riemann-Liouville boundary conditions," Advances in Difference Equations, vol. 2020, no. 1, 2020.
[8] S. Etemad, S. Rezapour, and M. E. Samei, "On a fractional Caputo-Hadamard inclusion problem with sum boundary value conditions by using approximate endpoint property," Mathematical Methods in the Applied Sciences, vol. 43, no. 17, pp. 9719-9734, 2020.
[9] S. T. M. Thabet, M. S. Abdo, and K. Shah, "Theoretical and numerical analysis for transmission dynamics of COVID-19 mathematical model involving Caputo-Fabrizio derivative," Advances in Difference Equations, vol. 2021, no. 1, 2021.
[10] K. Shah, R. Ud Din, W. Deebani, P. Kumam, and Z. Shah, "On nonlinear classical and fractional order dynamical system addressing COVID-19," Results in Physics, vol. 24, article 104069, 2021.
[11] A. Pratap, R. Raja, J. Alzabut, J. Dianavinnarasi, J. Cao, and G. Rajchakit, "Finite-time Mittag-Leffler stability of fractional-order quaternion-valued memristive neural networks with impulses," Neural Processing Letters, vol. 51, no. 2, pp. 1485-1526, 2020.
[12] S. Boulares, A. Ben Makhlouf, and H. Khellaf, "Generalized weakly singular integral inequalities with applications to fractional differential equations with respect to another function," Rocky Mountain Journal of Mathematics, vol. 50, no. 6, pp. 2001-2010, 2020.
[13] O. Naifar, A. Ben Makhlouf, M. A. Hammami, and L. Chen, "Global practical Mittag Leffler stabilization by output feedback for a class of nonlinear fractional-order systems," Asian Journal of Control, vol. 20, no. 1, pp. 599-607, 2018.
[14] S. G. Samko, "Fractional integration and differentiation of variable order," Analysis Mathematica, vol. 21, no. 3, pp. 213-236, 1995.
[15] D. Valerio and J. S. da Costa, "Variable-order fractional derivatives and their numerical approximations," Signal Processing, vol. 91, no. 3, pp. 470-483, 2011.
[16] J. Yang, H. Yao, and B. Wu, "An efficient numerical method for variable order fractional functional differential equation," Applied Mathematics Letters, vol. 76, pp. 221226, 2018.
[17] S. Zhang, "Existence of solutions for two-point boundaryvalue problems with singular differential equations of variable order," Electronic Journal of Differential Equations, vol. 2013, no. 245, pp. 1-16, 2013.
[18] S. Zhang and L. Hu, "Unique existence result of approximate solution to initial value problem for fractional differential equation of variable order involving the derivative arguments on the half-axis," Mathematics, vol. 7, no. 3, p. 286, 2019.
[19] S. Zhang, S. Sun, and L. Hu, "Approximate solutions to initial value problem for differential equation of variable order," Journal of Fractional Calculus and Applications, vol. 9, no. 2, pp. 93-112, 2018.
[20] Z. Bouazza, S. Etemad, M. S. Souid, S. Rezapour, F. Martínez, and M. K. Kaabar, "A study on the solutions of a multiterm FBVP of variable order," Journal of Function Spaces, vol. 2021, Article ID 9939147, 9 pages, 2021.
[21] R. Almeida and D. F. M. Torres, "Computing Hadamard type operators of variable fractional order," Applied Mathematics and Computation, vol. 257, pp. 74-88, 2015.
[22] R. Almeida, D. Tavares, and D. F. M. Torres, The VariableOrder Fractional Calculus of Variations, Springer, Cham, 2019.
[23] S. Hristova, A. Benkerrouche, M. S. Souid, and A. Hakem, "Boundary value problems of Hadamard fractional differential equations of variable order," Symmetry, vol. 13, no. 5, p. 896, 2021.
[24] A. Refice, M. S. Souid, and I. Stamova, "On the boundary value problems of Hadamard fractional differential equations of variable order via Kuratowski MNC technique," Mathematics, vol. 9, no. 10, p. 1134, 2021.
[25] J. An and P. Chen, "Uniqueness of solutions to initial value problem of fractional differential equations of variable-order," Dynamic Systems and Applications, vol. 28, no. 3, pp. 607-623, 2019.
[26] S. Zhang, "The uniqueness result of solutions to initial value problems of differential equations of variable-order," Revista de la Real Academia de Ciencias Exactas, Físicas y Naturales. Serie A. Matemáticas, vol. 112, no. 2, pp. 407-423, 2018.
[27] S. Zhang and L. Hu, "The existence of solutions and generalized Lyapunov-type inequalities to boundary value problems of differential equations of variable order," AIMS Mathematics, vol. 5, no. 4, pp. 2923-2943, 2020.
[28] J. Bana's and K. Goebel, Measures of Noncompactness in Banach Spaces, Marcel Dekker, Inc., New York, 1980.
[29] J. Bana's and L. Olszowy, "Measures of noncompactness related to monotonicity," Commentationes Mathematicae, vol. 41, pp. 13-23, 2001.
[30] D. Guo, V. Lakshmikantham, and X. Liu, Nonlinear Integral Equations in Abstract Spaces, Springer, Boston, MA, 1996.
[31] M. Benchohra, S. Bouriah, J. E. Lazreg, and J. J. Nieto, "Nonlinear implicit Hadamard's fractional differential equations with delay in Banach space," Acta Universitatis Palackianae Olomucensis. Facultas Rerum Naturalium. Mathematica, vol. 55, no. 1, pp. 15-26, 2016.
[32] A. Ben Makhlouf, "Stability with respect to part of the variables of nonlinear Caputo fractional differential equations," Mathematical Communications, vol. 23, no. 1, pp. 119-126, 2018.
[33] M. Ahmad, A. Zada, and J. Alzabut, "Stability analysis of a nonlinear coupled implicit switched singular fractional differential system with p-Laplacian," Advances in Difference Equations, vol. 2019, no. 1, 2019.
[34] I. A. Rus, "Ulam stabilities of ordinary differential equations in a Banach space," Carpathian Journal of Mathematics, vol. 26, no. 1, pp. 103-107, 2010.

