# On Optimal Progressive Censoring Schemes from Models with U-Shaped Hazard Rate: A Comparison between Conventional and Fuzzy Priors 

Navid Feroze © ${ }^{1}$, Muhammad Noor-ul-Amin, ${ }^{2}$ Maryam Sadiq ${ }^{[1),{ }^{1} 10}$ and Md. Moyazzem Hossain ( ${ }^{3}$<br>${ }^{1}$ Department of Statistics, The University of Azad Jammu and Kashmir, Muzaffarabad, Pakistan<br>${ }^{2}$ Department of Statistics, COMSATS University Islamabad-Lahore Campus, Pakistan<br>${ }^{3}$ Department of Statistics, Jahangirnagar University, Savar, Dhaka 1342, Bangladesh

Correspondence should be addressed to Md. Moyazzem Hossain; hossainmm@juniv.edu
Received 1 March 2022; Accepted 18 April 2022; Published 5 May 2022
Academic Editor: Muhammad Gulzar
Copyright © 2022 Navid Feroze et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.


#### Abstract

This paper explores the optimal censoring schemes from models with U-shaped hazard rates (USHRs) using Bayesian methods. Topp-Leone (TL) distribution has been considered as a special case. We have used conventional and fuzzy priors for the estimation. Further, the symmetric and asymmetric loss functions have been considered for the estimation. Since the Bayes estimators (BEs) for the parameters of the TL distribution cannot be derived in the closed form, we have used Quadrature method (QuM), Lindley's approximation (LinA), Tierney and Kadane's approximation (TKA), and Gibbs sampler (GiS) for the approximate estimation of the parameters. We also considered the different techniques to compare various progressive censoring schemes on the basis of their information contents and hence reported the optimal censoring schemes under Bayesian framework. The performance of the different BEs has been compared on the basis of a simulation study. A real-life example has been considered for the illustration.


## 1. Introduction

The TL distribution introduced by Topp and Leone [1] is a useful lifetime distribution. However, the said contribution was lacking the application side of the proposed model. Later, Nadarajah and Kotz [2] reported that TL distribution has U-shaped hazard rate (USHR). The lives of human populations can be efficiently modeled by the lifetime distributions with USHR. The lifetimes of various manufactured products are also modeled using distributions with USHR. According to Ghitany et al. [3], TL distribution is one of few lifetime distributions with USHR having only two parameters which provides convenience in modeling and estimation. The regularity conditions are fulfilled by the TL distribution. In addition, TL distribution has explicit forms for distribution function; hence, it can easily be applied to the censored lifetime data in contrast to lognormal and gamma distributions. The other
important features of TL model can be seen from the contributions of Al-Zahrani and Alshomrani [4], Genc [5], Feroze and Aslam [6], Genc [7], Bayoud [8], MirMostafaee et al. [9], Feroze and Aslam [10], Reyad and Othman [11], and Rezaei et al. [12].

The progressive censoring (PC) has become very prominent in reliability studies. It is useful in life-testing experiments because of its capability to withdraw the surviving items from the experiment at the desire of the researcher. It has additional edges over the traditional type II censoring. Balakrishnan and Aggarwala [13] discussed PC and its applications in detail. More details regarding the developments, applications, and further potential issues to be studied on PC have been provided by Balakrishnan [14]. The analysis of PC samples from the various lifetime models has been discussed by Kundu and Joarder [15], Lin et al. [16], Abd-Elmougod et al. [17], Bayoud [18], and the references cited therein.

According to Pan and Klir [19], the conventional Bayesian prior distributions can be obtained as special case of the fuzzy priors. These priors allow the researchers not to use the conjugate priors [20]. The performance of the Bayesian methods can further be improved by use of fuzzy priors. There have been some important contributions using the concepts of fuzzy priors in the Bayesian inference [21]. Some of those important contributions include Wu [22], Salinas et al. [23], Singh et al. [24], and Pak [25].

Though many papers have appeared considering the Bayesian and classical analysis of the TL distribution during the last ten years, however, very few of these contributions have considered analysis of the PC samples from the TL distribution. Recently, Abd-Elmougod et al. [17] estimated coefficient of variation of TL distribution using Bayesian and classical methods based on adaptive PC samples. Applicability of the estimates has been discussed under the numerical examples. Similarly, Bayoud [18] used PC samples to obtain Bayesian and classical estimates for the shape parameter of the TL distribution. The approximate maximum likelihood method (MLE), LinA, and importance sampling method have been used for the estimation. Our contribution is different from Abd-Elmougod et al. [17] and Bayoud [18] in the sense that the said contributions have considered the analysis for shape parameter of the TL distribution, while considering the scale parameter to be fixed. Assuming the scale parameter to be fixed results in the less flexible model. So, the scope of these contributions has been limited due to the restriction on the flexibility of the TL distribution by assuming its scale parameter known. We have addressed the problem of estimating the parameters and selection of the optimal PC plans under Bayesian framework when both parameters of the TL distribution are unknown and have explored more options for the estimation of its parameters. The choice of the Bayesian estimation has been made due to the fact that Bayesian methods often have clear advantage over classical methods even in case of little prior information, for example, see Kundu and Joarder [15]. Unfortunately, the joint prior distribution does exist for the parameters of TL distribution; hence, we have assumed the conjugate gamma prior for the scale and a log-concave prior pdf for the shape parameter of the distribution. It is worth mentioning here that in case of scale-shape parameter distributions, the consideration of conjugate gamma prior for the scale parameter and a logconcave prior pdf for the shape parameter is frequent in the literature, for example, please see Pradhan and Kundu [26], Kundu and Raqab [27], and Lin et al. [16]. There are two main reasons regarding the choice of log-concave density for the shape parameter: (i) the mathematical tractability of the corresponding posterior distribution and (ii) that several well-known densities, with known shape parameters, are log-concave, for example, normal, log-normal, and gamma densities are log-concave. The fuzzy priors have also been assumed for the posterior distribution. The comparison of fuzzy and conventional priors has also been reported. The squared error loss function (SELF) and precautionary loss function (PLF) have been assumed for the posterior estimation. It should be noticed that SELF is symmetric while PLF
is asymmetric loss function. We have used both symmetric and asymmetric loss functions, because the marginal posterior distributions are not in compact form; hence, their shapes are unknown and can be in symmetric or asymmetric form. The detailed discussion regarding the said loss functions can be seen from the works of Feroze and Aslam [10] and Feroze [28]. Further, the closed form for BEs was not possible; therefore, we have considered four approximation techniques, namely, QuM, LinA, TKA, and GiS for the numerical estimation.

## 2. The Model and Likelihood Function

This section contains the description of the TL model and the likelihood function under PC samples for the TL distribution.

The TL distribution has the following probability density function (pdf)
$f(x)=\frac{\theta_{1}}{\theta_{2}}\left(2-\frac{2 x}{\theta_{2}}\right)\left(\frac{2 x}{\theta_{2}}-\frac{x^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}-1}, \quad 0<x<\theta_{2}, \theta_{1}, \theta_{2}>0$,
where $\theta_{1}$ and $\theta_{2}$ are the parameters of the TL distribution.
Similarly, the cumulative distribution function (CDF) of the distribution is

$$
\begin{equation*}
F(x)=\left(\frac{2 x}{\theta_{2}}-\frac{x^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}}, \quad 0<x<\theta_{2}, \theta_{1}, \theta_{2}>0 \tag{2}
\end{equation*}
$$

The likelihood function for PC samples, using concept of Balakrishnan and Aggarwala [13], is

$$
\begin{gather*}
L\left(\theta_{1}, \theta_{2} \mid \mathrm{x}\right) \propto c \prod_{i=1}^{m} f\left(x_{i: m: n} \mid \theta_{1}, \theta_{2}\right)\left[1-F\left(x_{i: m: n} \mid \theta_{1}, \theta_{2}\right)\right]^{R_{i}}, \\
c=n\left(n-1-R_{1}\right)\left(n-2-R_{1}-R_{2}\right) \cdots\left(n-m-1-R_{1} \cdots-R_{m-1}\right) . \tag{3}
\end{gather*}
$$

Putting results in [29], we have

$$
\begin{align*}
L\left(\theta_{1}, \theta_{2} \mid \mathrm{x}\right) \propto & \frac{\theta_{1}^{m}}{\theta_{2}^{m}} \prod_{i=1}^{m}\left(2-\frac{2 x_{i: m: n}}{\theta_{2}}\right)\left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{x_{i: m: n}}^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}-1} \\
& \cdot\left[1-\left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{x_{i, m: n}}^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}}\right]^{R_{i}} \tag{4}
\end{align*}
$$

## 3. Bayesian Estimation

Here, we have considered a conjugate gamma prior for the scale parameter $\theta_{1}$ as

$$
\begin{equation*}
g_{1}\left(\theta_{1}\right) \propto \theta_{1}^{a-1} e^{-b \theta_{1}}, \quad \theta_{1}>0 \tag{5}
\end{equation*}
$$

Further, we have assumed that the log-concave prior density for the shape parameter $\theta_{2}$ is another gamma prior having the following form

$$
\begin{equation*}
g_{2}\left(\theta_{2}\right) \propto \theta_{2}^{c-1} e^{-d \theta_{2}}, \quad \theta_{2}>0 \tag{6}
\end{equation*}
$$

Using [14, 30], the posterior distribution is

$$
\begin{equation*}
g\left(\theta_{1}, \theta_{2} \mid \mathrm{x}\right)=\frac{L\left(\mathrm{x} \mid \theta_{1}, \theta_{2}\right) g_{1}\left(\theta_{1}\right) g_{2}\left(\theta_{2}\right)}{\int_{0}^{\infty} \int_{0}^{\infty} L\left(\mathrm{x} \mid \theta_{1}, \theta_{2}\right) g_{1}\left(\theta_{1}\right) g_{2}\left(\theta_{2}\right) d \theta_{1} d \theta_{2}} . \tag{7}
\end{equation*}
$$

Equation (7) can be written as

$$
\begin{align*}
g\left(\theta_{1}, \theta_{2} \mid \mathrm{x}\right) \propto & \frac{\theta_{1}^{m+a-1}}{\theta_{2}^{m-c+1}} e^{-b \theta_{1}} e^{-d \theta_{2}} \prod_{i=1}^{m}\left(2-\frac{2 x_{i: m: n}}{\theta_{2}}\right) \\
& \cdot\left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}-1}\left[1-\left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}}\right]^{R_{i}} . \tag{8}
\end{align*}
$$

We have also used the fuzzy priors for the posterior estimation. These priors have been used following the idea of Pan and Klir [19]. The classical Bayesian priors can be derived as special case of the fuzzy priors.
3.1. Loss Functions. In this subsection, a symmetric (SELF) and an asymmetric (PLF) loss function has been assumed for estimation. The introduction of these loss functions is as follows. The expression for the SELF is $L\left(\theta_{1}, \widehat{\theta}_{1, S}\right)=$ $\left(\theta_{1}-\widehat{\theta}_{1, S}\right)^{2}$, where $\theta_{1}$ is a parameter and the $\widehat{\theta}_{1, S}=E\left(\theta_{1} \mid x\right)$ is BE of the parameter $\theta_{1}$. Similarly, PLF can be defined as $L\left(\theta_{1}, \widehat{\theta}_{1, P}\right)=\widehat{\theta}_{1, P}^{-1}\left(\widehat{\theta}_{1, P}-\theta_{1}\right)^{2}$ having BE of $\theta_{1}$ as $\widehat{\theta}_{1, P}=$ $\left[E\left(\theta_{1}^{2} \mid x\right)\right]^{1 / 2}$. It is clear that using SELF and PLF, the BEs for the parameter $\theta_{1}$ and $\theta_{2}$ cannot be obtained analytically. Hence, we have proposed some approximation methods in the coming sections in order to evaluate the said BEs numerically.
3.2. Quadrature Methods (QuM). It should be noted that from [18], the BEs under SELF and PLF are not in closed form. As we have two parameters to be estimated, the BEs under SELF and PLF involve the double integrals. These integrals can be easily handled by employing QuM. In the Bayesian QuM, we choose a set of points between the finite integral in order to ensure the stability of our uncertainty. Consider the posterior density $g\left(\theta_{1}, \theta_{2} \mid \mathrm{x}\right)$, where $\theta_{1}$ and $\theta_{2}$ are the parameters. We evaluate this density over a number of the points in the entire range as

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{\infty} g\left(\theta_{1}, \theta_{2} \mid x\right) d \theta_{1} d \theta_{2}=\sum_{i=0}^{m} \sum_{i=0}^{m} w_{i} g\left(\theta_{1, i}, \theta_{2, i} \mid x\right) \tag{9}
\end{equation*}
$$

where $w_{i}$ is the increments. We have developed a program in the software mathematica to obtain BEs and associated posterior risks for the parameters $\theta_{1}$ and $\theta_{2}$ using SELF and PLF under informative priors. Some of the references to solve [8]
using iterative procedures can be seen from the works of Ali and Pan [29], Ali and Pan [31], and Ali et al. [30].
3.3. Lindley's Approximation (LinA). The QuM can have issues in some situations. For example, for a function having some singularities; this method cannot be employed effectively. In such situations, few other approximation methods, such as LinA, can be used. This approximation can be used to obtain BEs without performing complex numerical integrations. Hence, in situations demanding only the BEs, the LinA can be used effectively. Bayoud [18] used LinA for estimation of the shape parameter from the TL distribution. We have considered the more general and flexible case by performing the LinA for both parameters of the TL distribution using PC data.

Lindley [32] has proposed an approximation for numerical solution of [28].
$I(\theta)=E\left[h\left(\theta_{1}, \theta_{2}\right)\right]=\frac{\int_{\left(\theta_{1}, \theta_{2}\right)} h\left(\theta_{1}, \theta_{2}\right) e^{l\left(x \mid \theta_{1}, \theta_{2}\right)+G\left(\theta_{1}, \theta_{2}\right)} d\left(\theta_{1}, \theta_{2}\right)}{\int_{\left(\theta_{1}, \theta_{2}\right)} e^{l\left(x \mid \theta_{1}, \theta_{2}\right)+G\left(\theta_{1}, \theta_{2}\right)} d\left(\theta_{1}, \theta_{2}\right)}$,
where $h\left(\theta_{1}, \theta_{2}\right)$ is any function of $\theta_{1}$ or $\theta_{2}, l\left(\mathrm{x} \mid \theta_{1}, \theta_{2}\right)$ is the log-likelihood function, and $G\left(\theta_{1}, \theta_{2}\right)$ is the logarithmic of joint prior for the parameters $\theta_{1}$ and $\theta_{2}$. The basic idea of the approximation is to expand $l\left(\mathrm{x} \mid \theta_{1}, \theta_{2}\right)$ and $G\left(\theta_{1}, \theta_{2}\right)$ of [28] into a Taylor series expansion about the MLEs of the parameters $\left(\theta_{1}, \theta_{2}\right)$. This approximation can produce reasonably good results if the concerned posterior distribution is unimodal or at least dominated by a single mode, and the sample is sufficiently large.

In case of two unknown parameters $\left(\theta_{1}, \theta_{2}\right)$, the LinA of [28] is of the form

$$
\begin{align*}
I(\theta)= & h\left(\widehat{\theta}_{1}, \widehat{\theta}_{2}\right)+\left(g_{1} \psi_{1}+g_{2} \psi_{2}+\psi_{3}+\psi_{4}\right) \\
& +\frac{1}{2}\left(\alpha_{1} \beta_{1}+\alpha_{2} \beta_{2}\right) \tag{11}
\end{align*}
$$

where $\widehat{\theta}_{1}$ and $\widehat{\theta}_{2}$ are MLEs of the parameters $\theta_{1}$ and $\theta_{2}$, respectively,

$$
\begin{align*}
\alpha_{i} & =\tau_{11} L_{11 i}+\tau_{22} L_{22 i}+2 \tau_{12} L_{12 i}, \beta_{i}=g_{1} \tau_{i 1}+g_{2} \tau_{i 2} \\
\psi_{i} & =P_{1} \tau_{i 1}+P_{2} \tau_{i 2}, \quad i=1,2 \\
\psi_{3} & =g_{12} \tau_{12}, \psi_{4}=\frac{1}{2}\left(g_{11} \tau_{11}+g_{22} \tau_{22}\right) \\
P_{i} & =\frac{\partial G(\theta)}{\partial \theta_{i}}, \quad i=1,2, \theta=\left(\theta_{1}, \theta_{2}\right)  \tag{12}\\
g_{i j} & =\frac{\partial^{2} h(\theta)}{\partial \theta_{i} \partial \theta_{j}}, L_{i j}=\frac{\partial^{2} l(\mathrm{x} \mid \theta)}{\partial \theta_{i} \partial \theta_{j}}, i, j=1,2, \\
L_{i j k} & =\frac{\partial^{3} l(\mathrm{x} \mid \theta)}{\partial \theta_{i} \partial \theta_{j} \partial \theta_{k}}, \quad i, j, k=1,2
\end{align*}
$$

and $\tau_{i j}$ is the $(i, j)^{\text {th }}$ element of the inverse of the matrix $\left\{L_{i j}\right\}$, all evaluated at the MLEs of the parameters.

From [31], the log-likelihood function is of the form

$$
\begin{align*}
l\left(\mathrm{x} \mid \theta_{1}, \theta_{2}\right) \propto & m \log \theta_{1}-m \log \theta_{2}+\sum_{i=1}^{m} \log \left(2-2 \frac{x_{i: m: n}}{\theta_{2}}\right) \\
& +\left(\theta_{1}-1\right) \sum_{i=1}^{m} \log \left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right) \\
& +\sum_{i=1}^{m} R_{i} \log \left[1-\left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}}\right] . \tag{13}
\end{align*}
$$

The MLEs for $\theta_{1}$ and $\theta_{2}$ can be obtained from the following equations:

$$
\begin{align*}
\frac{m}{\theta_{1}}+ & \sum_{i=1}^{m} \log \lambda_{1}\left(x, \theta_{2}\right)-\sum_{i=1}^{m} \frac{R_{i} \lambda_{1}\left(x, \theta_{2}\right)^{\theta_{1}} \log \lambda_{1}\left(x, \theta_{2}\right)}{1-\lambda_{1}\left(x, \theta_{2}\right)^{\theta_{1}}}=0 \\
- & \frac{m}{\theta_{2}}+\left(\theta_{1}-1\right) \sum_{i=1}^{m} \frac{\lambda_{2}\left(x, \theta_{2}\right)}{\lambda_{1}\left(x, \theta_{2}\right)} \\
& -\sum_{i=1}^{m} \frac{R_{i} \theta_{1} \lambda_{1}\left(x, \theta_{2}\right)^{\theta_{1}-1} \lambda_{2}\left(x, \theta_{2}\right)}{1-\lambda_{1}\left(x, \theta_{2}\right)^{\theta_{1}}}+\sum_{i=1}^{m} \frac{2 x_{i: m: n}}{\lambda_{3}\left(x, \theta_{2}\right)}=0 \tag{14}
\end{align*}
$$

where $\quad \lambda_{1}\left(x, \theta_{2}\right)=\left(2 x_{i: m: n} / \theta_{2}\right)-\left(x_{i: m: n}^{2} / \theta_{2}^{2}\right), \quad \lambda_{2}\left(x, \theta_{2}\right)=(2$ $\left.x_{i: m: n}^{2} / \theta_{2}^{3}\right)-\left(2 x_{i: m: n} / \theta_{2}^{2}\right)$, and $\lambda_{3}\left(x, \theta_{2}\right)=\left(2-\left(2 x_{i: m: n} / \theta_{2}\right)\right) \theta_{2}^{2}$.

Now, MLEs for the parameters $\theta_{1}$ and $\theta_{2}$ cannot be obtained in the closed form from [33, 34]; hence, iterative methods have been used for numerical MLEs.

From [6], the second order derivatives are

$$
\begin{aligned}
L_{11}= & -\frac{m}{\widehat{\theta}_{1}^{2}}-\sum_{i=1}^{m}\left[\frac{R_{i} \lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}} \log \lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{2}}{1-\lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}}}\right. \\
& \left.+\frac{R_{i} \lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{2 \widehat{\theta}_{1}} \log \lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{2}}{\left\{1-\lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}}\right\}^{2}}\right], \\
L_{12}= & -\sum_{i=1}^{m}\left[\frac{R_{i} \lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}-1} \lambda_{2}\left(x, \widehat{\theta}_{2}\right)}{1-\lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}}}\right. \\
& +\frac{R_{i} \widehat{\theta}_{1} \lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}-1} \lambda_{2}\left(x, \widehat{\theta}_{2}\right) \log \lambda_{1}\left(x, \widehat{\theta}_{2}\right)}{1-\lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}}}
\end{aligned}
$$

$$
\begin{align*}
& \left.+\frac{R_{i} \widehat{\theta}_{1} \lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{2 \widehat{\theta}_{1}-1} \lambda_{2}\left(x, \widehat{\theta}_{2}\right) \log \lambda_{1}\left(x, \widehat{\theta}_{2}\right)}{\left\{1-\lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}}\right\}^{2}}\right]  \tag{16}\\
& +\sum_{i=1}^{m} \frac{\lambda_{2}\left(x, \widehat{\theta}_{2}\right)}{\lambda_{1}\left(x, \widehat{\theta}_{2}\right)}, \\
& L_{22}=\frac{m}{\widehat{\theta}_{2}^{2}}-\left(\widehat{\theta}_{1}-1\right) \sum_{i=1}^{m}\left\{\frac{\lambda_{2}\left(x, \widehat{\theta}_{2}\right)^{2}}{\lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{2}}-\frac{\lambda_{3}\left(x, \widehat{\theta}_{2}\right)}{\lambda_{1}\left(x, \widehat{\theta}_{2}\right)}\right\} \\
& -\sum_{i=1}^{m}\left\{\frac{4 x_{i: m: n}^{2}}{\lambda_{5}\left(x, \widehat{\theta}_{2}\right)}+\frac{2 x_{i: m: n}}{\lambda_{4}\left(x, \widehat{\theta}_{2}\right)}\right\} \\
& -\sum_{i=1}^{m}\left[\frac{R_{i} \widehat{\theta}_{1}\left(\widehat{\theta}_{1}-1\right) \lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\hat{\theta}_{1}-2} \lambda_{2}\left(x, \widehat{\theta}_{2}\right)^{2}}{1-\lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}}}\right. \\
& +\frac{R_{i} \widehat{\theta}_{1} \lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}-1} \lambda_{3}\left(x, \widehat{\theta}_{2}\right)}{1-\lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}}} \\
& \left.+\frac{R_{i} \widehat{\theta}_{1}^{2} \lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{2 \widehat{\theta}_{1}-2} \lambda_{2}\left(x, \widehat{\theta}_{2}\right)}{\left\{1-\lambda_{1}\left(x, \widehat{\theta}_{2}\right)^{\widehat{\theta}_{1}}\right\}^{2}}\right], \tag{17}
\end{align*}
$$

where

$$
\begin{align*}
& \lambda_{1}\left(x, \widehat{\theta}_{2}\right)=\frac{2 x_{i: m: n}}{\widehat{\theta}_{2}}-\frac{x_{i: m: n}^{2}}{\widehat{\theta}_{2}^{2}} \\
& \lambda_{2}\left(x, \widehat{\theta}_{2}\right)=\frac{2 x_{i: m: n}^{2}}{\widehat{\theta}_{2}^{3}}-\frac{2 x_{i: m: n}}{\widehat{\theta}_{2}^{2}}  \tag{18}\\
& \lambda_{3}\left(x, \widehat{\theta}_{2}\right)=\frac{4 x_{i: m: n}}{\widehat{\theta}_{2}^{3}}-\frac{6 x_{i: m: n}^{2}}{\widehat{\theta}_{2}^{4}} \\
& \lambda_{4}\left(x, \widehat{\theta}_{2}\right)=\left(2-\frac{2 x_{i: m: n}}{\widehat{\theta}_{2}}\right) \widehat{\theta}_{2}^{3}
\end{align*}
$$

and

$$
\begin{equation*}
\lambda_{5}\left(x, \widehat{\theta}_{2}\right)=\left(2-\frac{2 x_{i: m: n}}{\widehat{\theta}_{2}}\right)^{2} \widehat{\theta}_{2}^{4} \tag{19}
\end{equation*}
$$

Now, (15)-(17) have been evaluated at the MLEs of $\theta_{1}$ and $\theta_{2}$.

As the third-order derivatives with respect to $\theta_{1}$ and $\theta_{2}$ contain long expressions, therefore, they have not been presented in the paper.

Based on the second-order derivatives, the matrix $\left\{L_{i j}\right\}$ is

$$
\left\{L_{i j}\right\}=-\left[\begin{array}{ll}
L_{11} & L_{21}  \tag{20}\\
L_{12} & L_{22}
\end{array}\right],
$$

and its inverse is

$$
\left\{L_{i j}\right\}^{-1}=\left[\begin{array}{cc}
\tau_{11} & \tau_{21}  \tag{21}\\
\tau_{12} & \tau_{22}
\end{array}\right] .
$$

Based on [10], BEs for $\theta_{1}$ and $\theta_{2}$ under SELF are

$$
\begin{align*}
\widehat{\theta}_{1, S}= & \widehat{\theta}_{1}+\frac{1}{2}\left(\tau_{11} \alpha_{1}+\tau_{21} \alpha_{2}\right)+\left(\frac{a-1}{\widehat{\theta}_{1}}-b\right) \tau_{11} \\
& +\left(\frac{c-1}{\widehat{\theta}_{2}}-d\right) \tau_{12}  \tag{22}\\
\widehat{\theta}_{2, S}= & \widehat{\theta}_{2}+\frac{1}{2}\left(\tau_{12} \alpha_{1}+\tau_{22} \alpha_{2}\right)+\left(\frac{a-1}{\widehat{\theta}_{1}}-b\right) \tau_{21} \\
& +\left(\frac{c-1}{\widehat{\theta}_{2}}-d\right) \tau_{22}
\end{align*}
$$

Again, BEs for $\theta_{1}$ and $\theta_{2}$ under PLF are

$$
\begin{align*}
& \widehat{\theta}_{1, P}=\sqrt{\widehat{\theta}_{1}^{2}+\frac{1}{2}\left(2 \widehat{\theta}_{1} \tau_{11}+\tau_{11} \alpha_{1}+\tau_{21} \alpha_{2}\right)+\left(\frac{a-1}{\widehat{\theta}_{1}}-b\right) \tau_{11}+\left(\frac{c-1}{\widehat{\theta}_{2}}-d\right) \tau_{12}} \\
& \widehat{\theta}_{2, P}=\sqrt{\widehat{\theta}_{2}^{2}+\frac{1}{2}\left(2 \widehat{\theta}_{2} \tau_{22}+\tau_{12} \alpha_{1}+\tau_{22} \alpha_{2}\right)+\left(\frac{a-1}{\widehat{\theta}_{1}}-b\right) \tau_{21}+\left(\frac{c-1}{\widehat{\theta}_{2}}-d\right) \tau_{22}} \tag{23}
\end{align*}
$$

3.4. Tierney and Kadane's Approximation (TKA). Estimation using LinA often gets tedious especially when dealing with posteriors having several parameters. This problem is due to the reason that the LinA needs evaluation of the thirdorder derivatives from the log-likelihood function. This problem can be addressed by employing another conveniently computable approximation called TKA. The additional benefit of TKA is its smaller error than LinA. Hence, we have also considered TKA to obtain BEs using PC samples. Consider $K\left(\theta_{1}, \theta_{2}\right)=G\left(\theta_{1}, \theta_{2}\right)+l\left(\mathrm{x} \mid \theta_{1}, \theta_{2}\right)$, where $G\left(\theta_{1}, \theta_{2}\right)$ is the logarithmic of the joint informative prior for the parameters $\left(\theta_{1}, \theta_{2}\right)$ and $l\left(\mathrm{x} \mid \theta_{1}, \theta_{2}\right)$ is the logarithmic of likelihood function given in [31].

Further consider $\Omega\left(\theta_{1}, \theta_{2}\right)=K\left(\theta_{1}, \theta_{2}\right) / n$ and $\Omega^{*}\left(\theta_{1}, \theta_{2}\right)$ $=\left[\log h\left(\theta_{1}, \theta_{2}\right)+K\left(\theta_{1}, \theta_{2}\right)\right] / n$, where $\log h\left(\theta_{1}, \theta_{2}\right)$ is the logarithmic of the function of the parameter(s) $\theta_{1}$ or $\theta_{2}$. Then, according to Tierney and Kadane [35], the expression $E\left\{h\left(\theta_{1}, \theta_{2} \mid x\right)\right\}$ using [18] can be presented in the form

$$
\begin{equation*}
E\left\{h\left(\theta_{1}, \theta_{2} \mid x\right)\right\}=\frac{\int_{0}^{\infty} \int_{0}^{\infty} e^{n \Omega^{*}\left(\theta_{1}, \theta_{2}\right)} d \theta_{1} d \theta_{2}}{\int_{0}^{\infty} \int_{0}^{\infty} e^{n \Omega\left(\theta_{1}, \theta_{2}\right)} d \theta_{1} d \theta_{2}} . \tag{24}
\end{equation*}
$$

The approximation for $E\left\{h\left(\theta_{1}, \theta_{2} \mid x\right)\right\}$ is
$\widehat{h}\left(\theta_{1}, \theta_{2}\right)=\left[\frac{\operatorname{det} \sum^{*}}{\operatorname{det} \sum}\right]^{1 / 2} \exp \left[n\left\{\Omega^{*}\left(\widehat{\theta}_{1}^{*}, \widehat{\theta}_{2}^{*}\right)-\Omega\left(\widehat{\theta}_{1}, \widehat{\theta}_{2}\right)\right\}\right]$,
where $\left(\widehat{\theta}_{1}^{*}, \widehat{\theta}_{2}^{*}\right)$ and $\left(\widehat{\theta}_{1}, \widehat{\theta}_{2}\right)$ maximize $\Omega^{*}\left(\theta_{1}, \theta_{2}\right)$ and $\Omega\left(\theta_{1}, \theta_{2}\right)$, respectively, and $\sum^{*}$ and $\sum$ are the negatives of the inverse Hessians of $\Omega^{*}\left(\theta_{1}, \theta_{2}\right)$ and $\Omega\left(\theta_{1}, \theta_{2}\right)$ evaluated at $\left(\widehat{\theta}_{1}^{*}, \widehat{\theta}_{2}^{*}\right)$ and $\left(\widehat{\theta}_{1}, \widehat{\theta}_{2}\right)$, respectively.

Here, we have

$$
\begin{aligned}
\Omega\left(\theta_{1}, \theta_{2}\right)= & \frac{1}{n}\left[k+(m+a-1) \log \theta_{1}-(m-c+1) \log \theta_{2}\right. \\
& +\sum_{i=1}^{m} \log \left(2-2 \frac{x_{i: m: n}}{\theta_{2}}\right)+\left(\theta_{1}-1\right) \\
& \cdot \sum_{i=1}^{m} \log \left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right)+\sum_{i=1}^{m} R_{i} \log \\
& \left.\cdot\left\{1-\left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}}\right\}-b \theta_{1}-d \theta_{2}\right],
\end{aligned}
$$

$$
\Omega^{*}\left(\theta_{1}, \theta_{2}\right)=\frac{1}{n}\left[k+\log h\left(\theta_{1}, \theta_{2}\right)+(m+a-1) \log \theta_{1}\right.
$$

$$
-(m-c+1) \log \theta_{2}+\sum_{i=1}^{m} \log \left(2-2 \frac{x_{i: m: n}}{\theta_{2}}\right)
$$

$$
+\left(\theta_{1}-1\right) \sum_{i=1}^{m} \log \left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right)
$$

$$
+\sum_{i=1}^{m} R_{i} \log \left\{1-\left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}}\right\}
$$

$$
\begin{equation*}
\left.-b \theta_{1}-d \theta_{2}\right] \tag{26}
\end{equation*}
$$

where $k$ is any constant independent of the parameters $\theta_{1}$ and $\theta_{2}$.

$$
\begin{align*}
\frac{\partial \Omega\left(\theta_{1}, \theta_{2}\right)}{\partial \theta_{1}}= & \frac{1}{n}\left[\frac{m+a-1}{\theta_{1}}+\sum_{i=1}^{m} \log \lambda_{1}\left(x, \theta_{2}\right)\right. \\
& \left.-\sum_{i=1}^{m} \frac{R_{i} \lambda_{1}\left(x, \theta_{2}\right)^{\theta_{1}} \log \lambda_{1}\left(x, \theta_{2}\right)}{1-\lambda_{1}\left(x, \theta_{2}\right)^{\theta_{1}}}-b\right]=0, \\
\frac{\partial \Omega\left(\theta_{1}, \theta_{2}\right)}{\partial \theta_{2}}= & \frac{1}{n}\left[-\frac{m-c+1}{\theta_{2}}+\left(\theta_{1}-1\right) \sum_{i=1}^{m} \frac{\lambda_{2}\left(x, \theta_{2}\right)}{\lambda_{1}\left(x, \theta_{2}\right)}\right. \\
& -\sum_{i=1}^{m} \frac{R_{i} \theta_{1} \lambda_{1}\left(x, \theta_{2}\right)^{\theta_{1}-1} \lambda_{2}\left(x, \theta_{2}\right)}{1-\lambda_{1}\left(x, \theta_{2}\right)^{\theta_{1}}} \\
& \left.+\sum_{i=1}^{m} \frac{2 x_{i: m: n}}{\lambda_{3}\left(x, \theta_{2}\right)}-d\right]=0 \tag{27}
\end{align*}
$$

Now, $\left(\widehat{\theta}_{1}, \widehat{\theta}_{2}\right)$ are estimated using ([19, 25].
The determinant for the negative of the inverse Hessian of $\Omega\left(\theta_{1}, \theta_{2}\right)$ evaluated at $\left(\widehat{\theta}_{1}, \widehat{\theta}_{2}\right)$ is

$$
\begin{equation*}
\operatorname{det} \sum=\left(\Omega_{11} \Omega_{22}-\Omega_{12}^{2}\right)^{-1} \tag{28}
\end{equation*}
$$

where $\quad \Omega_{11}=\partial^{2} \Omega\left(\theta_{1}, \theta_{2}\right) /\left.\partial \theta_{1}^{2}\right|_{\widehat{\theta}_{1}, \widehat{\theta}_{2}}, \quad \Omega_{22}=\partial^{2} \Omega\left(\theta_{1}, \theta_{2}\right) /$ $\left.\partial \theta_{2}^{2}\right|_{\widehat{\theta}_{1}, \widehat{\theta}_{2}}$, and $\Omega_{12}=\partial^{2} \Omega\left(\theta_{1}, \theta_{2}\right) /\left.\partial \theta_{1} \partial \theta_{2}\right|_{\widehat{\theta}_{1}, \widehat{\theta}_{2}}$.

The second-order derivatives from $\Omega\left(\theta_{1}, \theta_{2}\right)$ contain lengthy expressions; therefore, they have not been presented here. Once $\Omega_{11}, \Omega_{12}, \Omega_{22}, \Omega_{11}^{*}, \Omega_{12}^{*}$, and $\Omega_{22}^{*}$ have been calculated, they can easily be used to compute $\operatorname{det} \sum$ and $\operatorname{det} \sum^{*}$; hence, using [36], the BEs can be obtained from [18].
3.5. Gibbs Sampler. Consider a posterior distribution $g\left(\theta_{1}\right.$, $\left.\theta_{2} \mid \mathrm{x}\right)$ given in [18]. Let the full conditional densities $g\left(\theta_{1} \mid\right.$ $\left.\theta_{2}, \mathrm{x}\right)$ and $g\left(\theta_{2} \mid \theta_{1}, \mathrm{x}\right)$ from [18] are tractable, and we aim to obtain $g\left(\theta_{1} \mid \mathrm{x}\right)$ and $g\left(\theta_{2} \mid \mathrm{x}\right)$. To implement a Gibbs sampler, we start with choosing some initial values for the parameters $\theta_{1}$ and $\theta_{2}$ denoted by $\theta_{10}$ and $\theta_{20}$, and then, we draw the samples from the two conditional distributions in the following sequence

$$
\begin{array}{llc}
\theta_{11} \sim g\left(\theta_{1} \mid \theta_{20}, \mathrm{x}\right) & \theta_{12} \sim g\left(\theta_{1} \mid \theta_{21}, \mathrm{x}\right), & \theta_{1 m} \sim g\left(\theta_{1} \mid \theta_{2(m-1)}, \mathrm{x}\right) . \\
\theta_{21} \sim g\left(\theta_{2} \mid \theta_{11}, \mathrm{x}\right) & , \theta_{22} \sim g\left(\theta_{2} \mid \theta_{12}, \mathrm{x}\right), & \theta_{2 m} \sim g\left(\theta_{2} \mid \theta_{1 m}, \mathrm{x}\right) \tag{29}
\end{array} .
$$

As values at the $m^{\text {th }}$ step depend on the values at the $(m-1)^{\text {th }}$ step, therefore, sequence given in [37] is a Markov chain. In order to implement a GiSfor the posterior distribution [18], we need to extract the conditional distributions, for each unknown parameter, from the posterior distribution [18].

From [18], the conditional distribution of the parameter $\theta_{1}$ given $\theta_{2}$ is

$$
\begin{align*}
& g_{1}\left(\theta_{1} \mid \theta_{2}, \mathrm{x}\right) \propto \theta_{1}^{m+a-1} e^{-b \theta_{1}} \prod_{i=1}^{m}\left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}} \\
& \quad \cdot\left[1-\left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}}\right]^{R_{i}} . \tag{30}
\end{align*}
$$

Similarly, the conditional distribution of the parameter $\theta_{2}$ given $\theta_{1}$ is of the form

$$
\begin{align*}
g_{2}\left(\theta_{2} \mid \theta_{1}, \mathrm{x}\right) \propto & \theta_{2}^{-m+c-1} e^{-d \theta_{2}} \prod_{i=1}^{m}\left(2-\frac{2 x_{i: m: n}}{\theta_{2}}\right) \\
& \cdot\left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}-1}  \tag{31}\\
& \cdot\left[1-\left(\frac{2 x_{i: m: n}}{\theta_{2}}-\frac{x_{i: m: n}^{2}}{\theta_{2}^{2}}\right)^{\theta_{1}}\right]^{R_{i}} .
\end{align*}
$$

Using [11, 26], the GiS can be employed considering the methodology proposed by Pandey and Bandyopadhyay [37] using Winbugs software. The generated samples for the parameters $\theta_{1}$ and $\theta_{2}$ can be utilized for the estimation of the said parameters under SELF and PLF. The BE and the posterior risks for the parameter $\theta_{1}$ using SELF can be obtained by using the formulae $\widehat{\theta}_{1, S}=\sum_{i=1}^{m} \theta_{1, i} / m$ and $\rho\left(\widehat{\theta}_{1, S}\right)=\sum_{i=1}^{m}\left(\theta_{1, i}-\widehat{\theta}_{1, S}\right)^{2}$, respectively. Similarly, the BE and posterior risk for the parameter $\theta_{1}$ using PLF can be computed by using the formulae $\widehat{\theta}_{1, P}=\sqrt{\sum_{i=1}^{m} \theta_{1, i}^{2} / m}$ and $\rho\left(\hat{\theta}_{1, P}\right)=2\left\{\sqrt{\sum_{i=1}^{m} \theta_{1, i}^{2} / m}-\sum_{i=1}^{m} \theta_{1, i} / m\right\}$, respectively.

## 4. Simulation Study

This section contains simulation study using different samples sizes $(n)$ and effective sample sizes $(m)$. The parametric space $\left(\theta_{1}, \theta_{2}\right)=\{(0.5,0.5),(0.5,1),(1,1)\}$ used for estimation to compare different BEs.

The PC samples from the TL model have been drawn by using the method proposed by Balakrishnan and Aggarwala [13]. The choice of hyperparameters $(a, b, c, d)$ have been made by using prior means approach. The SELF and PLF have been assumed for BEs. Since close form expressions were not available for the BEs, we have used QuM, LinA, TKA, and GiS for the numerical computation of the estimators. All the results have been reported under 10,000 replications. The following censoring schemes (CS) have been used for the estimation.

CS1: $n=20, m=15, R_{1}=\cdots=R_{14}=0, R_{15}=5$
CS2: $n=20, m=15, R_{1}=\cdots=R_{7}=R_{9}=\cdots=R_{15}=0$, $R_{8}=5$

CS3: $n=20, m=15, R_{2}=\cdots=R_{15}=0, R_{1}=5$
CS4: $n=20, m=18, R_{1}=\cdots=R_{17}=0, R_{18}=2$
CS5: $n=20, m=18, R_{1}=2, R_{2}=\cdots=R_{18}=0$

CS6: $n=30, m=20, R_{1}=\cdots=R_{19}=0, R_{20}=10$
CS7: $n=30, m=20, R_{1}=\cdots=R_{10}=R_{12}=\cdots=R_{20}=0$, $R_{11}=10$

CS8: $n=30, m=20, R_{2}=\cdots=R_{20}=0, R_{1}=10$
CS9: $n=30, m=20, R_{2}=\cdots=R_{19}=0, R_{1}=R_{20}=5$
The results from the simulation study have been reported in Tables 1-6. The results for the estimation of $\theta_{1}=0.50$ and $\theta_{2}=0.50$ have been presented in Tables 1 and 2, those for estimation of $\theta_{1}=0.50$ and $\theta_{2}=1.00$ have been given in Tables 1 and 2, and those for estimation of $\theta_{1}=1.00$ and $\theta_{2}=1.00$ have been reported in Tables 5 and 6. On the other hand, the results under SELF have been presented in Tables 1, 3, and 5 and those under PLF have been reported in Tables 2, 4, and 6. The comparison among the different BEs has been made on the basis of amounts of posterior risks (PRs) associated with these estimates. The larger $m$ and $n$ imposes a positive impact on the performance of BEs. Interestingly, whenever the true parametric values are less than one, the SELF performs better than PLF. In converse, whenever the true parametric values are equal or greater than one (the results for the greater than one values of the parameters have not been presented here due to the space restriction), the performance of the PLF seems better than SELF due to the same reason. Similarly, using TKA have little advantage over QuM, LinA, and GiS as the amounts of PRs associated with estimates considering TKA are the least among all the approximation methods used in the study. The TKA also provides better convergence in majority of the cases.

Comparing censoring schemes 1-9 given in Tables 1-6, it is clear that CS3, CS5, and CS8 have the least amounts of PRs as compared to their counterparts for the same " $n$ " and " $m$." This is according to the expectation, because the expected test time for the censoring schemes CS3, CS5, and CS8 are greater than their counterparts. Hence, the data obtained under CS3, CS5, and CS8 is likely to provide more information about the said parameters as compared to other censoring schemes. In addition, CS3, CS5, and CS8 are in accordance with the shape of hazard rate of the TL distribution, as the hazard rate of TL distribution is U-shaped which proceeds with more failures in the start and at the end of the experiment. The censoring schemes 1,4 , and 6 are the close competitors of CS3, CS5, and CS8, respectively, and interestingly, these CSs incorporate more failures at the end of experiments. It is interesting to note that in case of CS2 and CS7, the amounts of PRs are the most; it may be due to the fact that for these CSs, we have assumed more failures in the middle of the experiments which is generally not suited for the TL distribution. For a " $n$," the increase in " $m$ " results in the decreased amounts of corresponding posterior risks.

We have not reported the comparison of MLE with BEs as it is a well-known fact that the results for MLE and BEs under noninformative priors are often similar, and in such case, the MLE can be preferred over BEs as the BEs are computationally more expensive. However, in case of informative priors, the BEs provides better results than MLE. The comparison of BEs under informative/noninformative priors
and MLE having similar findings has been observed by Kundu and Joarder [15] and Kundu [38].

## 5. Optimum Censoring Scheme

In real-life situations it is vital to select an optimum censoring scheme among different schemes. Here, the different schemes mean, for predetermined sample size $(n)$ and fixed effective sample size $(m)$, the various choices of $\left(R_{1}, R_{2}, \cdots\right.$, $\left.R_{m}\right)$ such that $\sum_{i=1}^{m} R_{i}+m=n$. Suppose there are two different censoring scheme denoted by $S_{1}=\left(R_{1}^{1}, R_{2}^{1}, \cdots, R_{m}^{1}\right)$ and $S_{2}=\left(R_{1}^{2}, R_{2}^{2}, \cdots, R_{m}^{2}\right)$ respectively, such that $\sum_{i=1}^{m} R_{i}^{1}+m=n$ and $\sum_{i=1}^{m} R_{i}^{2}+m=n$, then $S_{1}$ will considered to be better than $S_{2}$ if it provides more information regarding the parameters of the concerned model as compared to $S_{2}$. In coming sections, we have reported two criteria to determine the optimum censoring scheme between the two competing censoring schemes based on their information contents. These criteria have also been used by Kundu [38] and are based on the estimation of the $p^{\text {th }},(0<p<1)$, quantile. The $p^{\text {th }}$ quantile for the TL distribution is $X_{p}=\theta_{2}\left\{1-\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\right\}$. The first criteria is

$$
\begin{equation*}
C_{1}(S)=\frac{E_{\text {data }}\left\{V_{\text {post }(S)}\left(\ln X_{p}\right)\right\}}{E_{\text {data }}\left\{V_{\operatorname{post}(C)}\left(\ln X_{p}\right)\right\}}, \tag{32}
\end{equation*}
$$

where $S=\left(R_{1}, R_{2}, \cdots, R_{m}\right)$ denotes the censoring scheme and $V_{\text {post }(S)}\left(\ln X_{p}\right)$ and $V_{\text {post }(C)}\left(\ln X_{p}\right)$ denote the posterior variance of $\ln X_{p}$ for a censored and complete sample, respectively. It is clear that $C_{1}(S)$ depends on the quantile $(p)$ and not on the sample; hence, according to this criteria, the censoring scheme $S_{1}$ is better than $S_{2}$ if $C_{1}\left(S_{1}\right)<C_{1}\left(S_{2}\right)$ . The drawback of this criterion is that it is the function of quantile point $p$.

The second criteria is

$$
\begin{equation*}
C_{2}(S)=\frac{E_{\text {data }} \int_{0}^{1} V_{\text {post }(S)}\left(\ln X_{p}\right) d W(p)}{E_{\text {data }} \int_{0}^{1} V_{\text {post }(C)}\left(\ln X_{p}\right) d W(p)} \tag{33}
\end{equation*}
$$

where $S, V_{\text {post }(S)}\left(\ln X_{p}\right)$, and $V_{\text {post }(C)}\left(\ln X_{p}\right)$ have same definitions as above. Here, $0 \leq W(p) \leq 1$ is a nonnegative weight function defined on $[0,1]$; it has to be predetermined based on the nature of the study. For example, if more concentration is required at the middle, then larger weight should be given at $p=0.5$; conversely, if tail probabilities are more vital, then more weight can be attached to the lager $p$. Again, $S_{1}$ will be better than $S_{2}$ if $C_{2}\left(S_{1}\right)<C_{2}\left(S_{2}\right)$.

Now, [1,35] cannot be computed directly; therefore, we have used the LinA to approximate $[1,35]$ considering Monte Carlo simulation. The details of the approximation have been presented in the Appendix A.

We have presented the optimum censoring schemes considering four different objective functions for selected combinations of $m$ and $n$ in Table 7. We have considered $p=0.95, p=0.75$, and $p=0.50$ for the calculation of $C_{1}(S)$.
Table 1: BEs and posterior risks (in parenthesis) under SELF using $\theta_{1}=0.50$ and $\theta_{2}=0.50$.

| Censoring schemes | Estimation method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | QuM |  | LinA |  | TKA |  | GiS |  |
|  | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ |
| CS1 | 0.5417 (0.0131) | 0.5641 (0.0117) | 0.5474 (0.0119) | 0.5831 (0.0111) | 0.5379 (0.0090) | 0.5621 (0.0088) | 0.5501 (0.0104) | 0.6072 (0.0103) |
| CS2 | 0.7123 (0.0305) | 0.5652 (0.0148) | 0.7208 (0.0278) | 0.5843 (0.0141) | 0.7068 (0.0211) | 0.5633 (0.0112) | 0.7248 (0.0244) | 0.5683 (0.0130) |
| CS3 | 0.5747 (0.0115) | 0.5544 (0.0103) | 0.5816 (0.0105) | 0.5731 (0.0098) | 0.5703 (0.0079) | 0.5525 (0.0078) | 0.5848 (0.0092) | 0.5575 (0.0090) |
| CS4 | 0.5132 (0.0108) | 0.5863 (0.0097) | 0.5193 (0.0098) | 0.6061 (0.0092) | 0.5092 (0.0074) | 0.5843 (0.0073) | 0.5222 (0.0086) | 0.5895 (0.0085) |
| CS5 | 0.5567 (0.0093) | 0.5359 (0.0073) | 0.5634 (0.0085) | 0.5539 (0.0069) | 0.5524 (0.0064) | 0.5340 (0.0055) | 0.5665 (0.0074) | 0.5388 (0.0064) |
| CS6 | 0.5974 (0.0158) | 0.5690 (0.0083) | 0.6045 (0.0144) | 0.5882 (0.0079) | 0.5927 (0.0109) | 0.5670 (0.0063) | 0.6079 (0.0126) | 0.5721 (0.0073) |
| CS7 | 0.6417 (0.0180) | 0.5252 (0.0090) | 0.6494 (0.0165) | 0.5016 (0.0086) | 0.6367 (0.0125) | 0.4835 (0.0068) | 0.6530 (0.0144) | 0.5379 (0.0079) |
| CS8 | 0.5769 (0.0138) | 0.5532 (0.0077) | 0.5838 (0.0126) | 0.5719 (0.0074) | 0.5724 (0.0095) | 0.5513 (0.0058) | 0.5870 (0.0110) | 0.5562 (0.0068) |
| CS9 | 0.5029 (0.0169) | 0.5236 (0.0082) | 0.5089 (0.0155) | 0.5413 (0.0078) | 0.5390 (0.0117) | 0.5218 (0.0062) | 0.5117 (0.0135) | 0.5265 (0.0072) |

Table 2: BEs and PRs (in parenthesis) under PLF using $\theta_{1}=0.50$ and $\theta_{2}=0.50$.

| Censoring schemes | Estimation method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | QuM |  | LinA |  | TKA |  | GiS |  |
|  | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ |
| CS1 | 0.5431 (0.0253) | 0.5723 (0.0178) | 0.5589 (0.0231) | 0.5916 (0.0170) | 0.5392 (0.0175) | 0.5703 (0.0135) | 0.5617 (0.0202) | 0.6154 (0.0157) |
| CS2 | 0.7280 (0.0347) | 0.5725 (0.0209) | 0.7367 (0.0317) | 0.5918 (0.0199) | 0.7223 (0.0239) | 0.5705 (0.0158) | 0.7408 (0.0277) | 0.5756 (0.0184) |
| CS3 | 0.5876 (0.0240) | 0.5619 (0.0162) | 0.5946 (0.0219) | 0.5808 (0.0154) | 0.5830 (0.0166) | 0.5599 (0.0122) | 0.5979 (0.0192) | 0.5649 (0.0142) |
| CS4 | 0.5244 (0.0227) | 0.5933 (0.0152) | 0.5307 (0.0207) | 0.6133 (0.0144) | 0.5204 (0.0157) | 0.5912 (0.0115) | 0.5336 (0.0181) | 0.5965 (0.0134) |
| CS5 | 0.5686 (0.0199) | 0.5413 (0.0117) | 0.5754 (0.0181) | 0.5595 (0.0111) | 0.5642 (0.0137) | 0.5394 (0.0089) | 0.5786 (0.0159) | 0.5442 (0.0103) |
| CS6 | 0.6077 (0.0229) | 0.5752 (0.0134) | 0.6150 (0.0209) | 0.5946 (0.0128) | 0.6030 (0.0158) | 0.5732 (0.0102) | 0.6184 (0.0183) | 0.5783 (0.0118) |
| CS7 | 0.6531 (0.0253) | 0.4882 (0.0170) | 0.6609 (0.0231) | 0.5047 (0.0162) | 0.6481 (0.0175) | 0.4865 (0.0129) | 0.6646 (0.0202) | 0.4909 (0.0150) |
| CS8 | 0.5867 (0.0218) | 0.5585 (0.0115) | 0.5937 (0.0199) | 0.5773 (0.0109) | 0.5822 (0.0150) | 0.5566 (0.0087) | 0.5970 (0.0174) | 0.5616 (0.0101) |
| CS9 | 0.5115 (0.0224) | 0.5281 (0.0119) | 0.5176 (0.0204) | 0.5459 (0.0113) | 0.5076 (0.0154) | 0.5263 (0.0090) | 0.5205 (0.0179) | 0.5310 (0.0105) |

Table 3: BEs and PRs (in parenthesis) under SELF using $\theta_{1}=0.50$ and $\theta_{2}=1.00$.

| Censoring schemes | Estimation method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | QuM |  | LinA |  | TKA |  | GiS |  |
|  | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ |
| CS1 | 0.6092 (0.0206) | 1.1902 (0.0573) | 0.6164 (0.0188) | 1.2303 (0.0545) | 0.6044 (0.0142) | 1.1860 (0.0433) | 0.6199 (0.0165) | 1.1967 (0.0505) |
| CS2 | 0.7102 (0.0278) | 1.0708 (0.0674) | 0.7186 (0.0253) | 1.1069 (0.0642) | 0.7047 (0.0192) | 1.0671 (0.0510) | 0.7226 (0.0222) | 1.0767 (0.0594) |
| CS3 | 0.6060 (0.0189) | 1.0686 (0.0356) | 0.6132 (0.0172) | 1.1046 (0.0339) | 0.6013 (0.0130) | 1.0648 (0.0269) | 0.6166 (0.0151) | 1.0744 (0.0314) |
| CS4 | 0.6029 (0.0184) | 1.1015 (0.0328) | 0.6101 (0.0168) | 1.1387 (0.0312) | 0.5983 (0.0127) | 1.0977 (0.0248) | 0.6135 (0.0147) | 1.1076 (0.0289) |
| CS5 | 0.5780 (0.0178) | 1.1090 (0.0327) | 0.5849 (0.0163) | 1.1464 (0.0311) | 0.5736 (0.0123) | 1.1052 (0.0247) | 0.5882 (0.0142) | 1.1151 (0.0288) |
| CS6 | 0.5514 (0.0124) | 1.0556 (0.0266) | 0.5580 (0.0113) | 1.0912 (0.0253) | 0.5471 (0.0086) | 1.0519 (0.0201) | 0.5611 (0.0099) | 1.0614 (0.0234) |
| CS7 | 0.5430 (0.0134) | 1.2278 (0.0352) | 0.5495 (0.0122) | 1.2692 (0.0335) | 0.5388 (0.0092) | 1.2235 (0.0266) | 0.5525 (0.0107) | 1.2345 (0.0310) |
| CS8 | 0.7067 (0.0105) | 1.1366 (0.0244) | 0.7151 (0.0096) | 1.1750 (0.0233) | 0.7012 (0.0073) | 1.1327 (0.0185) | 0.7191 (0.0084) | 1.1429 (0.0215) |
| CS9 | 0.5512 (0.0124) | 1.1373 (0.0310) | 0.5578 (0.0113) | 1.1757 (0.0295) | 0.5470 (0.0086) | 1.1334 (0.0235) | 0.5609 (0.0099) | 1.1435 (0.0274) |

Table 4: BEs and PRs (in parenthesis) under PLF using $\theta_{1}=0.50$ and $\theta_{2}=1.00$.

| Censoring schemes | Estimation method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | QuM |  | LinA |  | TKA |  | GiS |  |
|  | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ |
| CS1 | 0.6234 (0.0316) | 1.2087 (0.0402) | 0.6309 (0.0288) | 1.2494 (0.0383) | 0.6186 (0.0218) | 1.2045 (0.0304) | 0.6344 (0.0252) | 1.2153 (0.0354) |
| CS2 | 0.7257 (0.0344) | 1.0837 (0.0281) | 0.7344 (0.0314) | 1.1203 (0.0268) | 0.7201 (0.0238) | 1.0800 (0.0213) | 0.7384 (0.0275) | 1.0897 (0.0248) |
| CS3 | 0.6199 (0.0308) | 1.0812 (0.0274) | 0.6273 (0.0282) | 1.1176 (0.0261) | 0.6151 (0.0213) | 1.0774 (0.0207) | 0.6308 (0.0247) | 1.0871 (0.0242) |
| CS4 | 0.6157 (0.0282) | 1.1123 (0.0234) | 0.6230 (0.0258) | 1.1498 (0.0223) | 0.6109 (0.0195) | 1.1084 (0.0177) | 0.6265 (0.0225) | 1.1184 (0.0206) |
| CS5 | 0.5909 (0.0264) | 1.1209 (0.0227) | 0.5980 (0.0241) | 1.1587 (0.0216) | 0.5864 (0.0182) | 1.1170 (0.0171) | 0.6013 (0.0211) | 1.1270 (0.0200) |
| CS6 | 0.5609 (0.0210) | 1.0648 (0.0199) | 0.5676 (0.0192) | 1.1007 (0.0189) | 0.5565 (0.0145) | 1.0611 (0.0150) | 0.5707 (0.0168) | 1.0706 (0.0175) |
| CS7 | 0.5528 (0.0216) | 1.2432 (0.0230) | 0.5594 (0.0198) | 1.2851 (0.0219) | 0.5485 (0.0149) | 1.2389 (0.0174) | 0.5625 (0.0173) | 1.2500 (0.0203) |
| CS8 | 0.7181 (0.0198) | 1.1486 (0.0178) | 0.7267 (0.0180) | 1.1873 (0.0170) | 0.7125 (0.0136) | 1.1446 (0.0135) | 0.7307 (0.0158) | 1.1549 (0.0157) |
| CS9 | 0.5605 (0.0204) | 1.1484 (0.0241) | 0.5671 (0.0187) | 1.1872 (0.0230) | 0.5561 (0.0141) | 1.1444 (0.0182) | 0.5703 (0.0163) | 1.1547 (0.0213) |

Table 5: BEs and PRs (in parenthesis) under SELF using $\theta_{1}=1.00$ and $\theta_{2}=1.00$.

| Censoring schemes | Estimation method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | QuM |  | LinA |  | TKA |  | GiS |  |
|  | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ |
| CS1 | 1.1123 (0.0587) | 1.1057 (0.1003) | 1.1256 (0.0536) | 1.1429 (0.0955) | 1.1037 (0.0406) | 1.1018 (0.0758) | 1.1319 (0.0469) | 1.1117 (0.0884) |
| CS2 | 1.0948 (0.0683) | 1.2362 (0.1059) | 1.1079 (0.0624) | 1.2779 (0.1008) | 1.0863 (0.0472) | 1.2319 (0.0801) | 1.1140 (0.0546) | 1.2430 (0.0933) |
| CS3 | 1.1576 (0.0521) | 1.7607 (0.0817) | 1.1714 (0.0476) | 1.8201 (0.0777) | 1.1486 (0.0360) | 1.7546 (0.0618) | 1.1779 (0.0417) | 1.7704 (0.0720) |
| CS4 | 1.2183 (0.0429) | 1.2421 (0.0432) | 1.2329 (0.0392) | 1.2840 (0.0411) | 1.2089 (0.0296) | 1.2378 (0.0327) | 1.2397 (0.0343) | 1.2489 (0.0381) |
| CS5 | 1.1207 (0.0383) | 1.0817 (0.0398) | 1.1340 (0.0350) | 1.1182 (0.0378) | 1.1120 (0.0264) | 1.0780 (0.0301) | 1.1403 (0.0306) | 1.0876 (0.0350) |
| CS6 | 1.1717 (0.0655) | 1.2241 (0.0526) | 1.1857 (0.0598) | 1.2654 (0.0500) | 1.1626 (0.0452) | 1.2199 (0.0397) | 1.1922 (0.0523) | 1.2308 (0.0463) |
| CS7 | 1.3187 (0.0678) | 1.2504 (0.0575) | 1.3345 (0.0619) | 1.2926 (0.0547) | 1.3085 (0.0468) | 1.2461 (0.0435) | 1.3419 (0.0542) | 1.2573 (0.0507) |
| CS8 | 1.2162 (0.0542) | 1.1414 (0.0443) | 1.2307 (0.0495) | 1.1799 (0.0421) | 1.2067 (0.0374) | 1.1374 (0.0334) | 1.2375 (0.0433) | 1.1476 (0.0390) |
| CS9 | 1.2763 (0.0636) | 1.1934 (0.0517) | 1.2915 (0.0581) | 1.2336 (0.0491) | 1.2664 (0.0440) | 1.1892 (0.0390) | 1.2987 (0.0508) | 1.1999 (0.0455) |

Table 6: BEs and PRs (in parenthesis) under PLF using $\theta_{1}=1.00$ and $\theta_{2}=1.00$.

| Censoring schemes | Estimation method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | QuM |  | LinA |  | TKA |  | GiS |  |
|  | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ |
| CS1 | 1.1256 (0.0513) | 1.1142 (0.0469) | 1.1390 (0.0468) | 1.1517 (0.0446) | 1.1169 (0.0354) | 1.1103 (0.0355) | 1.1454 (0.0410) | 1.1203 (0.0413) |
| CS2 | 1.1191 (0.0538) | 1.2536 (0.0588) | 1.1324 (0.0491) | 1.2958 (0.0560) | 1.1104 (0.0372) | 1.2492 (0.0445) | 1.1387 (0.0430) | 1.2604 (0.0518) |
| CS3 | 1.1776 (0.0445) | 1.2149 (0.0436) | 1.1917 (0.0406) | 1.2558 (0.0415) | 1.1685 (0.0307) | 1.2106 (0.0330) | 1.1983 (0.0356) | 1.2215 (0.0384) |
| CS4 | 1.2389 (0.0422) | 1.2537 (0.0252) | 1.2537 (0.0385) | 1.2960 (0.0240) | 1.2293 (0.0292) | 1.2494 (0.0191) | 1.2606 (0.0337) | 1.2606 (0.0222) |
| CS5 | 1.1433 (0.0392) | 1.0923 (0.0230) | 1.1570 (0.0358) | 1.1291 (0.0219) | 1.1344 (0.0271) | 1.0885 (0.0174) | 1.1634 (0.0314) | 1.0983 (0.0203) |
| CS6 | 1.1923 (0.0457) | 1.2377 (0.0295) | 1.2065 (0.0417) | 1.2794 (0.0281) | 1.1831 (0.0316) | 1.2334 (0.0223) | 1.2132 (0.0365) | 1.2445 (0.0260) |
| CS7 | 1.3311 (0.0493) | 1.2611 (0.0306) | 1.3470 (0.0450) | 1.3036 (0.0291) | 1.3208 (0.0340) | 1.2567 (0.0231) | 1.3545 (0.0394) | 1.2680 (0.0269) |
| CS8 | 1.2346 (0.0409) | 1.1518 (0.0226) | 1.2493 (0.0373) | 1.1906 (0.0215) | 1.2250 (0.0282) | 1.1478 (0.0171) | 1.2563 (0.0327) | 1.1581 (0.0199) |
| CS9 | 1.2961 (0.0439) | 1.2046 (0.0245) | 1.3116 (0.0401) | 1.2453 (0.0233) | 1.2861 (0.0303) | 1.2005 (0.0185) | 1.3189 (0.0351) | 1.2112 (0.0216) |

Table 7: Optimum sampling schemes for different choices of $n=20$ and different choices of $m$.

| $m$ | Censoring schemes | $\mathrm{C}_{1}(\mathrm{~S})(p=0.95)$ | $\mathrm{C}_{1}(\mathrm{~S})(p=0.75)$ | $\mathrm{C}_{1}(\mathrm{~S})(p=0.5)$ | $\mathrm{C}_{2}(\mathrm{~S})(p=1)$ | RETT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | $R_{1}=10, R_{2}=\cdots=R_{10}=0$ | 0.0843 | 0.3003 | 0.9989 | 0.9558 | 0.8480 |
|  | $R_{1}=\cdots=R_{9}=0, R_{10}=10$ | 0.0951 | 0.3353 | 0.9234 | 0.8836 | 0.1763 |
|  | $R_{1}=\cdots=R_{10}=1$ | 0.0946 | 0.3225 | 0.8506 | 0.8139 | 0.7101 |
|  | $R_{1}=8, R_{2}=2, R_{3}=\cdots=R_{10}=0$ | 0.0874 | 0.3247 | 0.9056 | 0.8665 | 0.8432 |
|  | $R_{1}=5, R_{2}=5, R_{3}=\cdots=R_{10}=0$ | 0.0943 | 0.3355 | 0.9173 | 0.8777 | 0.8100 |
|  | $R_{1}=5, R_{2}=\cdots=R_{9}=0, R_{10}=5$ | 0.0949 | 0.3248 | 0.9065 | 0.8673 | 0.4398 |
|  | $R_{1}=, \cdots, R_{8}=0, R_{9}=5, R_{10}=5$ | 0.1015 | 0.3329 | 0.9021 | 0.8232 | 0.1909 |
| 15 | $R_{1}=5, R_{2}=\cdots=R_{15}=0$ | 0.0757 | 0.1846 | 0.8393 | 0.8031 | 0.9422 |
|  | $R_{1}=\cdots=R_{14}=0, R_{15}=5$ | 0.0862 | 0.2172 | 0.7971 | 0.7627 | 0.4954 |
|  | $R_{1}=\cdots=R_{5}=1, R_{6}=\cdots=R_{15}=0$ | 0.0798 | 0.1977 | 0.7175 | 0.6865 | 0.9042 |
|  | $R_{1}=\cdots=R_{10}=0, R_{11}=\cdots=R_{15}=1$ | 0.0828 | 0.2044 | 0.7265 | 0.6760 | 0.5632 |
|  | $R_{1}=3, R_{2}=2, R_{3}=\cdots=R_{15}=0$ | 0.0775 | 0.1912 | 0.8055 | 0.7707 | 0.9162 |
|  | $R_{1}=2, R_{2}=3, R_{3}=\cdots=R_{15}=0$ | 0.0857 | 0.2004 | 0.7855 | 0.7516 | 0.9256 |
|  | $R_{1}=2, R_{2}=\cdots=R_{14}=0, R_{15}=3$ | 0.0881 | 0.2386 | 0.7571 | 0.7244 | 0.6085 |
|  | $R_{1}=, \cdots, R_{13}=0, R_{14}=2, R_{15}=3$ | 0.0910 | 0.2243 | 0.7806 | 0.7469 | 0.4699 |
| 18 | $R_{1}=2, R_{2}=\cdots=R_{18}=0$ | 0.0527 | 0.1734 | 0.6046 | 0.5785 | 0.9842 |
|  | $R_{1}=\cdots=R_{17}=0, R_{15}=2$ | 0.0658 | 0.1908 | 0.5894 | 0.5640 | 0.7413 |
|  | $R_{1}=1, R_{2}=1, R_{3}=\cdots=R_{18}=0$ | 0.0630 | 0.1840 | 0.5616 | 0.5374 | 0.9614 |
|  | $R_{1}=1, R_{2}=\cdots=R_{17}=0, R_{18}=1$ | 0.0539 | 0.1857 | 0.5749 | 0.5627 | 0.8038 |
|  | $R_{1}=, \cdots, R_{16}=0, R_{17}=1, R_{18}=1$ | 0.0620 | 0.1869 | 0.5547 | 0.5499 | 0.6890 |

On the other hand, the $C_{2}(S)$ values have been obtained for $W(p)=1$. We have also reported the ratio of expected experimental time required to carry complete sample and the sample under a particular censoring scheme. That is, we have calculated $\operatorname{RETT}=\operatorname{ETT}(S) / \operatorname{ETT}(C)$, where RETT, $\operatorname{ETT}(S)$, and $\operatorname{ETT}(C)$ are relative expected test time, expected test time under censored sample, and expected test time under complete sample, respectively. The independent Gamma ( $0.7263,0.6884$ ) priors have been assumed for both of the parameters $\left(\theta_{1}, \theta_{2}\right)$. The results have been presented in Table 3.

In majority of the cases, the censoring schemes having all the removals at the time of first failure provide the maximum information whenever $p=0.95$ and $p=0.75$ for $C_{1}(S)$. This may be due to the reason that for a larger choice of " $p$ " in $C_{1}(S)$, we are interested in the tail behavior of the TL distribution. Also, the larger choice of " $p$ " will suit the shape of hazard rate of the TL distribution. It is also quite apparent that for $p=0.50$ in $C_{1}(S)$, the censoring schemes having failures other than the tails of the experiment provide more information than their counterparts. The RETT also clarify that the censoring schemes having all/more failures at the start of the experiment provide the maximum information about the parameters under the study. Hence, larger choice of " $p$ " in $C_{1}(S)$ may be recommended for the choice of optimum censoring scheme when failure times comes from the TL distribution.

In addition, the optimum censoring schemes are not much sensitive, a little depart from the optimal censoring scheme does not change the efficiency to a large extend. For example, for $p=0.95$ in $C_{1}(S)$, if we depart from the optimal censoring scheme $\left(R_{1}=10, R_{2}=\cdots=R_{10}=0\right)$ to the other scheme say $\left(R_{1}=8, R_{2}=2, R_{3}=\cdots=R_{10}=0\right)$ the relative efficiency becomes 0.9645 . Similar patterns can be observed for other cases.

## 6. Real-Life Example

In this section, the data regarding the failure times (in mileage) of eighteen military carriers reported by Grubbs [39] has been used to illustrate the applicability of the proposed estimators. Bayoud [18] has confirmed that this data follow TL distribution by employing Kolmogorov-Smirnov test. The data is as follows $162,200,271,302,393,508,539$, $629,706,777,884,1101,1182,1463,1603,1984,2355$, and 2880. For convenience, we have divided each value in the data by 10000 . We considered following censoring schemes for the estimation.

CS1: $n=18, m=10, R_{1}=8, R_{2}=\cdots=R_{10}=0$
CS2: $n=18, m=10, R_{1}=6, R_{2}=2, R_{3}=\cdots=R_{10}=0$
CS3: $n=18, m=10, R_{1}=\cdots=R_{9}=0, R_{10}=8$
CS4: $n=18, m=10, R_{1}=\cdots=R_{5}=R_{7}=\cdots=R_{10}=0$, $R_{6}=8$

CS5: $n=18, m=15, R_{1}=3, R_{2}=\cdots=R_{15}=0$
Table 8: BEs and PRs (in parenthesis) using real dataset under SELF using conventional priors.

| Censoring schemes | Estimation method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | QuM |  | LinA |  | TKA |  | GiS |  |
|  | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ |
| CS1 | 0.6503 (0.0294) | 2.6891 (1.2350) | 0.6580 (0.0269) | 2.7797 (1.1750) | 0.6452 (0.0203) | 2.6797 (0.9334) | 0.6617 (0.0235) | 2.7038 (1.0880) |
| CS2 | 0.6428 (0.0348) | 2.6521 (1.3468) | 0.6504 (0.0317) | 2.7415 (1.2814) | 0.6378 (0.0240) | 2.6429 (1.0179) | 0.6540 (0.0278) | 2.6667 (1.1865) |
| CS3 | 0.5920 (0.0319) | 2.7171 (1.2725) | 0.5990 (0.0291) | 2.8086 (1.2106) | 0.5874 (0.0220) | 2.7076 (0.9618) | 0.6024 (0.0255) | 2.7319 (1.1210) |
| CS4 | 0.6130 (0.0364) | 2.6477 (1.3676) | 0.6204 (0.0332) | 2.7369 (1.3011) | 0.6083 (0.0251) | 2.6385 (1.0336) | 0.6238 (0.0290) | 2.6621 (1.2048) |
| CS5 | 0.6928 (0.0243) | 2.7949 (1.0239) | 0.7010 (0.0221) | 2.8891 (0.9741) | 0.6874 (0.0168) | 2.7852 (0.7739) | 0.7049 (0.0194) | 2.8102 (0.9020) |
| CS6 | 0.6848 (0.0287) | 2.7565 (1.1166) | 0.6930 (0.0262) | 2.8494 (1.0623) | 0.6795 (0.0198) | 2.7469 (0.8439) | 0.6968 (0.0229) | 2.7716 (0.9837) |
| CS7 | 0.6307 (0.0263) | 2.8240 (1.0550) | 0.6382 (0.0240) | 2.9192 (1.0037) | 0.6258 (0.0182) | 2.8142 (0.7974) | 0.6418 (0.0210) | 2.8394 (0.9294) |
| CS8 | 0.6531 (0.0300) | 2.7519 (1.1338) | 0.6609 (0.0274) | 2.8446 (1.0787) | 0.6481 (0.0207) | 2.7423 (0.8569) | 0.6646 (0.0239) | 2.7669 (0.9988) |

Table 9: BEs and PRs (in parenthesis) using real dataset under PLF using conventional priors.

| Censoring schemes | Estimation method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | QuM |  | LinA |  | TKA |  | GiS |  |
|  | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ |
| CS1 | 0.6701 (0.0440) | 2.8863 (0.9226) | 0.6781 (0.0402) | 2.9836 (0.8777) | 0.6649 (0.0304) | 2.8763 (0.6973) | 0.6819 (0.0352) | 2.9021 (0.8128) |
| CS2 | 0.6549 (0.0487) | 2.8579 (0.9858) | 0.6627 (0.0445) | 2.9542 (0.9379) | 0.6498 (0.0337) | 2.8479 (0.7451) | 0.6664 (0.0390) | 2.8735 (0.8684) |
| CS3 | 0.6114 (0.0430) | 2.9261 (0.9633) | 0.6187 (0.0393) | 3.0247 (0.9165) | 0.6066 (0.0297) | 2.9159 (0.7281) | 0.6221 (0.0344) | 2.9421 (0.8486) |
| CS4 | 0.6192 (0.0524) | 2.8198 (1.0266) | 0.6266 (0.0478) | 2.9148 (0.9767) | 0.6144 (0.0362) | 2.8100 (0.7759) | 0.6300 (0.0419) | 2.8352 (0.9044) |
| CS5 | 0.7139 (0.0363) | 2.9999 (0.7649) | 0.7225 (0.0331) | 3.1010 (0.7277) | 0.7084 (0.0251) | 2.9895 (0.5781) | 0.7265 (0.0290) | 3.0163 (0.6738) |
| CS6 | 0.6977 (0.0402) | 2.9704 (0.8173) | 0.7060 (0.0367) | 3.0705 (0.7776) | 0.6923 (0.0278) | 2.9600 (0.6177) | 0.7099 (0.0321) | 2.9866 (0.7200) |
| CS7 | 0.6514 (0.0355) | 3.0413 (0.7986) | 0.6591 (0.0324) | 3.1438 (0.7598) | 0.6463 (0.0245) | 3.0307 (0.6036) | 0.6628 (0.0283) | 3.0579 (0.7035) |
| CS8 | 0.6597 (0.0432) | 2.9308 (0.8511) | 0.6675 (0.0394) | 3.0295 (0.80970 | 0.6546 (0.0298) | 2.9206 (0.6433) | 0.6712 (0.0345) | 2.9468 (0.7498) |

Table 10: BEs and PRs (in parenthesis) using real dataset under SELF using fuzzy priors.

| Censoring schemes | Estimation method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | QuM |  | LinA |  | TKA |  | GiS |  |
|  | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ |
| CS1 | 0.6401 (0.0289) | 2.6708 (1.1854) | 0.6494 (0.0266) | 2.7545 (1.1233) | 0.6329 (0.0199) | 2.6752 (0.8911) | 0.6541 (0.0231) | 2.6986 (1.0348) |
| CS2 | 0.6307 (0.0342) | 2.6332 (1.2925) | 0.6405 (0.0313) | 2.7205 (1.2246) | 0.6293 (0.0237) | 2.6268 (0.9754) | 0.6431 (0.0275) | 2.6661 (1.1377) |
| CS3 | 0.5830 (0.0313) | 2.6988 (1.2102) | 0.5910 (0.0287) | 2.8078 (1.1598) | 0.5781 (0.0216) | 2.6833 (0.9232) | 0.5929 (0.0251) | 2.7276 (1.0743) |
| CS4 | 0.6021 (0.0358) | 2.6313 (1.3009) | 0.6106 (0.0327) | 2.7230 (1.2374) | 0.6011 (0.0248) | 2.6226 (0.9853) | 0.6158 (0.0285) | 2.6511 (1.1555) |
| CS5 | 0.6847 (0.0239) | 2.7884 (0.9747) | 0.6874 (0.0218) | 2.8685 (0.9302) | 0.6793 (0.0165) | 2.7585 (0.7366) | 0.6911 (0.0192) | 2.7992 (0.8650) |
| CS6 | 0.6731 (0.0283) | 2.7433 (1.0678) | 0.6838 (0.0258) | 2.8278 (1.0120) | 0.6683 (0.0195) | 2.7417 (0.8033) | 0.6854 (0.0226) | 2.7434 (0.9403) |
| CS7 | 0.6219 (0.0260) | 2.8167 (1.0059) | 0.6317 (0.0237) | 2.8941 (0.9552) | 0.6163 (0.0180) | 2.7951 (0.7623) | 0.6291 (0.0207) | 2.8200 (0.8890) |
| CS8 | 0.6434 (0.0297) | 2.7452 (1.0829) | 0.6479 (0.0269) | 2.8297 (1.0305) | 0.6374 (0.0204) | 2.7237 (0.8182) | 0.6543 (0.0234) | 2.7482 (0.9543) |

Table 11: BEs and PRs (in parenthesis) using real dataset under PLF using fuzzy priors.

| Censoring schemes | Estimation method |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | QuM |  | LinA |  | TKA |  | GiS |  |
|  | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{1}$ | $\theta_{2}$ |
| CS1 | 0.6584 (0.0433) | 2.8722 (0.8855) | 0.6675 (0.0398) | 2.9724 (0.8388) | 0.6562 (0.0300) | 2.8757 (0.6644) | 0.6714 (0.0345) | 2.8932 (0.7759) |
| CS2 | 0.6467 (0.0479) | 2.8457 (0.9381) | 0.6541 (0.0438) | 2.9371 (0.8941) | 0.6384 (0.0330) | 2.8342 (0.7103) | 0.6546 (0.0384) | 2.8564 (0.8329) |
| CS3 | 0.6014 (0.0424) | 2.9014 (0.9225) | 0.6084 (0.0389) | 3.0236 (0.8761) | 0.5970 (0.0294) | 2.9036 (0.6969) | 0.6132 (0.0338) | 2.9164 (0.8147) |
| CS4 | 0.6088 (0.0516) | 2.8143 (0.9777) | 0.6189 (0.0469) | 2.8992 (0.9298) | 0.6076 (0.0355) | 2.7907 (0.7437) | 0.6193 (0.0413) | 2.8134 (0.8648) |
| CS5 | 0.7003 (0.0358) | 2.9835 (0.7338) | 0.7139 (0.0327) | 3.0786 (0.6942) | 0.6957 (0.0247) | 2.9765 (0.5534) | 0.7145 (0.0285) | 3.0106 (0.6416) |
| CS6 | 0.6842 (0.0397) | 2.9567 (0.7812) | 0.6931 (0.0361) | 3.0547 (0.7428) | 0.6823 (0.0274) | 2.9376 (0.5880) | 0.7009 (0.0318) | 2.9667 (0.6877) |
| CS7 | 0.6425 (0.0350) | 3.0122 (0.7606) | 0.6482 (0.0320) | 3.1261 (0.7232) | 0.6389 (0.0240) | 3.0076 (0.5774) | 0.6513 (0.0277) | 3.0567 (0.6744) |
| CS8 | 0.6493 (0.0426) | 2.9084 (0.8167) | 0.6562 (0.0388) | 2.9996 (0.7712) | 0.6431 (0.0293) | 2.8959 (0.6137) | 0.6596 (0.0340) | 2.9350 (0.7181) |

CS6: $n=18, m=15, R_{1}=2, R_{2}=1, R_{3}=\cdots=R_{15}=0$
CS7: $n=18, m=15, R_{1}=\cdots=R_{14}=0, R_{15}=3$
CS8: $n=18, m=15, R_{1}=\cdots=R_{7}=R_{9}=\cdots=R_{15}=0$, $R_{8}=3$

The MLEs for $\theta_{1}$ and $\theta_{2}$ have been computed using iterative methods. Using the initial guess for $\theta_{1}$ as 0.50 , we obtained the MLEs of the parameters $\theta_{1}$ and $\theta_{2}$ as 0.6835 and 2.9761 , respectively. From the results given in Tables $8-11$, it can be assessed that the increase in the " $m$ " results in the decreased amounts of PRs. In case of estimation of the parameter $\theta_{1}$, the BEs under SELF are better than those under PLF, while for the estimation of the parameter $\theta_{2}$, the PLF out performs SELF. Having in mind that the estimated values of the parameter $\theta_{1}$ are always less than one and those for the parameter $\theta_{2}$ are always greater than one, these results can be perceived as replication of the findings from the simulated results. The results using TKA are again associated with the least amounts of the PRs which also confirmed the findings of the simulation study. In addition, the results based on fuzzy priors are slightly better than those under conventional priors.

On comparing different censoring schemes, it has been found that the censoring schemes with all/more removals at the time of first failure give least amounts of posterior risks. In addition, as observed in the simulation study, the censoring schemes with all the removals at the time of last failure are having smaller posterior risks than those with more removals in the middle of the experiments. In short, most of the findings from the simulation study have also been replicated by the analysis of the real life dataset.

## 7. Conclusion

This paper is aimed to discussing the BEs for the parameters of the TL distribution under PC samples. It has been observed that BEs cannot be obtained in the explicit form; therefore, we have proposed QuM, LinA, TKA, and GiS for the approximate computations of the BEs and PRs. From the results, it has been assessed that TKA has little advantage of other approximation methods, as the amounts of the PRS using TKA are the least among the estimates under all the approximation methods. The BEs under fuzzy priors were slightly better than those under conventional priors.

Different criteria for the comparing to different censoring schemes, based on the information they contain, have been proposed. Based on these criteria, we have reported the optimal CSs with respect to different values of $m$ and $n$. The future aspects of the study can be finding an algorithm for selection of the optimal censoring scheme for the TL distribution from all the possible censoring schemes which are often large in the practical situations.

## Appendix

## A. Approximation of $[1,34]$

In [34], we have $V_{\text {post }(S)}\left(\ln X_{p}\right)=E\left\{\left(\ln X_{p}\right)^{2} \mid x\right\}-$ $\left[E\left\{\left(\ln X_{p}\right) \mid x\right\}\right]^{2}$, and we have to approximate $E\left\{\left(\ln X_{p}\right)^{2} \mid x\right\}$ and $\left[E\left\{\left(\ln X_{p}\right) \mid x\right\}\right]^{2}$ separately. For the estimation of
$\left[E\left\{\left(\ln X_{p}\right) \mid x\right\}\right]^{2}$, we have considered $h\left(\theta_{1}, \theta_{2}\right)=\ln X_{p}\left(\theta_{1}\right.$, $\theta_{2}$ ) in [9] with the following details.

$$
\begin{align*}
\ln X_{p}\left(\theta_{1}, \theta_{2}\right)= & \ln \theta_{2}+\ln \left\{1-\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\right\} \\
g_{1}= & -\frac{p^{1 / \theta_{1}} \ln p}{2\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\left\{1-\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\right\} \theta_{1}^{2}}, \\
g_{2}= & \frac{1}{\theta_{2}}, g_{22}=\frac{-1}{\theta_{2}^{2}}, g_{12}=0, \\
g_{11}= & -\frac{p^{2 / \theta_{1}} \ln p^{2}}{4\left(1-p^{1 / \theta_{1}}\right)\left\{1-\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\right\}^{2} \theta_{1}^{4}} \\
& +\frac{p^{2 / \theta_{1}} \ln p^{2}}{4\left(1-p^{1 / \theta_{1}}\right)^{3 / 2}\left\{1-\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\right\} \theta_{1}^{4}} \\
& +\frac{p^{1 / \theta_{1}} \ln p^{2}}{2\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\left\{1-\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\right\} \theta_{1}^{4}} \\
& +\frac{p^{1 / \theta_{1}} \ln p}{\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\left\{1-\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\right\} \theta_{1}^{3}} . \tag{A.1}
\end{align*}
$$

The remaining quantities in [9] will remain the same. Similarly, in order to estimate $E\left\{\left(\ln X_{p}\right)^{2} \mid x\right\}$, put

$$
\begin{equation*}
h\left(\theta_{1}, \theta_{2}\right)=\left\{\ln X_{p}\left(\theta_{1}, \theta_{2}\right)\right\}^{2} \tag{A.2}
\end{equation*}
$$

in [9] and considering all other quantities the same.
In addition to approximate

$$
\begin{equation*}
\int_{0}^{1} V_{\mathrm{post}(S)}\left(\ln X_{p}\right) d W(p) \tag{A.3}
\end{equation*}
$$

we have to approximate

$$
\begin{equation*}
\int_{0}^{1} E\left\{\left(\ln X_{p}\right) \mid x\right\} d W(p) \tag{A.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} E\left\{\left(\ln X_{p}\right)^{2} \mid x\right\} d W(p) \tag{A.5}
\end{equation*}
$$

These can be computed considering

$$
\begin{equation*}
\int_{0}^{1} \ln \left\{1-\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\right\} d W(p) \tag{A.6}
\end{equation*}
$$

in place of

$$
\begin{equation*}
\ln \left\{1-\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\right\} \tag{A.7}
\end{equation*}
$$

in all the above expressions. For different weight functions $W(p)$, the integration can be carried out numerically, for example, considering uniform weight function and $\theta_{1}=$ 0.50 , we have

$$
\begin{equation*}
\int_{0}^{1} \ln \left\{1-\left(1-p^{1 / \theta_{1}}\right)^{1 / 2}\right\} d W(p)=-2.5708 \tag{A.8}
\end{equation*}
$$
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