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#### Abstract

The aim of this research is to demonstrate the existence and the uniqueness of the weak solution for a semilinear fractional parabolic problem with the special case of the second integral boundary condition. For this aim, we split the proof into two parts; to study the main linear problem part, we used the variable separation method, and concerning the semilinear problem part, we apply an iterative method and a priori estimate for the study of the weak solution.


## 1. Introduction

Fractional calculus is a mathematical analysis branch that explores the various different possibilities of describing the differentiation operator power of real or complex numbers. Fractional differential equations are extraordinary differential equations [1]. Many natural phenomena and modern problems of physics, mechanics, biology and technology, chemistry, engineering, etc. can be modeled by fractional partial differential equations (FPDEs). For details, see ([2-12]) and the references therein.

The first who drew attention to these problems with an integral one-space variables condition is Cannon [13], which gold of the study of heat conduction in a bar heated thin is demonstrated by using the potential method, and the importance of the problems with integral conditions has been pointed out by Samarskii [14]. The basic physical meaning of integral conditions (total energy, average temperature, the total mass of impurities, total flux, moments, etc.) has served as the main reason for the growing interest in this kind of problem.

In modern physics and technology, many problems are found using nonlocal conditions for partial differential equations, which are defined using integral conditions. So, the first type of integral condition is given by the following:

$$
\begin{equation*}
\int_{0}^{1} k(x, t) u(x, t) d x=E(t) \tag{1}
\end{equation*}
$$

where $k$ is a given function.
Or second type

$$
\begin{gather*}
u(l, t)=\int_{0}^{1} k(x, t) u(x, t) d x, \quad \forall t \in(0, T) \\
\frac{\partial u}{\partial x}(l, t)=\int_{0}^{1} k(x, t) u(x, t) d x, \quad \forall t \in(0, T) \tag{2}
\end{gather*}
$$

can be used when it is impossible to directly measure the quantity sought on the border. Its total value or its average is known. We find a lot of research studied this kind of integral like [15-17].

Many researchers have widely studied the solvability "existence and uniqueness" of solutions of fractional and integer partial differential equation problem by many method; see, for example, [18-23].

There are a few works that study the nonlinear fractional partial differential equation with initial and boundary conditions, not to mention the nonlocal problem like [24].

In this work, we developed the study of fractional problems to partial differential equations on the one hand and beyond this in the nonlinear direction, which simulates heat diffusion in the complex phenomena. We also relied on the modeling of Neumann's condition, i.e., heat flow by an integral condition, which is closer to reality in this situation.

Motivated by this, in our article, we treat for the existence and the uniqueness of the weak solution of the mixed semilinear problem for a fractional partial differential equation with an integral condition of the second type, where we start by studying the nonlocal linear problem by the variable separation method, to demonstrate the existence and the uniqueness of the weak solution of the semilinear problem; we then apply an iterative method based on the results obtained by the linear problem.

## 2. Preliminaries

Definition 1 (see [25, 26]). For any $0<\alpha<1$, the Caputo and Riemann Liouville derivatives are defined, respectively, as follows:
(1) The left Caputo derivatives:

$$
\begin{equation*}
{ }_{0}^{C} D_{t}^{\alpha} u(\mathrm{x}, \mathrm{t}):=\frac{1}{\Gamma(\alpha-1)} \int_{0}^{t} \frac{\partial u(\mathrm{x}, \mathrm{t})}{\partial_{\Gamma}} \frac{1}{(\mathrm{t}-\tau)^{\alpha}} d \tau \tag{3}
\end{equation*}
$$

(2) The left Riemann-Liouville derivatives:

$$
\begin{equation*}
{ }_{0}^{R} D_{t}^{\alpha} u(\mathrm{x}, \mathrm{t}):=\frac{1}{\Gamma(\alpha-1)} \frac{\partial}{\partial t} \int_{0}^{t} \frac{u(\mathrm{x}, \mathrm{t})}{\partial \tau} \frac{1}{(\tau-\mathrm{t})^{\alpha}} d \tau \tag{4}
\end{equation*}
$$

(3) The right Caputo derivatives:

$$
\begin{equation*}
{ }_{0}^{R} D_{t}^{\alpha} u(\mathrm{x}, \mathrm{t}):=\frac{-1}{\Gamma(\alpha-1)} \int_{0}^{t} \frac{\partial u(\mathrm{x}, \mathrm{t})}{\partial \tau} \frac{1}{(\tau-\mathrm{t})^{\alpha}} d \tau \tag{5}
\end{equation*}
$$

(4) The right Riemann-Liouville derivatives:

$$
\begin{equation*}
{ }_{t}^{R} D_{t}^{\alpha} u(\mathrm{x}, \mathrm{t}):=\frac{1}{\Gamma(\alpha-1)} \frac{\partial}{\partial t} \int_{0}^{t} \frac{u(\mathrm{x}, \mathrm{t})}{(\tau-\mathrm{t})^{\alpha}} d \tau \tag{6}
\end{equation*}
$$

Proposition 2 (see [25, 26]). For $n=1$, we have

$$
\begin{gather*}
{ }_{0}^{R} D_{t}^{\alpha} u(x, t)={ }_{0}^{c} D_{t}^{\alpha} u(x, t)+\frac{u(0)}{\Gamma(1-\alpha) t^{\alpha}},  \tag{7}\\
{ }_{0}^{R} D_{t}^{\alpha} u(x, t)={ }_{0}^{c} D_{t}^{\alpha} u(x, t)+\frac{u(T)}{\Gamma(1-\alpha)(T-t)^{\alpha}} .
\end{gather*}
$$

If $u(x, 0)=0$, then we have

$$
\begin{equation*}
{ }_{0}^{R} D_{t}^{\alpha} u(x, t)={ }_{0}^{c} D_{t}^{\alpha} u(x, t) . \tag{8}
\end{equation*}
$$

Definition 3 (see [27]). For any real $\sigma>0$ and finite interval $[a, b]$ of the real axis $R$, we define the seminorm

$$
\begin{equation*}
|u|_{l H^{\alpha}(\Omega)}^{2}:=\left\|{ }^{R} D_{t}^{\alpha} u\right\|_{L_{2}(\Omega)}^{2}, \tag{9}
\end{equation*}
$$

and norm

$$
\begin{equation*}
\|u\|_{l_{H^{\alpha}(\Omega)}}:=\left(\|u\|_{L_{2}(\Omega)}^{2}+|u|_{l H_{0}^{\alpha}(\Omega)}^{2}\right)^{1 / 2} . \tag{10}
\end{equation*}
$$

We then define ${ }^{l} H_{0}^{\alpha}(\Omega)$ as the closure of $C_{0}^{\infty}(\Omega)$ with respect to the norm $\|\cdot\|_{l H 0}^{\alpha}(\Omega)$.

Definition 4 (see [27]). For any real $\sigma>0$, we define the seminorm

$$
\begin{equation*}
|u|_{r H_{0}^{\alpha}(\Omega)}^{2}:=\left\|_{t}^{R} D_{T}^{\alpha} u\right\|_{L 2(\Omega)}^{2}, \tag{11}
\end{equation*}
$$

and norm

$$
\begin{equation*}
\|u\|_{r H_{0}^{\sigma}(\Omega)}:=\left(\|u\|_{L 2(\Omega)}^{2}+|u|_{r H_{0}^{\sigma}(\Omega)}^{2}\right)^{1 / 2} . \tag{12}
\end{equation*}
$$

We then define ${ }^{R} H_{0}^{\alpha}(\Omega)$ as the closure of $C_{0}^{\infty}(\Omega)$ with respect to the norm $\|\cdot\|_{r H 0(\Omega)}^{\alpha}$.

Definition 5. For any real $\sigma>0$, we define the seminorm

$$
\begin{equation*}
|u|_{c H^{\alpha}(\Omega)}=\left|\frac{\left.{ }^{R} D_{t}^{\alpha} u,{ }_{t}^{R} D^{\alpha} u\right)_{L^{2}(\Omega)}}{\cos (\alpha \pi)}\right|^{1 / 2}, \tag{13}
\end{equation*}
$$

and norm

$$
\begin{equation*}
\|u\|_{c H^{\alpha}(\Omega)}=\left(\|u\|_{L^{2}(\Omega)}^{2}+|u|_{c H^{\alpha}(\Omega)}^{2}\right)^{1 / 2} . \tag{14}
\end{equation*}
$$

Lemma 6 (see [27, 28]). For any real $\sigma \in \mathbb{R}_{+}$if $u \in^{l} H^{\alpha}(\Omega)$ and $v \in C_{0}^{\infty}(\Omega)$, then

$$
\begin{equation*}
\left({ }^{R} D_{t}^{\alpha} u(t), v(t)\right)_{L^{2}(\Omega)}=\left(u(t),{ }_{T}^{R} D^{\alpha} v(t)\right)_{L^{2}(\Omega)} . \tag{15}
\end{equation*}
$$

Lemma 7 (see [27, 28]). For $0<\sigma<2, \sigma \neq 1, u \in H_{0}{ }^{\sigma / 2}(\Omega)$ on a

$$
\begin{equation*}
{ }^{R} D_{t}^{\sigma} u(t)={ }^{R} D_{t}^{\sigma / 2^{R}} D_{t}^{\sigma / t} u(t) . \tag{16}
\end{equation*}
$$

Lemma 8 see $([27,28])$. For $\sigma \in \mathbb{R}_{+}, \sigma \neq n+1 / 2$, the seminorms $\left.|\cdot|_{l^{\sigma}(\Omega)}|\cdot|\right|_{r H^{\sigma}(\Omega)}$ and $|\cdot|_{c H^{\sigma}(\Omega)}$ are equivalent. Then, we pose

$$
\begin{equation*}
|\cdot|_{l H^{\sigma}(\Omega)} \cong| |_{r H^{\sigma}(\Omega)} . \tag{17}
\end{equation*}
$$

Lemma 9 see ([27, 28]). For any real $\sigma>0$, the space ${ }^{R}$ $H_{0}^{\sigma}(\Omega)$ with respect to the norm (12) is complete.

## 3. Formulation of the Nonlinear Problem (18)

Let $Q=\left\{(x, t) \in \mathbb{R}^{2}\right.$ with $0<x<1$ and $\left.0<t<T\right\}$.
We would like to deal with the following nonlinear problem:

$$
\begin{cases}{ }_{0}^{c} D_{t}^{\alpha} u(x, t)-a \frac{\partial^{2} u(x, t)}{\partial x^{2}}+b u(x, t)=f\left(x, t, u, \frac{\partial u}{\partial x}\right), & \forall(x, t) \in Q  \tag{18}\\ u(\mathrm{x}, 0)=\varphi(x), & \forall x \in(0,1), \\ u(0, t)=0, & \forall t \in(0,1) \\ \frac{\partial u}{\partial x}(1, t)=\int_{0}^{1} u(x, t) d x, & \forall t \in(0, \mathrm{~T}),\end{cases}
$$

where $0<\alpha<1$ and $a, b \in \mathbb{R}_{+}^{*}$.
In the remainder of this section, we assume $f \in L^{2}(Q)$ to be Lipschitz; i.e., there is a constant $k>0$ as

$$
\begin{align*}
& \left\|f\left(x, t, u, u_{x}\right)-f\left(x, t, v, v_{x}\right)\right\|_{L^{2}(\mathrm{Q})} \\
& \quad \leq k\left(\|u-v\|_{\mathrm{L}^{2}(\mathrm{Q})}+\left\|u_{x}-v_{x}\right\|_{\mathrm{L}^{2}(\mathrm{Q})}\right), \quad \forall u, u_{x}, v, x \in L^{2}(\mathrm{Q}) . \tag{19}
\end{align*}
$$

## 4. Study of the Associated Linear Problem

4.1. Position of the Associated Linear Problem (20). In $Q=($ $0,1) \times(0, T)$, with $T<\infty$, we examine the following associated linear problem:

$$
\begin{cases}{ }_{0}^{c} D_{t}^{\alpha} u(x, t)-a \frac{\partial^{2} u(x, t)}{\partial x^{2}}+b u(x, t)=f(x, t), & \forall(x, t) \in \mathrm{Q}  \tag{20}\\ u(x, 0)=\varphi(x), & \forall x \in(0,1) \\ u(0, t)=0, & \forall t \in(0, \mathrm{~T}) \\ \frac{\partial u}{\partial x}(1, t)=\int_{0}^{1} u(x, t) d x, & \forall t \in(0, \mathrm{~T})\end{cases}
$$

which can be written in this operational form:

$$
\begin{equation*}
L u={ }_{0}^{c} D_{t}^{\alpha} u(x, t)-a \frac{\partial^{2} u(x, t)}{\partial x^{2}}+b u(x, t)=f(x, t) . \tag{21}
\end{equation*}
$$

With the initial condition

$$
\begin{equation*}
\ell u=u(x, 0)=\varphi(x), \quad x \in(0,1) \tag{22}
\end{equation*}
$$

Dirichlet boundary condition

$$
\begin{equation*}
u(0, t)=0, \quad t \in(0, T) \tag{23}
\end{equation*}
$$

and the integral condition of the second kind

$$
\begin{equation*}
\partial u \frac{(1, t)}{\partial x}=\int_{0}^{1} u(x, t) d x, \quad t \in(0, T) . \tag{24}
\end{equation*}
$$

4.2. Resolution of Problem (20) by the Variable Separation Method. Let the following associated homogeneous linear problem:

$$
\begin{cases}{ }_{0}^{c} D_{t}^{\sigma} u(u, t)-a \frac{\partial^{2} u(x, t)}{\partial x^{2}}+b u(x, t)=0, & \forall(x, t) \in Q  \tag{25}\\ u(x, 0)=\varphi(x), & \forall x \in(0,1) \\ u(0, t)=0, & \forall t \in(0, \mathrm{~T}) \\ \frac{\partial u(1, t)}{\partial x}=\int_{0}^{1} u(x, t) d x, & \forall t \in(0, \mathrm{~T})\end{cases}
$$

We can certainly show that problem (25) admits a unique solution, for that we put

$$
\begin{equation*}
u(x, t)=X(x) Y(\mathrm{t}) \tag{26}
\end{equation*}
$$

Substituting (26) into (25), we obtain

$$
\left\{\begin{array}{l}
{ }_{0}^{c} D_{t}^{\alpha} Y \cdot X-a X^{\prime \prime} Y+b X Y=0,  \tag{27}\\
X(x) Y(0)=\varphi(x) \\
X(0) Y(t) \\
X^{\prime}(1) Y(t)=\int_{0}^{1} X(x) Y(t)
\end{array}\right.
$$

Therefore, we get for $\lambda>0$

$$
\begin{equation*}
\frac{{ }_{0}^{c} D_{t}^{\alpha} Y}{Y}=a \frac{X^{\prime \prime}}{X}-b=-\lambda \tag{28}
\end{equation*}
$$

We begin by showing a Sturm-Liouville problem:

$$
\left\{\begin{array}{l}
X^{\prime \prime}(x)+\frac{\mu}{a} X(x)=0  \tag{29}\\
X(0)=0 \\
X^{\prime}(1)=\int_{0}^{1} X(x) d x
\end{array}\right.
$$

With $\mu=b-\lambda$, it has a solution which is given by

$$
\begin{equation*}
X(x)=A \cos \sqrt{\frac{\mu}{a} x+B \sin \sqrt{\frac{\mu}{a}} x} x \tag{30}
\end{equation*}
$$

Or $A$ and $B$ are two real arbitrary.
Using the Dirichlet condition, we find

$$
\begin{equation*}
A=0 \tag{31}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
X(x)=B \sin \sqrt{\frac{\mu}{a}} x \tag{32}
\end{equation*}
$$

Now, we use the integral condition, and we get

$$
\begin{align*}
X^{\prime}(1)= & \mathrm{B} \sqrt{\frac{\mu}{a}} \cos \sqrt{\frac{\mu}{a}}=\int_{0}^{1} X(x) d x=\int_{0}^{1} B \sin \sqrt{\frac{\mu}{a}} x d x \\
& -\frac{B}{\sqrt{\mu / a}} \cos \sqrt{\frac{\mu}{a}} x \left\lvert\, \frac{1}{0}=-\frac{B}{\sqrt{\mu / a}} \cos \sqrt{\frac{\mu}{a}}+\frac{B}{\sqrt{\mu / a}}\right. \tag{33}
\end{align*}
$$

Hence, we can assert that the eigenvalue is given by the following equation:

$$
\begin{equation*}
\sqrt{\mu}=\sqrt{a} \quad \text { across } \frac{a}{\mu+a} \tag{34}
\end{equation*}
$$

Our next goal is to determine the explicit form of $Y(t)$. According to the superposition theorem, we pose

$$
\begin{equation*}
u(x, t)=\sum_{n \geq 1} X n(x) \cdot Y n(t) . \tag{35}
\end{equation*}
$$

Replacing (35) by (20) leads to

$$
\begin{equation*}
\sum_{n \geq 1}\left({ }_{0}^{c} \mathrm{D}_{t}^{a} \mathrm{Y}_{\mathrm{n}}+\left(b-\mu_{n}\right) \mathrm{Y}_{\mathrm{n}}\right) \cdot \sin \sqrt{\frac{\mu_{n}}{a}} x=\sum_{n \geq 1} \sin \left(\sqrt{\frac{\mu_{n}}{a}} \mathrm{X}\right) \cdot f_{n}(t), \quad \forall n \in \mathbb{N}, \tag{36}
\end{equation*}
$$

which implies

$$
\begin{equation*}
{ }_{0}^{c} D_{t}^{\alpha} Y_{n}(t)+\left(\mathrm{b}-\mu_{n}\right) \mathrm{Y}_{n}(t)=f_{n}(t) . \tag{37}
\end{equation*}
$$

As

$$
\begin{equation*}
u(x, 0)=\sum_{n \geq 1} \sin \left(\sqrt{\frac{\mu_{n}}{a}} x\right) Y_{n}(0)=\varphi(x)=\sum_{n \geq 0} \varphi_{n} \cdot \sin \left(\sqrt{\frac{\mu_{n}}{a}} x\right) \tag{38}
\end{equation*}
$$

then

$$
\begin{equation*}
\varphi_{n} \int_{0}^{1} \varphi(x) \cdot \sin \left(\sqrt{\frac{\mu_{n}}{a} x}\right) d x \tag{39}
\end{equation*}
$$

hence

$$
\begin{equation*}
Y_{n}(0)=\varphi_{n} \tag{40}
\end{equation*}
$$

We can then solve in a simple way the fractional ordinary differential problem (37)-(40) using the Laplace transform method; so it comes

$$
\begin{equation*}
L\left({ }_{0}^{c} D_{t}^{\alpha} Y_{n}(t)\right)=\frac{s F(s)-\left(Y_{n}(0)\right)}{s^{1-\alpha}} \tag{41}
\end{equation*}
$$

then

$$
\begin{equation*}
\varphi_{n}=\frac{s F(s)-Y_{n}(0)}{s^{1-\alpha}}+(b)-\mu_{n} F(s)=L\left(f_{n}(t)\right) \tag{42}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
F(s)=\frac{1}{s^{\alpha}+b-\mu_{n}}\left[s^{\alpha-1} \varphi_{n}+L\left(f_{n}(t)\right)\right] \tag{43}
\end{equation*}
$$

Finally, we obtain

$$
\begin{equation*}
Y_{n}(t)=L^{-1}\left[\frac{1}{s^{\alpha}+b-\mu_{n}}\left(s^{\alpha-1} \varphi_{\mathrm{n}}+L\left(f_{n}(t)\right)\right)\right] \tag{44}
\end{equation*}
$$

Hence, we obtain the solution of (25) in the following explicit form:

$$
\begin{equation*}
\sum_{n \geq 0}\left(B_{n} \sin \left(\sqrt{\frac{\mu_{n}}{a} x}\right)\right) \cdot\left(L^{-1}\left[\frac{1}{s^{\alpha}+b-\mu_{n}}\left(s^{\alpha-1} \varphi_{\mathrm{n}}+L\left(f_{n}(t)\right)\right)\right]\right) \tag{45}
\end{equation*}
$$

## 5. Solvability of the Weak Solution of the Nonlinear Problem (18)

The key point to discuss in this section is to study the existence and uniqueness of the problem's weak solution (18). The key idea is to apply an iterative method and estimate a priori.

In this way, we define an auxiliary problem with a homogeneous equation:

$$
\begin{cases}{ }_{o}^{c} D_{t}^{\alpha} u(x, t)-a \frac{\partial^{2} u(x, t)}{\alpha x^{2}}+b y(x, t)=G(x, t, y, y x), & \forall(x, t) \in Q  \tag{46}\\ u(x, 0)=\varphi(x), & \forall x \in(0,1), \\ u(0, t)=0, & \forall t \in(0, \mathrm{~T}), \\ \frac{\partial u(1, t)}{\partial x}=\int_{0}^{1} u(x, t) d x, & \forall t \in(0, \mathrm{~T})\end{cases}
$$

If $u$ is a solution of (18) and $v$ is a solution to (46), then $y=u-v$ satisfies

$$
\begin{equation*}
\mathscr{L} y={ }_{0}^{c} D_{t}^{\alpha} y(x, t)-a \frac{\partial^{2} y(x, t)}{\partial x^{2}}+b y(x, t)=G\left(x, t, y, y_{x}\right) \tag{47}
\end{equation*}
$$

$$
\begin{gather*}
y(x, 0)=0, \quad \forall x \in(0,1),  \tag{48}\\
y(0, t)=0, \quad \forall t \in(0, \mathrm{t})  \tag{49}\\
\frac{\partial y(1, t)}{\partial}=0, \quad \forall t \in(0, \mathrm{t}) \tag{50}
\end{gather*}
$$

or $G\left(x, t, y, y_{x}\right)=f\left(x, t, u+v, u_{x}+v_{x}\right)$. From now on, we make the assumption: the function $G$ is Lipschitz, that is, there is a positive constant $k$ as

$$
\begin{align*}
& \left\|G\left(x, t, y_{1},\left(y_{1}\right)_{x}\right)-G\left(x, t, y_{2},\left(y_{2}\right)_{x}\right)\right\|_{L^{2}(Q)} \\
& \quad \leq k\left(\left\|y_{1}-y_{2}\right\|_{L^{2}(Q)}+\left\|\left(y_{1}\right)_{x}-\left(y_{2}\right)_{x}\right\|_{L^{2}(Q)}\right), \quad \forall y_{1},\left(y_{1}\right)_{x^{\prime}}, y_{2},\left(y_{2}\right)_{x} \in L^{2}(Q) . \tag{51}
\end{align*}
$$

In order to get the desired results, it is necessary to propose the concept of the studied solution.

Let $\mathcal{\vartheta}=\mathcal{\vartheta}(x, t)$ arbitrary function of $V$ as

$$
\begin{equation*}
V=\left\{\vartheta \in C^{1}(Q), \vartheta(0, t)=\frac{\partial}{\partial x} \vartheta(1, t)=0, t \in[0, T]\right\} . \tag{52}
\end{equation*}
$$

Multiply 9 by $\vartheta$ and integrate it on $Q_{\tau}$; we find

$$
\begin{align*}
& \int_{Q_{\tau 0}}{ }^{c} D_{t}^{\alpha} y(x, t) \cdot \vartheta(x, t) d x d t-\int_{Q_{\tau}} a \frac{\partial^{2} y}{\partial x^{2}}(x, t) \cdot \vartheta(x, t) d x d t \\
& \quad+\int_{Q_{\tau}} b y(x, t) \cdot \vartheta(x, t) d x d t=\int_{Q_{\tau}} G\left(x, t, y, y_{x}\right) \cdot \vartheta(x, t) d x d t \tag{53}
\end{align*}
$$

By the use of integration by parts and the conditions on $y, \vartheta$,
we get

$$
\begin{align*}
& \int_{Q_{\tau 0}}^{R} D_{t}^{\alpha} y(x, t) \cdot \vartheta(x, t) d x d t+\int_{Q_{\tau}} a \frac{\partial y}{\partial x}(x, t) \cdot \frac{\partial \vartheta}{\partial x}(x, t) d x d t \\
& \quad+\int_{Q_{\tau}} b y(x, t) \cdot \vartheta(x, t) d x d t=\int_{Q_{\tau}} G\left(x, t, y, y_{x}\right) \cdot \vartheta(x, t) d x d t  \tag{54}\\
& \text { Then, (54) establishes the following formula: }
\end{align*}
$$

$$
\begin{equation*}
A(y, \vartheta)=\int_{Q_{\tau}} G\left(x, t, y, y_{x}\right) \cdot \vartheta(x, t) d x d t \tag{55}
\end{equation*}
$$

or

$$
\begin{align*}
A(y, \vartheta)= & \int_{Q_{\tau 0}}^{R} D_{t}^{\alpha} y(x, t) \cdot \vartheta(x, t) d x d t \\
& +\int_{Q_{\tau}} a \frac{\partial y}{\partial x}(x, t) \cdot \frac{\partial \vartheta}{\partial x}(x, t) d x d t  \tag{56}\\
& +\int_{Q_{\tau}} b y(x, t) \cdot \vartheta(x, t) d x d t
\end{align*}
$$

Definition 10. We say the solution to problems (47)-(50) is weak; any function $y \in L^{2}\left(0, T ; H^{1}(0,1)\right)$ such as (33), (49), and (50) are achieved.

Now, we build a recurring sequence defined as follows: from $y^{(n-1)}$ we can define $\left(y^{(n)}\right)_{n \in \mathbb{N}}$, where the first element is given by $y^{(0)}=0$; then, for $n=1,2,3, \cdots$, the following problem is solved:

$$
\left\{\begin{array}{l}
\left.{ }_{0}^{R} D_{t}^{\alpha} y^{(n)}(x, t)-a \frac{\partial^{2} y^{(n)}(x, t)}{\partial x^{2}}+b y^{(n)}(x, t)=G\left(x, t, y^{(n-1)},(y)\right)_{x}^{(n-1)}\right)  \tag{57}\\
y^{(n)}(x, 0)=0 \\
y^{(n)}(0, t)=0 \\
\frac{\partial y^{(n)}(1, t)}{\partial x}=0
\end{array}\right.
$$

For any $n$ fixed, thanks to the study of (20) which we gave the solution explicitly using the variable separation method; then, problem (57) has a unique solution $y^{(n)}(x, t)$.

Now, suppose $z^{(n)}(x, t)=y^{(n+1)}(x, t)-y^{(n)}(x, t)$; so we get a new problem:

$$
\left\{\begin{array}{l}
{ }_{0}^{R} D_{t}^{\alpha} z^{(n)}(x, t)-a \frac{\partial^{2} z^{(n)}(x, t)}{\partial x^{2}}+b z^{(n)}(x, t)=p^{(n-1)}(x, t)  \tag{58}\\
z^{(n)}(x .0)=0 \\
z^{(n)}(0, t)=0 \\
\frac{\partial z^{(n)}(1, t)}{\partial x}=0
\end{array}\right.
$$

or

$$
\begin{equation*}
p^{(n-1)}(x, t)=G\left(x, t, y^{(n)}, y_{x}^{(n)}\right)-G\left(x, t, y^{(n-1)}, y_{x}^{(n-1)}\right) . \tag{59}
\end{equation*}
$$

Lemma 11. We assume that (51) be satisfied. So we obtain for problem (58) the following a priori estimate:

$$
\begin{equation*}
\left\|z^{(n)}\right\|_{L^{2}\left(0, T, H^{1}(0,1)\right)} \leq c\left\|z^{(n-1)}\right\|_{L^{2}\left(0, T, H^{1}(0,1)\right)}, \tag{60}
\end{equation*}
$$

or

$$
\begin{equation*}
c=\sqrt{\frac{k^{2}}{2 \varepsilon \min (a, b-(\varepsilon / 2))}} . \tag{61}
\end{equation*}
$$

Proof. We multiply by $z^{(n)}$ this equation

$$
\begin{equation*}
{ }_{0}^{R} D_{t}^{\alpha} z^{(n)}(x, t)-a \frac{\partial^{2} z^{(n)}(x, t)}{\partial x^{2}}+b z^{(n)}(x, t)=p^{(n-1)}(x, t), \tag{62}
\end{equation*}
$$

and we integrate it on $Q_{\tau}$; we get

$$
\begin{align*}
& \int_{Q_{\tau 0}}^{R} D_{t}^{\alpha} z^{(n)}(x, t) \cdot z^{(n)}(x, t) d x d t \\
& \quad-\int_{Q_{\tau}} a \frac{\partial^{2} z^{(n)}(x, t)}{\partial x^{2}} \cdot z^{(n)}(x, t) d x d t \\
& \quad+\int_{Q_{\tau}} b\left(z^{(n)}(x, t)\right)^{2} d x d t=\int_{Q_{\tau}} p^{(n-1)}(x, t) \cdot z^{(n)}(x, t) d x d t . \tag{63}
\end{align*}
$$

Performing integration by part and using lemma 2, 3, 4, and 5 by the same way in the articles [15-24], we obtain

$$
\begin{align*}
& \int_{0}^{1}\left({ }_{0}^{R} D_{t}^{\alpha / 2} z^{(n)}(x, \tau)\right)^{2} d x+\int_{Q_{\tau}} a\left(\frac{\partial z^{(n)}}{\partial x}(x, t)\right)^{2} d x d t \\
& \quad+\int_{Q_{\tau}} b\left(z^{(n)}(x, t)\right)^{2} d x d t=\int_{Q_{\tau}} p^{(n-1)}(x, t) \cdot z^{(n)}(x, t) d x d t . \tag{64}
\end{align*}
$$

Using Cauchy with $\varepsilon$ - inequality, we get

$$
\begin{aligned}
& \int_{0}^{1}\left({ }_{0}^{R} D_{t}^{\alpha / 2} z^{(n)}(x, \tau)\right)^{2} d x+\int_{Q_{t}} a\left(\frac{\partial z^{(n)}}{\partial x}(x, t)\right)^{2} d x d t \\
& \quad+\int_{Q_{t}} b\left(z^{(n)}(x, t)\right)^{2} d x d t \leq \frac{1}{2 \varepsilon} \int_{Q_{t}} a\left(p^{(n-1)}\right)^{2} d x d t \\
& \quad+\int_{Q_{t}}\left(z^{(n)}(x, t)\right)^{2} d x d t .
\end{aligned}
$$

Exploiting the fact that

$$
\begin{equation*}
\left|p^{n-1}(x, t)\right|^{2}=\left|G\left(x, t, y^{(n)}, y_{x}^{(n)}\right)-G\left(x, t, y^{(n-1)}, y_{x}^{(n-1)}\right)\right|^{2} \tag{66}
\end{equation*}
$$

we conclude from (51) that

$$
\begin{align*}
\int_{Q_{\tau}}\left|p^{n-1}(x, t)\right|^{2} & \leq \int_{Q_{\tau}} k^{2}\left(\left|y^{(n)}-y^{(n-1)}\right|+\left|y_{x}^{(n)}-y_{x}^{(n-1)}\right|\right)^{2} \\
& =\int_{Q_{\tau}} k^{2}\left(\left|z^{(n-1)}\right|^{2}+\left|z_{x}^{(n-1)}\right|^{2}\right) \\
& \leq k^{2}\left\|z^{(n-1)}(x, t)\right\|_{L^{2}\left(0, T ; H^{1}(0,1)\right)}^{2} \tag{67}
\end{align*}
$$

Eliminating the first term from (64), we get

$$
\begin{align*}
b \int_{Q_{\tau}} & \left(z^{(n)}(x, \tau)\right)^{2} d x+a \int_{Q_{\tau}}\left(\frac{\partial z^{(n)}}{\partial x}(x, t)\right)^{2} d x d t \\
\leq & \int_{0}^{1}\left({ }_{0}^{R} D_{t}^{\alpha / 2} z^{(n)}(x, \tau)\right)^{2} d x+\int_{Q_{\tau}} a\left(\frac{\partial z^{(n)}}{\partial x}(x, t)\right)^{2} d x d t \\
& \quad+\int_{Q_{\tau}} b\left(z^{(n)}(x, t)\right)^{2} d x d t \leq \frac{1}{2 \varepsilon} \int_{Q_{\tau}}\left(p^{(n-1)}\right)^{2} d x d t \tag{68}
\end{align*}
$$

which enables us to deduce

$$
\begin{align*}
& \left\|z^{(n)}(x, t)\right\|_{L^{2}\left(0, T ; H^{1}(0,1)\right)}^{2} \\
& \quad \leq \frac{k^{2}}{2 \varepsilon \min (a, b-(\varepsilon / 2) \%)}\left\|z^{(n-1)}(x, t)\right\|_{L^{2}\left(0, T ; H^{1}(0,1)\right)}^{2} \tag{69}
\end{align*}
$$

Our next concern will be the convergence of the sequence $\left(y^{(n)}\right)_{n}$, so we are thus looking for the convergence of the series $\sum_{n=1}^{\infty} z^{(n)}$.

For this, we use the criterion of convergence of series which gives us

$$
\begin{equation*}
\sqrt{\frac{k^{2}}{2 \varepsilon \min (a, b-(\varepsilon / 2))}}<1 \tag{70}
\end{equation*}
$$

Then,

$$
\begin{equation*}
k<\sqrt{2 \varepsilon \min (a, b-(\varepsilon / 2))} \tag{71}
\end{equation*}
$$

As $z^{(n)}(x, t)=y^{(n+1)}(x, t)-y^{(n)}(x, t)$ and $y^{(0)}(x, t)=0$,
we have

$$
\begin{align*}
\sum_{i=0}^{n-1} z^{(i)}= & \sum_{i=0}^{n-1}\left(y^{(i+1)}(x, t)-y^{(i)}(x, t)\right)=y^{(1)}-y^{(0)}+y^{(2)} \\
& -y^{(1)}+\cdots+y^{(n)}-y^{(n-1)}=y^{(n)} \tag{72}
\end{align*}
$$

Note that we have actually proved that the sequence $\left(y^{(n)}\right)_{n}$ defined by

$$
\begin{equation*}
y^{(n)}(x, t)=\sum_{i=0}^{n-1} z^{(i)} \tag{73}
\end{equation*}
$$

is convergent to an element $y \in L^{2}\left(0, T, H^{1}(0,1)\right)$. Having disposed of this preliminary step, the task is now to show that $\lim _{n \longrightarrow \infty} y^{(n)}(x, t)=y(x, t)$ is a solution of problems (47)(50).

In order to get this result, it will be necessary to check that $y$ satisfied

$$
\begin{equation*}
A(y, \vartheta)=\int_{Q_{\tau}} G\left(x, t, y, y_{x}\right) \cdot \vartheta(x, t) d x d t \tag{74}
\end{equation*}
$$

From (57), we get

$$
\begin{align*}
A\left(y^{(n)}, \vartheta\right)= & \int_{Q_{\tau 0}}^{R} D_{t}^{\alpha} y^{(n)}(x, t) \cdot \vartheta(x, t) d x d t \\
& +\int_{Q_{\tau}} a \frac{\partial y^{(n)}}{\partial x}(x, t) \cdot \frac{\partial \vartheta}{\partial x}(x, t) d x d t  \tag{75}\\
& +\int_{Q_{\tau}} b y^{(n)}(x, t) \cdot \vartheta(x, t) d x d t
\end{align*}
$$

As $A$ is linear, we get

$$
\begin{align*}
A\left(y^{(n)}, \vartheta\right)= & A\left(y^{(n)}-y, \vartheta\right)+A(y, \vartheta) \\
= & \int_{Q_{\tau 0}}^{R} D_{t}^{\alpha}\left(y^{(n)}-y\right)(x, t) \cdot \vartheta(x, t) d x d t \\
& +\int_{Q_{\tau}} a \frac{\partial\left(y^{(n)}-y\right)}{\partial x}(x, t) \cdot \frac{\partial \vartheta}{\partial x}(x, t) d x d t \\
& \cdot \int_{Q_{\tau}} b\left(y^{(n)}-y\right)(x, t) \cdot \vartheta(x, t) d x d t \\
& +\int_{Q_{\tau} 0}^{R} D_{t}^{\alpha} y(x, t) \cdot \vartheta(x, t) d x d t+\int_{Q_{\tau}} a \frac{\partial y}{\partial x}(x, t) \\
& \cdot \frac{\partial \vartheta}{\partial x}(x, t) d x d t+\int_{Q_{\tau}} b y(x, t) \cdot \vartheta(x, t) d x d t \tag{76}
\end{align*}
$$

Applying the Cauchy Schwartz inequality on $A\left(y^{(n)}-y, \vartheta\right)$, we get

$$
\begin{align*}
& \int_{Q_{\tau 0}}{ }^{R} D_{t}^{\alpha}\left(y^{(n)}-y\right)(x, t) \cdot \vartheta(x, t) d x d t+\int_{Q_{\tau}} a \frac{\partial\left(y^{(n)}-y\right)}{\partial x}(x, t) \\
& \quad \cdot \frac{\partial \vartheta}{\partial x}(x, t) d x d t+\int_{Q_{\tau}} b\left(y^{(n)}-y\right)(x, t) \cdot \vartheta(x, t) d x d t \\
& \quad \leq \max (1, a \gamma, b)\left\|\vartheta_{x}\right\|_{L^{2}(Q)} \\
& \quad \cdot\left[\left\|{ }_{0}^{R} D_{t}^{\alpha}\left(y^{(n)}-y\right)\right\|_{L^{2}\left(0, T, H^{1}(0,1)\right)}+\left\|\left(y^{(n)}-y\right)_{x}\right\|_{L^{2}\left(0, T, H^{1}(0,1)\right)}\right] \tag{77}
\end{align*}
$$

where $\gamma$ is Poincare's inequality constant. On the other hand, as

$$
\begin{equation*}
y^{(n)} \longrightarrow y \quad \text { dans } \quad \mathrm{L}^{2}\left(0, \mathrm{~T}, \mathrm{H}^{1}(0,1)\right) \cong \mathrm{H}^{1}(\mathrm{Q}) \tag{78}
\end{equation*}
$$

So

$$
\begin{align*}
& y^{(n)} \longrightarrow y \quad \text { dans } \quad L^{2}(\mathrm{Q}) \\
& \mathrm{y}_{\mathrm{x}}^{(\mathrm{n})} \longrightarrow \mathrm{y}_{\mathrm{x}} \quad \text { in } \quad \mathrm{L}^{2}(\mathrm{Q}) \tag{79}
\end{align*}
$$

Letting $n \longrightarrow+\infty$, we find

$$
\begin{equation*}
\lim _{n \longrightarrow+\infty} A\left(y^{(n)}-y, \vartheta\right)=0 \tag{80}
\end{equation*}
$$

From (80) and going to the limit in (76), we obtain

$$
\begin{equation*}
\lim _{n \longrightarrow+\infty} A\left(y^{(n)}, \vartheta\right)=A(y, \vartheta) \tag{81}
\end{equation*}
$$

Theorem 12. If the condition (51) is satisfied and

$$
\begin{equation*}
k<\sqrt{2 \varepsilon \min (a, b-(\varepsilon / 2))} \tag{82}
\end{equation*}
$$

So problems (47)-(50) admit a weak solution which belongs to $L^{2}\left(0, T ; H^{1}(0,1)\right)$.

It remains to be proven that problems (47)-(50) admit a unique solution.

Theorem 13. According to (51), the solution of problems (47) $-(50)$ is unique.

Proof. Suppose that $y_{1}$ and $y_{2}$ in $L^{2}\left(0, T ; \% H^{1}(0,1)\right)$ are two solutions of (47)-(50), then $Z=y_{1}-y_{2}$ satisfied $Z \in L^{2}(0, T$ ; $\left.H^{1}(0,1)\right)$ and

$$
\begin{gather*}
\mathscr{L} Z={ }_{0}^{R} D_{t}^{\alpha} Z(x, t)-a \frac{\partial^{2} Z(x, t)}{\partial x^{2}}+b Z(x, t)=\psi(x, t), \quad \forall(x, t) \in \bar{Q}, \\
Z(x, 0)=0, \quad \forall \mathrm{x} \in(0,1), \\
Z(0, t)=0 \quad \forall \mathrm{t} \in(0, \mathrm{t}), \\
\frac{\partial Z(1, t)}{\partial X}=0 \quad \forall \mathrm{t} \in(0, \mathrm{t}), \tag{83}
\end{gather*}
$$

Or

$$
\begin{equation*}
\psi(x, t)=G\left(x, t, y_{1},\left(y_{1}\right)_{x}\right)-G\left(x, t, y_{2},\left(y_{2}\right)_{x}\right) . \tag{84}
\end{equation*}
$$

Similar analysis to that in the proof of Lemma 11, it shows that

$$
\begin{equation*}
\|Z\|_{L^{2}\left(0, T ; H^{1}(0,1)\right)} \leq\|Z\|_{L^{2}\left(0, T ; H^{1}(0,1)\right)} . \tag{85}
\end{equation*}
$$

Or $c$ is the same constant of Lemma 11. As $c<1$, so according to (85), it comes that

$$
\begin{equation*}
(1-c)\|Z\|_{L^{2}\left(0, T ; H^{1}(0,1)\right)} \leq 0 \tag{86}
\end{equation*}
$$

We conclude that $y_{1}=y_{2}$ in $L^{2}\left(0, T ; H^{1}(0,1)\right)$ is the desired conclusion.

## 6. Conclusion

The study of fractional nonlinear parabolic problems is of great theoretical interest, because of new modeling with fractional derivatives which plays an important role in the description in the part of modeling in mathematics. Also, the use of the condition of Neumann in terms of integral condition which means the flux of the solution is an average gives a very good model of boundary condition. Then, there remains the numerical part as perspective in the fractional problem especially when there is a nonlinear term and integral condition of the second type.
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