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In this paper, the E+-Conley index theory has been used to study the existence of periodic solutions of nonautonomous delay
differential equations (in short, DDEs). The variational structure for DDEs is built, and the existence of periodic solutions of
DDEs is transferred to that of critical points of the associated function. When DDEs are 2π-nonresonant, some sufficient
conditions are obtained to guarantee the existence of periodic solutions. When the system is 2π-resonant at infinity, by making
use a second disturbing of the original functional, some sufficient conditions are obtained to guarantee the existence of
periodic solutions to DDEs.

1. Introduction

In the last several decades, there has been increasing interest
in the dynamical properties of delay differential equations
due to their important applications in many fields such as
biological, physical, and social sciences. Many rich mathe-
matical investigations and interesting results on DDEs have
been available in the literature. In particular, the existence
of periodic solutions is of great interest. As far as the
author’s knowledge, it was Jones who first studied the exis-
tence of periodic solutions of DDEs. Since then, some
methods had been developed to search for periodic solutions
of DDEs, such as fixed point theorems (cf. [1–4]), cone map-
ping method (cf. [5]), coincidence degree theory (cf. [6, 7]),
Poincaré-Bendixson theorem (cf. [8–10]), and Hopf bifurca-
tion theorem (cf. [11, 12]).

In 1973, Rabinowitz built the variational approach. It
had been developed quickly. The variational approach had
been used in two different ways to study the existence of
periodic solutions of DDEs. Firstly, it can be used indirectly.
More specially, in 1974, Kaplan and Yorke studied the fol-
lowing equation:

x′ tð Þ = −f x t − 1ð Þð Þ, x ∈ R: ð1Þ

They (cf. [13]) translated the existence of periodic solu-
tions of (1) to that of an associated plane ordinary differen-
tial equations. Li and his cooperators developed Kaplan and
Yorke’s technique and applied to the following equation:

x′ tð Þ = −f x t − 1ð Þð Þ − f x t − 2ð Þð Þ−⋯−f x t − nð Þð Þ, x ∈ R:
ð2Þ

They showed that the associated equation of (2) is a
Hamiltonian system (resp., general Hamiltonian system)
(cf. [14–16]). By noting the symmetric property, Fei (cf.
[17, 18]) made use of variational methods to study the exis-
tence of periodic solutions of the associated Hamiltonian
system and obtain the existence of multiple periodic solu-
tions of (2). In 2019, Li et al. (cf. [19]) proved the multiplic-
ity of periodic solutions to the following equation:

x 2n+1ð Þ tð Þ = −〠
2k

i=1
f x t − ið Þð Þ, a:e:t ∈ 0, 2 2k + 1ð Þ½ �,

x tð Þ − x t − 2 2k + 1ð Þð Þ = 0, x ∈ R:

8><
>: ð3Þ

For more results in this direction, we refer to [20] and
the reference therein.
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In 2005, Guo and Yu firstly established a variational
structure for DDEs below:

x′ tð Þ = −f x t − 1ð Þð Þ, x ∈ Rn: ð4Þ

They converted the existence of periodic solutions of (4)
to that of critical points of the associated variational func-
tional. By using of pseudo-index theory, they (cf. [21])
proved multiple periodic solutions for (4). Later, Guo and
Yu and Zheng and Guo studied the following systems:

x′ tð Þ = −f x t − 1ð Þð Þ − f x t − 2ð Þð Þ−⋯−f x t − nð Þð Þ, x ∈ Rn:

ð5Þ

They (cf. [22, 23]) proved the existence of multiple peri-
odic solutions of (5). In 2009, C.J. Guo and Z.M. Guo stud-
ied second order system as follows:

x′′ tð Þ = −f x t − 1ð Þð Þ, x ∈ Rn: ð6Þ

They (cf. [24]) obtained some sufficient conditions to
guarantee the existence of multiple periodic solutions of
(6). For more results on this direction, we refer to [25] and
the reference therein.

As for nonautonomous DDEs, Yu and Xiao studied the
following system:

x′ tð Þ = −f t, x t − 1ð Þð Þ, x ∈ Rn: ð7Þ

By making use of the Maslov-type index theory, they (cf.
[26]) proved the existence of multiple periodic solutions. For
more reference on this direction, we refer to [27].

It is well-known that there are many index theories in
variational approach. However, only a few had been used
to study the existence and multiplicity of periodic solutions
to DDEs. A nature question is that whether those index the-
ories can be used to study the existence of periodic solutions
to DDEs. It is well known that E+-Conley index, which is a
relative Morse index, was introduced by Abbondandolo
[28, 29]. It has been used to study periodic solutions of
Hamiltonian systems by proving the Morse-Conley rela-
tions. Motivated by [21, 28, 29], we use E+-Conley index to
study the existence of periodic solutions of the following
equations:

x′ tð Þ = −f t, x t −
π

2
� �� �

, ð8Þ

where x ∈ Rn, f ∈ CðR × Rn, RnÞ. Assume that
(F1) f is odd with respect to variable x and π-periodic

with respect to variable t, i.e., for any x ∈ Rn, f ðt,−xÞ = −f ðt
, xÞ uniformly for t ∈ ½0, π� and f ðt + π, xÞ = f ðt, xÞ uni-
formly for x ∈ Rn

(F2) there exists a twice continuously differentiable
function F, such that the gradient of F is f , i.e., ∇xFðt, xÞ
= f ðt, xÞ

(F3) there exists a π-periodic continuous loop of sym-
metric matrices B∞ðtÞ and a function G ∈ C2ðℝ ×ℝnÞ

such that

f t, xð Þ = B∞ tð Þx+∇G t, xð Þ, ð9Þ

where ∇Gðt, xÞ = oð∣x ∣ Þ as ∣x ∣⟶∞, uniformly with
respect to t ∈ ½0, π�

(F4) D2G is bounded

Theorem 1. Assume that F satisfies ðF1Þ - ðF4Þ. Assume that
(8) is 2π-nonresonant at infinity (see Definition 31). If all the
2π-periodic solutions of (8) are 2π-nonresonant, then there is
an odd number of them and the following relation holds:

〠λE
+−dim W− = λE

+−dim V−
∞ + 1 + λð ÞQ λð Þ, ð10Þ

where the sum is taken over all the 2π-periodic solutions and
Q is a Laurent polynomial with positive coefficients.

Assume the following:
(F5) ∣D2Gðt, xÞ ∣⟶0 as ∣x ∣⟶∞, uniformly with

respect to t
(F6) ∇Gðt, xÞ is bounded

Theorem 2. Assume that (F1)-(F3), (F5), and (F6) hold.
Assume that x0 is a 2π-nonresonant periodic solution of the
system (8). If

E+ − dim Wx0
∉ E+ − dim V−

∞ − 1, E+ − dim V−
∞ + E+ − dim V0

∞ + 1
� �

,

ð11Þ

then (8) has at least another 2π-periodic solution.

The paper is organized as follows: in Section 2, we pres-
ent the space which the variational functional is built; in Sec-
tion 3, we summarize some basic knowledge on the E+-
Conley index; in Section 4, we will study system which is 2
π-nonresonant system at infinity; in Section 5, we will study
system which is 2π-resonant system at infinity.

2. Preparation

Denote by S1 = R/ð2πZÞ. A similar discussion as reference
[21], we can build the Hilbert space H =H1/2ðS1, RnÞ. If x
∈H, it has Fourier expansion

x tð Þ = a0ffiffiffiffiffiffi
2π

p + 1ffiffiffi
π

p 〠
∞

j=1
aj cos jt + bj sin jt
� �

, ð12Þ

where a0, aj, bj ∈ Rn, j ∈N∗. The space H equips with the fol-
lowing norm and inner product:

xk k2 = a0j j2 + 〠
∞

j=1
j aj
		 		2 + bj

		 		2� �
,

x, yh i = a0, c0ð Þ + 〠
∞

j=1
j aj, cj
� �

+ bj, dj

� �� �
,

ð13Þ
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where y = c0/
ffiffiffiffiffiffi
2π

p
+ 1/ ffiffiffi

π
p

∑∞
j=1ðcj cos jt + dj sin jtÞ, c0, cj, dj

∈ Rn, j ∈N∗.

Proposition 3 (see [30]). For every p ∈ ½1,+∞Þ, H is com-
pactly embedded into the Banach space LpðR/ð2πZÞ ; RnÞ.

Let x ∈ L2ðS1, RnÞ. If for every z ∈ C∞ðS1, RnÞ,
ð2π
0

x tð Þ, z′ tð Þ
� �

dt = −
ð2π
0

y tð Þ, z tð Þð Þdt, ð14Þ

then y is called a weak derivative of x, denoted by _x.

Now, the variational function defined on H is

J xð Þ =
ð2π
0

1
2 _x t + π

2
� �

, x tð Þ
� �

+ F t, x tð Þð Þ

 �

dt: ð15Þ

Defined an operator by extending the bilinear forms

Ax, yh i =
ð2π
0

_x t + π

2
� �

, y tð Þ
� �

dt, x, y ∈H: ð16Þ

It is easily to check that A is a linear bounded operator
on H.

Define

φ xð Þ =
ð2π
0
F t, x tð Þð Þdt,∀x ∈H: ð17Þ

Then, J can be rewritten as

J xð Þ = 1
2 Ax, xh i + φ xð Þ,∀x ∈H: ð18Þ

Now we state a useful lemma, which can be proved as
Proposition B.37 in the book of Rabinowitz [30] and Appen-
dix A3 in the book of Hofer and Zehnder [31].

Lemma 4. Assume that (F1)-(F3) are satisfied; then, φ ∈ C2

ðHÞ and

φ′ xð Þ, y
D E

=
ð2π
0

f t, x tð Þð Þ, y tð Þð Þdt,

d2b xð Þ y, z½ � = D2φ xð Þy, z� 
=
ð2π
0

D2F t, x tð Þð Þy tð Þ, z tð Þ� �
dt:

ð19Þ

Moreover, the map φ′ : H ⟶H is completely
continuous.

Define an operator Γ : H ⟶H

Γx tð Þ = x t + π

2
� �

, for all x ∈H: ð20Þ

Clearly, Γ is a bounded linear operator and satisfies ∥Γð
xÞ∥ = ∥x∥.

Next, we set

E = x ∈H ∣ Γ2 xð Þ = −x
� �

: ð21Þ

Then, E is a closed space of H. It is easily to check that A
is a linear bounded self-adjoint operator on E. If x ∈ E, it has
the following Fourier expansion:

x tð Þ = 1ffiffiffi
π

p 〠
∞

j=1
aj cos 2j − 1ð Þt + bj sin 2j − 1ð Þt� �

: ð22Þ

Lemma 5. Assume that (F1)-(F4) are satisfied. Then, J is
twice continuously differentiable. The existence of 2π-peri-
odic solutions xðtÞ for (1) is equivalent to the existence of crit-
ical points of functional J restricted to E. Moreover, if x is a
critical point of J , the linear operator D2φðxÞ is compact.

Proof. Based on the definition of J and Lemma 4, J is twice
continuously differentiable on E.

By a standard argument as in [32] (cf. Proposition 4.1.3)
and [21] (cf. Lemma 4), we can prove the second and third
assertions.

Remark 6. Since (F5) and (F6) imply that of (F4), Lemma 5
holds when F satisfies (F1)-(F3), (F5), and (F6).

Now, we restrict our discussion on the space E. Then, A
can be computed explicitly in terms of the Fourier expansion
of x:

Ax = 1ffiffiffi
π

p 〠
∞

j=1
−1ð Þj aj cos 2j − 1ð Þt + bj sin 2j − 1ð Þ� �� �

: ð23Þ

Define the following family of subspaces of E.

E jð Þ = aj cos 2j − 1ð Þt + bj sin 2j − 1ð Þt: ð24Þ

Then, Ax = x on Eð2jÞ and Ax = −x on Eð2j − 1Þ for all
j ∈N∗.

Set

E− = ⊕
∞

j=1
E 2j − 1ð Þ, E+ = ⊕

∞

j=1
E 2jð Þ: ð25Þ

Then, E = E− ⊕ E+. Notice that the null space of A is f0g.
Then, A is a self-adjoint invertible Fredholm operator.

3. E+-Conley Index Theory

3.1. The E+-Dimension and the E+-Morse Index. Let E be a
real Hilbert space. We denote by k⋅k and h⋅ , ⋅i the Hilbert
norm and scalar product on E, respectively. Assume that E
has an orthogonal splitting

E = E− ⊕ E+, ð26Þ

where both E+ and E− are infinite dimensional.
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Definition 7. Two closed subspaces V and W of E are called
commensurable if the quotient projections W ⟶ E/V and
V ⟶ E/W are compact.

Let PV denote the orthogonal projection onto V and V⊥

denote the orthogonal complement of V . Two closed sub-
spaces V and W of E are commensurable if and only if both
PV⊥ restricted to W and PW⊥ restricted to V are compact.
Subsequently, both dim ðV ∩W⊥Þ and dim ðV⊥ ∩WÞ are
finite.

Definition 8. Let V be a closed subspace of E commensurable
with E−. The E+-dimension of V is defined as

E+ − dim V = dim V ∩ E+ − co dim V + E+ð Þ
= dim V ∩ E+ − dim V⊥ ∩ E−:

ð27Þ

Let J be a twice differentiable functional on E and d2 JðxÞ
be its second order differential at x. Denote by D2 JðxÞ the
associated self-adjoint operator:

D2 J xð Þy, z� 
= d2 J xð Þ y, z½ �: ð28Þ

Definition 9. A critical point x of J is called nondegenerate if
D2 JðxÞ is invertible. A critical point x of J is called weakly
nondegenerate if D2 JðxÞ is a Fredholm operator.

If x is a weakly nondegenerate critical point of J , E splits
into three closed subspaces.

E = V+ ⊕V0 ⊕V−, ð29Þ

where V+, V0, and V− are positive, null, and negative eigen-
spaces of D2 JðxÞ, respectively. Obviously, V0 is finite dimen-
sional. And there exists α > 0, β > 0 such that

D2 J xð Þ x, x½ � ≥ α xk k2,∀x ∈ V+,
D2 J xð Þ x, x½ � ≤ −β xk k2,∀x ∈ V−:

ð30Þ

Definition 10. Let x be a weakly nondegenerate critical point
of J . Assume moreover that the negative eigenspace V− of
D2 JðxÞ is commensurable with E−. The E+-Morse index is
the finite relative integer

E+ −m xð Þ = E+ −m x, Jð Þ = E+ − dim V−: ð31Þ

The large E+-Morse index is the finite relative integer

E+ −m∗ xð Þ = E+ −m∗ x, Jð Þ = E+ − dim V− ⊕ V0� �
: ð32Þ

Proposition 11 (see [29]). Let L be a Fredholm operator
whose negative eigenspace V− is commensurable with E−.
Then,

E+ − dim V− =max E+ − dimW, ð33Þ

where the maximum is taken over the family of all closed sub-

spaces of W of E which are commensurable with E− and such
that L is strictly negative on W.

Lemma 12 (see [29]). Denote by V−
L the negative eigenspace

of the self-adjoint operator L. Let LðE−Þ be the set of invert-
ible self-adjoint operators whose negative eigenspace is com-
mensurable with E−. Then, LðE−Þ is relatively closed in the
set of invertible operators. The function

L E−ð Þ∍L↦ E+ − dim V−
L ∈ Z ð34Þ

is continuous.

Lemma 13 (see [32]). Assume that L is a self-adjoint Fred-
holm operator, and that K is a self-adjoint compact operator.
Then, the negative eigenspaces of L + K and of L are
commensurable.

3.2. The E+-Cohomology. Let τE+ be the weakest topology on
E such that all the bounded linear functions and the quotient
projection π : E⟶ E/E+ are continuous. Equivalently, τE+
is the product topology between the weak topology of E+

and the strong topology of E−. If V− is commensurable with
E−, then the topologies τE+ and τV+ coincide. Thus, the
topology τE+ depends only on the commensurability class
of E+.

Definition 14. A subset X of E is E+-locally compact if X ∩
π−1ðαÞ is τE+-locally compact, for every finite dimensional
subspace α of E/E+.

Obviously, every bounded τE+-closed subset X of E is E+

-locally compact.

Definition 15. An E+-pair ðX, AÞ is a topological pair of sub-
set of E such that X and A are τE+-closed and E+-locally
compact.

Definition 16. An τE+-continuous map Φ : ðX, AÞ↦ ðY , BÞ
is an E+-morphism if

(1) It has the form

Φ xð Þ = Tx + K xð Þ, ð35Þ

where K maps bounded sets into τE+-precompact sets and T
is a linear automorphism of E such that TE+ = E+.

(2) Φ−1ðUÞ is bounded for every bounded U

Definition 17. An τE+-continuous map Ψ : ð½0, 1� × X, ½0, 1�
× AÞ↦ ðY , BÞ is an E+-homotopy if

(1) It has the form

Ψ t, xð Þ = Ttx + K t, xð Þ, ð36Þ
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where K maps bounded sets into τE+-precompact sets and Tt
is a linear automorphism of E such that TtE

+ = E+.

(2) Ψ−1ðUÞ is bounded for every bounded U

Theorem 18 (see [29]). There exists a generalised cohomol-
ogy H∗

E+ , with coefficients in Z2, which acts on the category
of E+-pairs and E+-morphisms. More precisely,

(1) Controvariant Functoriality. If I : ðX, AÞ↦ ðX,AÞ is
the identity map, H∗

E+ðIÞ is the identity homomor-
phism on H∗

E+ðX, AÞ. If Φ : ðX, AÞ↦ ðY , BÞ and Φ′
: ðY , BÞ↦ ðZ, CÞ are E+-morphisms, then H∗

E+ðΦ′ ∘
ΦÞ =H∗

E+ðΦÞ ∘H∗
E+ðΦ′Þ.

(2) Homotopy Invariance. If two E+-morphisms Φ,Φ′
are E+-homotopic, then H∗

E+ðΦÞ =H∗
E+ðΦ′Þ.

(3) Strong Excision. If X and Y are τE+-closed E+-locally
compact subsets of E and i : ðX, X ∩ YÞ↣ðX ∪ Y , YÞ
is the inclusion map, then H∗

E+ðiÞ is an isomorphism.

(4) Naturality of the Coboundary. Given three τE+-closed
and E+-locally compact sets X, Y , Z such that X ⊂ Y
⊂ Z, there exists a family of coboundary
homomorphisms

δqE+ Z, Y , Zð Þ: Hq
E+ Y , Xð Þ⟶Hq+1

E+ Z, Yð Þ: ð37Þ

If Φ : ðZ, YÞ↦ ðZ ′, Y ′Þ is a E+-morphism such that Φð
XÞ ⊂ X ′ ⊂ Y ′, then

Hq+1
E+ ∘ δqE+ Z ′, Y ′, X ′

� �
ðÞ = δqE+ Z, Y , Xð Þ ∘Hq

E+ Φj Y ,Xð Þ
� �

:

ð38Þ

(5) Long Exact Sequence. Given three τE+-closed and E+

-locally compact sets X, Y , Z such that X ⊂ Y ⊂ Z,
denote by iðY , XÞ↣ðZ, XÞ and j : ðZ, XÞ↣ðZ, YÞ
the inclusion maps. Then, the following sequence of
homomorphisms is exact

⋯⟶Hq
E+ Z, Xð Þ ⟶

Hq
E+ ið Þ

Hq
E+ Y , Xð Þ⟶

δ
q
E+ Hq+1

E+ Z, Yð Þ ⟶
Hq+1

E+ jð Þ
Hq+1

E+ Z, Xð Þ⟶⋯‘:

ð39Þ

(6) Dimension Property. Let V be a closed subspace of E,
commensurable with E−. Let B be a closed ball in V
and ∂B be its relative boundary in V . Then,

Hq
E+ B, ∂Bð Þ =

Z2, if q = E+ − dim V ,
0, otherwise:

(
ð40Þ

Proposition 19 (see [29]). Assume that A ⊂ Y ⊂ X are τE+
-closed E+-locally compact subsets of E.

(1) If there exists a E+-homotopy

Ψ : 0, 1½ � × X, 0, 1½ � × Að Þ↦ X, Að Þ, ð41Þ

such that Φ0 = id, Φ1ðXÞ ⊂ Y , and ΨtðYÞ ⊂ Y for every t,
then

H∗
E+ X, Að Þ ≅H∗

E+ Y , Að Þ: ð42Þ

(2) If there exists a E+-homotopy

Φ : 0, 1½ � × X, 0, 1½ � × Yð Þ↦ X, Yð Þ, ð43Þ

such that Φ0 = id, Φ1ðYÞ ⊂ A, and ΦtðAÞ ⊂ A for every t, then

H∗
E+ X, Yð Þ ≅H∗

E+ X, Að Þ: ð44Þ

3.3. The E+-Conley Theory. If J is a twice continuously differ-
entiable real valued function on E. Let K be the critical set of
J , i.e., the set K = fx ∈ E ∣ dJðxÞ = 0g. Denote by Ja the set
fx ∈ E ∣ JðxÞ ≤ ag.

Recall that the Palais-Smale sequence (denoted by (PS)
sequence) is a sequence fxng of elements of E such that Jð
xnÞ is bounded and ∥∇JðxnÞ∥ converges to zero.

We assume that
(A1) Each sublevel Ja is τE+-closed and τE+-locally

compact
(A2) Every bounded (PS) sequence has a converging

subsequence
(A3) ∇J is globally Lipschitz
(A4) The flow η defined by

∂
∂t

η t, xð Þ = −J ′ η t, xð Þð Þ,
η 0, xð Þ = x,

8<
: ð45Þ

is an E+-homotopy.
Since ∇J is globally Lipschitz, the flow η exists globally. If

t ∈ R and x ∈ E, we will use both notations ηðt, xÞ = ηtðxÞ.
Besides, (A3) implies that J is bounded on bounded sets.
Recall that an isolated critical set is an isolated subset of K .

Definition 20. Let K0 be a compact isolated critical set. An E+

-index pair for K0 is a topological pair ðX, AÞ in E such that

(1) ðX, AÞ is a bounded E+-pair

(2) ðX, AÞ ∩ K = K0 ⊂ IntðXÞ and ðK \ K0Þ ∩ X ⊂ IntXðA
Þ. Here IntðXÞ is the interior part of X with respect
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to the topology of E, and IntXðAÞ is the interior part
of A with respect to the topology induced on X by
the strong topology of E

(3) A is strongly positively invariant with respect to X; if
x ∈ A and ηðt, xÞ ∈ X for t > 0, then ηðt, xÞ ∈ A

(4) A is an exit set for X: if x ∈ X and ηð½0, t� × fxgÞ is
not contained in X, then there exists t∗ ∈ ½0, t� such
that ηðt∗, xÞ ∈ A

Moreover, an E+-index pair ðX, AÞ for K0 is called strict
if K ∩ X = K0.

Definition 21. An elementary critical set is a compact iso-
lated critical set K0 such that J is constant on K0.

Lemma 22 (see [29]). Let K0 be an elementary critical set and
let U be a neighborhood of K0 which is τE+-closed. Then, there
exists a strict E+-index pair ðX, AÞ for K0 such that X ⊂U .

Lemma 23 (see [29]). Let K0 be a compact isolated critical
set. Let ðX, AÞ be an E+-index pair for K0 and ðX0, A0Þ a
strict E+-index pair for K0 such that X0 ⊂ X. Then,

H∗
E+ X, Að Þ ≅H∗

E+ X0, A0ð Þ: ð46Þ

Lemma 24 (see [29]). Let K0 be an elementary critical set. If
ðX, AÞ and ðY , BÞ are E+-index pairs for K0, then

H∗
E+ X, Að Þ ≅H∗

E+ Y , Bð Þ: ð47Þ

We recall that the E+-Poincaré polynomial of an E+-pair
ðX, AÞ is defined as

PE+ X, Að Þ = 〠
q∈Z

dimHq
E+ X, Að Þλq: ð48Þ

In general, PE+ðX, AÞ is a formal Laurent series, whose
coefficients are nonnegative integers or +∞.

Definition 25. Let K0 be an elementary critical set of J . The
E+-critical group of K0 is the vector space

cqE+ K0ð Þ =Hq
E+ X, Að Þ, ð49Þ

where ðX, AÞ is an E+-index pair for K0. The E
+-Morse poly-

nomial of K0 is the E
+-Poincaré polynomial of ðX, AÞ:

ME+ K0ð Þ = 〠
q∈Z

dim cqE+ K0ð Þλq: ð50Þ

Definition 26. Assume that f ∈ C2ðEÞ. An elementary critical
set K0 is called E+-nondegenerate critical manifold if it is a
finite dimensional compact C1-manifold embedded in E
and for every x ∈ K0:

(1) x is a weak nondegenerate critical point, and the ker-
nel of D2 f ðxÞ coincides with the tangent space of K0
in x

(2) The negative eigenspace of D2 f ðxÞ is commensura-
ble with E−

Proposition 11 easily implies that if the E+-nondegen-
erate critical manifold K0 is connected, the E

+-Morse index
E+ −mðxÞ is constant on K0. In this case, we set

E+ −m K0ð Þ = E+ −m K0 ; Jð Þ = E+ −m x ; Jð Þ, for x ∈ K0:

ð51Þ

Proposition 27 (see [29]). If K0 is a connected E+-nonde-
generate critical manifold of a functional of class C2, then

ME+ K0ð Þ = P K0ð Þλm K0ð Þ, ð52Þ

where PðK0Þ is the standard Poincaré polynomial of K0.

Now we state a result which follows immediately from
Morse-Conley relations.

Theorem 28 (see [29]). Let K be an isolated critical set of J ,
and let ðX, AÞ be an E+-index pair for K . Assume that K =
K1 ∪⋯ ∪ Km, where K1,⋯, Km are pairwise disjoint elemen-
tary critical sets. Then, there exists a Laurent series Q with
positive or infinite coefficients such that

〠
m

i=1
ME+ Kið Þ = PE+ X, Að Þ + 1 + λð ÞQ λð Þ: ð53Þ

If K consists of E+-nondegenerate critical manifolds, the
above relation is an equality between true Laurent polyno-
mials with finite coefficients.

In the case of a Morse function, we have the following
immediate corollary.

Corollary 29 (see [32]). Assume that x1,⋯, xk are nondegen-
erate critical points of J with finite E+-Morse index. If ðX, AÞ
is an E+-index pair for the critical set fx1,⋯,xkg, there exists
a Laurent polynomial Q with positive coefficients such that

〠
k

i=1
λE

+−m xi ,Jð Þ = PE+ X, Að Þ + 1 + λð ÞQ λð Þ: ð54Þ

Now we state a useful lemma.

Lemma 30 (see [29]). Let E =V+ ⊕V− be an orthogonal
splitting such that V+ is commensurable with E+ (and there-
fore, V− is commensurable with E−). Let P+ and P− be the
orthogonal projections onto V+ and V−, respectively. Assume
that there exists �R such that for every R > �R, the following
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inequalities hold:

d
dt

P−η t, xð Þk k2
				
t=0

> 0∀x ∈ BV+ Rð Þ × ∂BV− Rð Þ, ð55Þ

d
dt

P+η t, xð Þk k2
				
t=0

< 0∀x ∈ ∂BV+ Rð Þ × BV− Rð Þ: ð56Þ

Then, the critical set K of J is compact, and

X, Að Þ = BV+ �R
� �

× BV− �R
� �

, BV+ �R
� �

× ∂BV− �R
� �� ð57Þ

is an E+-index pair for K .

4. Systems with Nonresonant at Infinity

In this section, we consider system (8) satisfying ðF1Þ-ðF4Þ.
If zðtÞ is a 2π-periodic solutions of (8), we can linearise sys-
tem (8) near z obtaining the 2π-periodic system

_x tð Þ = −D2F t, z tð Þð Þx t −
π

2
� �

, ð58Þ

where D2F is the Hessian of F with respect to variable x.

Definition 31. A 2π-periodic solution z of system (8) is called
2π-resonant if the linearised system (58) has nontrivial 2π
-periodic solutions. Otherwise, it is called 2π-nonresonant.

The corresponding functional is quadratic

J xð Þ = 1
2 Ax, xh i + 1

2 Bzx, xh i, ð59Þ

where Bz is the self-adjoint operator such that

Bzx, yh i =
ð2π
0

D2F t, z tð Þð Þx tð Þ, y tð Þ� �
dt: ð60Þ

Lemma 5 implies that Bz is a compact operator. Let W+
z ,

W0
z , and W−

z be the positive, kernel, and negative eigen-
spaces of A + Bz .

The linearisation of (8) at infinity is

_x tð Þ = −B∞ tð Þx t −
π

2
� �

: ð61Þ

Definition 32. The linear system (61) is said 2π-resonant if it
has nontrivial 2π-periodic solutions. Otherwise, it is said 2π
-nonresonant. The asymptotically linear system (8) is said
2π-resonant at infinity if system (61) is 2π-resonant, 2π
-nonresonant at infinity in the opposite case.

Let B∞ be the self-adjoint operator on E defined by
extending bilinear form

B∞x, yh i =
ð2π
0

B∞ tð Þx tð Þ, y tð Þð Þdt, ð62Þ

and then, B∞ is a compact operator. Define

ϕ xð Þ =
ð2π
0
G t, x tð Þð Þdt: ð63Þ

Therefore,

J xð Þ = 1
2 A + B∞ð Þx, xh i + ϕ xð Þ: ð64Þ

Let V+
∞,V0

∞, V−
∞ be the positive, kernel, and negative

eigenspaces of A + B∞, respectively. Let P+, P0, P− be the
orthogonal projections onto V+

∞, V0
∞, V−

∞, respectively.
Now, we want to check that (A1)-(A4) hold under

assumptions (F1)-(F4), so that it is possible to apply the E+

-Conley theory to J .

Lemma 33 (see [32]). Let V be a finite codimensional sub-
space of E+. If σ, θ, λ+, λ− are positive constants, the func-
tional

h uð Þ = λ+ PVuk kσ − λ− PV⊥uk kθ ð65Þ

has E+-locally compact sublevels.

Lemma 34. Assume that F satisfies (F2) and (F3). Then, the
sublevels of J are τE+-closed and also E+-locally compact. So
(A1) holds.

Proof. Notice that the variational functional is

J xð Þ = 1
2 Ax, xh i + φ xð Þ: ð66Þ

Its quadratic part is lower semicontinuous and convex
on E+ and thus weakly lower semicontinuous on E+. Since
it is strongly continuous on E−, it is τE+-lower semicontinu-
ous. By (F3), F has quadratic growth. It follows that φ is con-
tinuous on Lp, if p is large enough. By Proposition 3, φ is
weakly continuous on E, and therefore, it is also τE+-con-
tinuous. We conclude that J is τE+-lower semicontinuous.

By (F3), φðxÞ ≥ −C1∥x∥
2
L2 − C2.Since E embeds compactly

into L2, for every ε > 0, we can find a finite codimensional
subspace V of E+ such that

xk k2L2 ≤ ε xk k2,∀x ∈ V : ð67Þ
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Then,

J xð Þ = 1
2 PV+xk k2 − 1

2 PV−xk k2 + φ xð Þ ≥ 1
2 PV+xk k2

−
1
2 PV−xk k2 − C1 xk k2L2 − C2 ≥

1
2 PVxk k2

+ 1
2 PV⊥ jV+x
�� ��2 − 1

2 PV−xk k2 − C1 ε PVxk k2 + PV⊥xk k2� �
− C2 ≥

1
2 − C1ε

� �
PVxk k2 − 1

2 + C1

� �
PV⊥xk k2 − C2:

ð68Þ

Since V is finite codimensional in V+, Lemma 33 implies
that the right side of (68) has E+-locally compact sublevels.
Then, J also has E+-locally compact sublevels.

Lemma 35. Assume that F satisfies (F2) and (F3). Then, all
the bounded (PS) sequences are precompact. So (A2) holds.

Proof. Assume that fxng ⊂ E is a bounded (PS) sequence.
The boundedness of fxng yields that there exists a subse-
quence fxnkg which converges weakly to some x0.

According to Lemma 4, φ′ is completely continuous.
Then, there exists a subsequence fxnkg such that the

sequence φ′ðxnkÞ converges strongly. Since J ′ðxnkÞ = Axnk
+ φ′ðxnkÞ⟶ 0, then Axnk converges strongly. Together
with the fact that A is invertible implies that xnk must con-
verge. Thus, (A2) is satisfied.

Lemma 36. Assume that F satisfies ðF2Þ and ðF3Þ. Then, ∇J
is globally Lipschitz, and (A3) holds.

Proof. Since kJ ′ðxÞ − J ′ðyÞk≤kAx − Ayk+kφ′ðxÞ − φ′ðyÞk,
we need to only check that the second part in the right side
of inequality is globally Lipschitz. By a directly computation,
we have

φ′ xð Þ − φ′ yð Þ�� �� ≤ sup
zk k=1

ð2π
0

f t, x tð Þð Þ − f t, y tð Þð Þ, z tð ÞÞj jdt

≤ f t, x tð Þð Þ − f t, y tð Þð Þk kL2 sup
zk k=1

z tð Þk kL2

≤M1 x − yk k,
ð69Þ

where M1 is a positive constant. The last inequality is guar-
anteed by ðF3Þ and Proposition 3. This finishes the proof of
this lemma.

Lemma 37. Assume that F satisfies (F2) and (F3); then, the
flow defined by (48) is an E+-homotopy, and (A4) holds.

Proof. By induction, we can define a sequence of flows

η 0, xð Þ = x,

ηn t, xð Þ = x −
ðt
0
J ′ ηn−1 s, xð Þð Þds, n ≥ 1:

8><
>: ð70Þ

It is a standard fact in the theory of ordinary differential
equations in Banach spaces that J ′ is locally Lipschitz, and
ηn converges uniformly on the bounded subsets of R × E to
the solution η : R × E⟶ E of the Cauchy problem

∂
∂t

η t, xð Þ = −J ′ η t, xð Þð Þ,
η 0, xð Þ = x:

8<
: ð71Þ

Since J ′ maps bounded sets into bounded sets, so does
ηn. Therefore, also η maps bounded sets into bounded sets.

Since J ′ is τE+-continuous, also ηn is τE+-continuous.
Thus, both PE− ∘ ηn and gnyðt, xÞ = hηnðt, xÞ, yi, y ∈ E are τE+

-continuous. Moreover, PE− ∘ ηn and fgnyg converge uni-
formly on bounded sets to PE− ∘ η and gy, respectively.
Therefore, PE− ∘ η and gy are τE+-continuous, for every y ∈
E. Then, η is τE+-continuous.

Since η solves the following nonhomogeneous equation

∂
∂t

η t, xð Þ + Lη t, xð Þ = −φ′ η t, xð Þð Þ, ð72Þ

it can be represented as

η t, xð Þ = e−tAx −
ðt
0
e s−tð ÞAφ′ η s, xð Þð Þds: ð73Þ

e−tA is a continuous path of invertible operators which
preserve the splitting E = E+ ⊕ E−. Set

K t, xð Þ = −
ðt
0
e s−tð ÞAφ′ η s, xð Þð Þds: ð74Þ

If X ⊂ E is bounded and T > 0, ηðX × ½−T , T�Þ is
bounded, as we have shown before. Therefore, φ′ðηð½−T , T
� × XÞÞ is τE+-continuous, and we conclude that Kð½−T , T�
× XÞ is τE+-continuous.

Finally, since ηðt, ⋅Þ is a diffeomorphism whose inverse is
ηðt, ⋅Þ,

ηj −T ,T½ �×E
� �−1

Xð Þ = η −T , T½ � × Xð Þ ð75Þ

must be bounded for every bounded X.

Proposition 38. Assume that F satisfies (F1)-(F3). If the sys-
tem (8) is 2π-nonresonant at infinity, the critical set K is
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compact and

BV+
∞
Rð Þ × BV−

∞
Rð Þ, BV+

∞
Rð Þ × ∂BV−

∞
Rð Þ

� �
ð76Þ

is an E+-index pair for K , provided R is large enough.

Proof. Since the system is 2π-nonresonant at infinity, the
operator A + B∞ is invertible and V0

∞ = f0g. Let γ > 0 be
such that A + B∞ ≥ γI on V+

∞ and A + B∞ ≤ −γI on V−
∞.

Lemma 35 implies that all the bounded (PS) sequences
are precompact: in order to prove that K is compact, it is
enough to show that it is bounded.

Now we check conditions (55) and (56) of Lemma 30.
Let x ∈ BV+

∞
ðRÞ × ∂BV−

∞
ðRÞÞ. Then,

d
dt

P−
∞η t, xð Þk k2

				
t=0

= −2 < J ′ xð Þ, P−
∞x >

= −2 A + B∞ð ÞP−
∞x, P−

∞xh i
− 2 ϕ′ xð Þ, P−

∞x
D E

≥ 2γ∥P−
∞x∥2

− 2 ϕ′ xð Þ, P−
∞x

D E
:

ð77Þ

By (F3), there exists r such that

∣g t, xð Þ∣ ≤ γ

4 ∣x∣ if ∣x∣ ≥ r: ð78Þ

Let M2 > 0 be such that

∣g t, xð Þ∣ ≤M2 if ∣x∣ ≤ r: ð79Þ

Then,

ϕ′ xð Þ, y
D E			 			 ≤ ð

t∣ ∣x tð Þ∣≥rf g
g t, xð Þj j y tð Þj jdt

+
ð

t∣ ∣x tð Þ∣≤rf g
g t, xð Þj j y tð Þj jdt ≤ γ

4 xk kL2 yk kL2

+M2 yk kL1 ≤
γ

4 xk k yk k +M2 yk k:
ð80Þ

Therefore,

d
dt

P−
∞η t, xð Þk k2

				
t=0

≥ 2γ P−
∞xk k2 − 2 ϕ′ xð Þ, P−

∞x
D E

≥ 2γ P−
∞xk k2 − γ

2 xk k P−
∞xk k

− 2M2 P−
∞xk k ≥ 3γ

2 P−
∞xk k2

− 2M2 P−
∞xk k − γ

2 P−
∞xk k P+

∞xk k
≥ γR2 − 2M2R,

ð81Þ

which is positive when R is large enough. A similar discus-
sion can prove (56). Then, we can use Lemma 30.

Proof of Theorem 39. Notice that (F3) and (F4) imply that F
has quadratic growth. Therefore, Lemmas 34–37 show that
we can apply the E+-Conley theory to the functional J .

By Proposition 38, if R is large enough, the pair

BV+
∞

�R
� �

× BV−
∞

�R
� �

, BV+
∞

�R
� �

× ∂BV−
∞

�R
� �� �

ð82Þ

is an E+-index pair for the critical set of J , which is compact.
Then, Theorem 18 is

〠
k

i=1
λE

+−m xi ;Jð Þ = PE+ X, Að Þ + 1 + λð ÞQ λð Þ: ð83Þ

Then, both (48) and Definition 10 imply

λE
+−m xi ;Jð Þ = λE

+−dim W− ,
PE+ X, Að Þ = λE

+−dim V−
∞ :

ð84Þ

Theorem 1 follows from the above two equalities.

5. Systems with Resonant at Infinity

In this section, we want to study the existence of periodic
solutions of asymptotically linear systems which is resonant
at infinity.

Since we consider resonant system in this section, the
variational functional does not satisfy (PS) condition. So
we first make a perturbation. We prove that the perturbable
functional satisfies (PS) condition. Since critical points of
first perturbable functional may not to be nondegenerate,
we make a second perturbation and critical points of the sec-
ondly perturbable functional are nondegenerate. Finally, we
prove the critical points of the secondly perturbable func-
tional are the critical points of the original functional.

Let θ ∈ C∞ðRÞ be a nondecreasing function such that θ
ðsÞ = 0 for s ≤ 0 and θðsÞ = s for s ≥ 1. For R > ∥x0∥, we define
two new functionals on E, JR+ and JR−, of class of C

2 as

JR± xð Þ = J xð Þ ± θ P0
∞x

�� ��2 − R2
� �

: ð85Þ

The gradients of these functionals are

JR±′ xð Þ = A + B∞ð Þx + ϕ′ xð Þ ± 2θ′ P0
∞x

�� ��2 − R2
� �

P0
∞x:

ð86Þ

Critical points x of JR± such that ∥P0
∞x∥≤R are also crit-

ical points of J , and thus 2π-periodic solutions of system (8).
Let us check that the perturbed functionals JR± satisfy the
(PS) condition.

Lemma 40. For every R > 0, every sequence fxng ⊂ E such
that JR±′ ðxnÞ⟶ 0 contains a convergent subsequence.
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Proof. Let xn = x+n + x0n + +x−n ∈ V+
∞ ⊕V0

∞ ⊕V−
∞. Since the

proofs of two cases are the same, we only prove this lemma
for JR+. Multiplying both sides of (86) by x+ and integrating
over ½0, 2π�, we have

JR+′ xnð Þ, x+n
D E

= A + B∞ð Þxn, x+nh i + ϕ′ xnð Þ, x+n
D E

+ 2θ′ P0
∞xn

�� ��2 − R2
� �

P0
∞xn, x+n

D E
:

ð87Þ

By (F6) and Proposition 3, there exist two positive con-
stants M and a1 such that

∣ϕ′ xnð Þ∣ ≤M3, xk kL1 ≤ a1 xk k,∀x ∈ E: ð88Þ

According to the assumption, there are small enough ε
> 0 such that

ε x+nk k ≥ γ x+nk k2 −M3a1 x+nk k, ð89Þ

which implies that the sequence fx+ng is bounded. Arguing
similarly, we can prove that the sequence fx−ng is bounded.

Next, we prove the sequence fx0ng is bounded. Since

o 1ð Þ∥x0n∥ = JR+′ xnð Þ, x0n
D E

= A + B∞ð Þxn, x0n
� 

+ ϕ′ xnð Þ, x0n
D E

+ 2θ′ ∥P0
∞xn∥

2 − R2� �
P0
∞xn, x0n

D E
= ϕ′ xnð Þ, x0n
D E

+ 2θ′ P0
∞xn

�� ��2 − R2
� �

x0n
�� ��2:

ð90Þ

Suppose that kθk⟶ +∞ as n⟶∞. For large n, we
have θ′ð∥P0

∞xn∥
2 − R2Þ = 1. It follows that

o 1ð Þ x0n
�� �� = <ϕ′ xnð Þ, x0n > +2 x0n

�� ��2: ð91Þ

Subsequently, we have

2 x0n
�� ��2 = o 1ð Þ x0n

�� �� − ϕ′ xnð Þ, x0n
D E

≤ o 1ð Þ x0n
�� ��

+ ϕ′ xnð Þ, x0n
D E			 			 ≤ o 1ð Þ x0n

�� �� +M3a1 x0n
�� ��, ð92Þ

which contradicts with the fact that fx0ng is unbounded.
Thus, the sequence fx0ng is bounded and so is fxng. Up to
subsequence, it converges weakly to x0. Standard arguments
show that this convergence is strong.

Now we can check that critical points of JR+′ ðxnÞ have
priori boundedness in V+

∞ and V−
∞.

Lemma 41. There exists N > 0, independent of R, such that,
for every critical point x of JR±′ , we have ∥P±

∞x∥≤N .

Proof. Let x be a critical point of JR+′ . Set x = x+ + x0 + x− ∈
V+

∞ ⊕V0
∞ ⊕ V−

∞. Multiplying both sides of (86) by x+ and

integrating over ½0, 2π�, we have

A + B∞ð Þx, x+h i + ϕ′ xð Þ, x+
D E

= 0: ð93Þ

So

γ∥x+∥2 ≤ A + B∞ð Þx, x+h ij j = ϕ′ xð Þ, x+
D E			 			 ≤M3a1∥x

+∥,

ð94Þ

and thus, ∥x+∥ must be bounded. Similarly, we can prove the
boundedness of ∥x−∥.

Lemma 42. Assume that (F1)-(F3), (F5), and (F6) hold. For
every N > 0, there exists Q > 0, independent of R, such that
the following property holds: for every critical point x of JR±′ ,
if ∥P+

∞x∥≤N , ∥P−
∞x∥≤N, and ∥P0

∞x∥≥Q, we have

E+ − dim V−
x ≥ E+ − dim V−

∞,
E+ − dim V−

x ⊕V0
x ≤ E+ − dim V−

∞ ⊕V0
∞,

ð95Þ

where V0
x and V−

x are the kernel and negative eigenspace of
D2JR±ðxÞ.

Proof. We firstly prove the second inequality of this lemma.
If y ∈ V+

∞, we have

JR+′ ′ xð Þ y, y½ � = J ′′ xð Þ y, y½ � + 2θ′ P0
∞x

�� ��2 − R2
� �

P0
∞y, y

� 
+ 4θ′′ P0

∞x
�� ��2 − R2

� �
P0
∞x, y

� 2
= J ′′ xð Þ y, y½ � = A − B∞ð Þy, yh i

−
ð2π
0

G′′ t, xð Þy, y
� �

dt ≥ γ yk k2

−
ð2π
0

G′′ t, xð Þy, y
� �

dt:

ð96Þ

We claim that
Ð 2π
0 ðG′′ðt, xÞy, yÞdt < γ∥y∥2. By (F5) and

(F6), there exist M4 > 0, large enough r > 0 and small
enough ε > 0 such that

∣G′′ t, xð Þ∣ ≤M4,∀ t, xð Þ ∈ 0, 2π½ � ×ℝn, ∣G′′ t, xð Þ∣ ≤ ε,∀∣x∣ > r:

ð97Þ

Set Γ1 = ft ∈ ½0, 2π� ∣ ∣ xðtÞ∣≤rg. By Proposition 3, there
exists ai > 0 such that kyk2Li ≤ aikyk2, where k⋅kLi denotes
the Li-norm and i = 2, 4. Computing directly, we obtain

ð2π
0

G′′ t, xð Þy, y
� �

dt ≤ εa2 yk k2 −M4a4 yk k2meas Γ1ð Þ1/2:

ð98Þ

By assumptions ∥P+
∞x + P−

∞x∥≤
ffiffiffi
2

p
N . Let s > 0 be such
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that for every x ∈ V+
∞ ⊕V−

∞ with ,∥x∥≤
ffiffiffi
2

p
N , there holds

meas t ∈ 0, 2π½ � ∣ ∣ x tð Þ∣≥sf gð Þ ≤ ε2: ð99Þ

Then,

meas Γ1ð Þ ≤meas t ∈ 0, 2π½ � ∣ ∣ P+
∞x tð Þ + P−

∞x tð Þ∣≥sf gð Þ
+meas t ∈ 0, 2π½ � ∣ ∣ P0

∞x tð Þ∣≤r + s
� �� �

:

ð100Þ

The subspace V0
∞ is finite dimensional. Subsequently,

there exists q > 0 such that

∣y tð Þ∣ > r + s,∀y ∈ V0
∞ such that yk k∞ ≥ q: ð101Þ

Since k⋅k∞ and k⋅k are equivalent on V0
∞, there exists l

> 1 such that

1
l

yk k∞ ≤ yk k ≤ l yk k∞,∀y ∈ V0
∞: ð102Þ

Denote by Q = lq. If ∥P0
∞x∥≥Q, then ∥P0

∞x∥∞ ≥ q. It
follows that

meas Γ1ð Þ1/2 ≤ ε: ð103Þ

Substituting (103) into (98), we get

ð2π
0

G′′ t, xð Þy, y
� �

dt ≤ ε a2 +M4a4ð Þ yk k2: ð104Þ

The arbitrary of ε induces that
Ð 2π
0 ðG′′ðt, xÞy, yÞdt ≤ γ∥

y∥2. Therefore, if x is a critical point of JR+′ ðxÞ, then for all
y ∈ V+

∞ \ f0g, we have

JR+′ ′ xð Þ y, y½ � > 0: ð105Þ

Subsequently, JR+′ ′ðxÞ is strictly positive on V+
∞. There-

fore, E+ − dim V−
x ⊕V0

x ≤ E+ − dim V−
∞ ⊕V0

∞.
Repeating the above argument, we conclude that JR−′ ′

ðxÞ is strictly negative on V−
∞. Thus, E+ − dim V−

x ≥ E+ −
dim V−

∞.

Lemma 43. The maps JR+′ and JR−′ are proper Fredholm maps
of index 0.

Proof. Notice that JR±′ can be written as

JR±′ xð Þ = A + B∞ ± 2P0
∞

� �
x + ϕ′ xð Þ ± 2 θ′ P0

∞x
�� ��2 − R2

� �
− 1

h i
P0
∞x:

ð106Þ

The first term is an invertible linear operator. The last
two terms are compact operators. Assuming that fJR±′ ðxnÞg
converges, it is easy to prove that fxng has a converging sub-
sequence. Thus, JR±′ are proper operator. Moreover, the dif-

ferentials of the last two terms are compact self-adjoint
operators. Therefore, D2 JR± is a Fredholm operator of index
0, for every u ∈ E.

Consider the constant Q, fixed in Lemma 42. We
assume, by contradiction, that the functionals JQ±′ have no
critical points x such that ∥P0

∞x∥≤Q, apart from x0.
According to Lemma 43, the critical set of JQ± is com-

pact. Since JQ± has no critical points x such that ∥P0
∞x∥ =

Q, there exists ε > 0 such that there are no critical points x
such that

Q ≤ P0
∞x

�� �� ≤Q + ε: ð107Þ

As we can see, the perturbable functionals satisfy (PS)
condition. However, the critical points of JR±ðxÞ maybe not
to be a nondegenerate set. Thus, we need a second perturba-
tion to grantee the critical points of perturbable functional
are nondegenerate.

Let ~ω ∈ C∞ðRÞ be a nondecreasing function such that ~ω
ðsÞ = 0 for s ≤Q2 and ~ωðsÞ = 1 for s ≥ ðQ + εÞ2. Set ωðxÞ = ~ω

ð∥P0
∞x∥2Þ for all x ∈ E. ω is a smooth functional on E. ω′ðx

Þ always belongs to V0
∞, and there exists a constant D such

that ∥ω′ðxÞ∥≤D for all x ∈ E. For z ∈ E, we define two new
functional hz± on E as

hz± xð Þ = JQ± xð Þ − ω xð Þ < x, z > : ð108Þ

The gradients of these functional are

hz±′ xð Þ = JQ±′ xð Þ − ω′ xð Þ < x, z > −ω xð Þz: ð109Þ

Lemma 44. If ∥z∥ is small enough, for every critical point x of
hz±, there holds

∥P±
∞x∥ ≤N = 2M3

γ
: ð110Þ

Proof. From (86) and (109), we get

0 = dhz± xð Þ P+
∞x½ � = A + B∞ð ÞP+

∞x, P+
∞xh i + dϕ xð Þ P+

∞x½ �
− ω xð Þ z, P+

∞xh i ≥ γ∥P+
∞x∥2 −M3∥P

+
∞x∥−∥z∥∥P+

∞x∥:
ð111Þ

Therefore,

∥P+
∞x∥ ≤

M3+∥z∥
γ

, ð112Þ

and it is enough to assume ∥z∥≤M3. By a similar argument,
we estimate the bound for ∥P−

∞x∥.

Lemma 45. If ∥z∥ is small enough, there are no critical points
x of hz± such that

Q ≤ ∥P0
∞x∥ ≤Q + ε: ð113Þ
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Proof. By Lemma 44, we can assume that ∥x∥ is small enough
that

∥P±
∞x∥ ≤N , ð114Þ

for every critical point x of hz+.
Since JQ+ has no critical point x with Q ≤ ∥P0

∞x∥≤Q + ε,
by Lemma 43, there exists m > 0 such that

∥JQ+′ xð Þ∥ ≥m if Q ≤ ∥P0
∞x∥ ≤Q + ε: ð115Þ

Therefore, if x is a critical point of hz+ with Q ≤ ∥P0
∞x∥

≤Q + ε, we have

0 = hz±′ xð Þ�� �� = JQ+′ xð Þ − ω′ xð Þ x, zh i − ω xð Þz�� ��
≥ JQ+′ xð Þ�� �� − zk k ω′ xð Þ�� �� xk k + ω xð Þk k

� �
≥m − zk k D 2N +Q + εð Þ + 1½ �:

ð116Þ

This implies that

zk k ≥ m
D 2N +Q + εð Þ + 1 , ð117Þ

which is contradiction, provided ∥z∥ is small enough.

Now we can work with second perturbation functionals.
Firstly, we check some proposition of those functionals.

Lemma 46. Every bounded (PS) sequence for hz± admits a
converging subsequence; thus, (A2) holds.

Proof. Let fxng be a bounded (PS) sequence for Hz±. Up to
its subsequence, it converges weakly. Since ω is weakly con-
tinuous and ω′ is completely continuous, by (109), fJQ+′ g
converges strongly. By Lemma 43, fxng converges strongly.

Lemma 47. The functionals hz± satisfy the assumption (A1),
(A3), and (A4).

Proof. Since

hz± xð Þ = J xð Þ ± θ ∥P0
∞x∥2 − R2� �

± ω xð Þ x, yh i, ð118Þ

Lemma 34 implies that J is τE+-lower semicontinuous.
The last two terms are weakly continuous and thus also
τE+-continuous. So the sublevels of hz± are τE+-closed. Argu-
ing similarly as in the proof of Lemma 34, the sublevels of
hz± are E+-locally compact and (A1) holds.

Computing directly, we obtain

hz±′ xð Þ = J ′ xð Þ ± 2θ′ ∥P0
∞x∥2 −Q2� �

P0
∞x ± ω′ xð Þ x, zh i±:

ð119Þ

According to Lemma 36, J ′ is globally Lipschitz. Since θ
and ω are both C∞ functions, the second and third items are

globally Lipschitz. We need only the last item is globally
Lipschitz. But,

∥ω xð Þz − ω �xð Þz∥ ≤D∥z∥∥∥x − �x∥, ð120Þ

which yields that ω is globally Lipschitz when z is fixed.
Thus, (A3) holds.

Since hz± can be seen as the sum of the quadratic form
1/2hðA − B∞Þx, xi and of a function which is continuous
from the weak to the strong topology of E, then (A4) follows
from Proposition 15.1 in [28].

Now we are in a position to use E+-Conley index theory.
We claim that the critical points of hz± are compact and
prove neighborhoods of zero are their E+-Conley index
pairs.

Lemma 48. The critical set K+ of hz+ is compact, and

BV+
∞⊕V0

∞
Rð Þ × BV−

∞
Rð Þ, BV+

∞⊕V0
∞
Rð Þ × ∂BV−

∞
Rð Þ

� �
ð121Þ

is an E+-index pair for K+, with respect to the functional
hz+, provided R is large enough and ∥y∥ is small enough.
The same conclusion also works where the E+-index pair
is replaced by

BV+
∞
Rð Þ × BV−

∞⊕V0
∞
Rð Þ, BV+

∞
Rð Þ × ∂BV−

∞⊕V0
∞
Rð Þ

� �
: ð122Þ

Proof. We just prove the first claim, since the second one
can be proved with analogous arguments.

Let η+ be the flow of the vector field −hz+′ . We use
Lemma 30 to prove this lemma. In order to use Lemma 30,
we should check conditions (55) and (56).

Let x ∈ BV+
∞⊕V0

∞
ðRÞ × ∂BV−

∞
ðRÞ. Then,

d
dt

∥P−
∞η+ t, xð Þ∥2

				
t=0

= −2 hz+′ xð Þ, P−
∞x

D E
= −2 A + B∞ð ÞP−

∞x, P−
∞xh i

− 2 ϕ′ xð Þ, P−
∞x

D E
− ω xð Þ y, P−

∞xh i
≥ 2γ∥P−

∞x∥2 − 2C+∥y∥ð Þ∥P−
∞x∥

= R 2γR − 2C−∥y∥ð Þ:
ð123Þ

Then, (55) holds when R > ð2C−∥y∥Þ/2γ.
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Now let x ∈ ∂BV+
∞⊕V0

∞
ðRÞ × BV−

∞
ðRÞ. Then,

d
dt

∥ P+
∞ + P0

∞
� �

η+ t, xð Þ∥2
				
t=0

= −2 hz+′ xð Þ, P+
∞ + P0

∞
� �

x
D E

= −2 A + B∞ð ÞP+
∞x, P+

∞xh i − 2 ϕ′ xð Þ, P+
∞ + P0

∞
� �

x
D E

− 4θ′ ∥P0
∞x∥2 −Q2� �

∥P0
∞x∥2 − ω xð Þ z, P+

∞ + P0
∞

� �
x

� 
− ω′ xð Þ, P+

∞ + P0
∞

� �
x

D E
x, zh i ≤ −2γ∥P+

∞x∥2

− 4θ′ ∥P0
∞x∥2 −Q2� �

∥P0
∞x∥2 + 2C+∥z∥ð Þ∥ P+

∞ + P0
∞

� �
x∥

+D∥z∥∥x∥∥P0
∞x∥:

ð124Þ

Since ∥x∥≤2R and ∥ðP+
∞ + P0

∞Þx∥ = R, we have that

∥P+
∞x∥2 ≥

1
2R

2 or∥P0
∞x∥2 ≥

1
2R

2: ð125Þ

In the first case, noticing that ∥y∥ is small enough, we
have

d
dt

P+
∞ + P0

∞
� �

η+ t, xð Þ�� ��2				
t=0

≤ −γR2 + 2CR = −R γR − 2Cð Þ,

ð126Þ

which is negative for R > 2C/γ. In the second case, we can
assume that ∥P0

∞x∥2 ≥ 1/2R2 >Q2 + 1 >Q2. So θ′ð∥P0
∞x∥2 −

Q2Þ = 1. We have

d
dt

P+
∞ + P0

∞
� �

η+ t, xð Þ�� ��2				
t=0

≤ −2R2 + 2C + zk kð ÞR

+
ffiffiffi
2

p
D zk kR2 = −R 2 −

ffiffiffi
2

p
D zk k

� �
R − 2C − zk k

h i
,

ð127Þ

which is negative if

∥z∥ < 2ffiffiffi
2

p
D
,

R > 2C+∥z∥
2 −

ffiffiffi
2

p
D∥z∥

:

ð128Þ

Then, (56) holds. Applying Lemma 30, we prove this
lemma.

Proof of Theorem 49.We claim that we can choose z0 and z1,
such that ∥z0∥ and ∥z1∥ are so small that these of Lemmas 44,
45, and 48 hold and such that all critical points of hz± are
nondegenerate.

Since we assume the system is 2π-nonresonant periodic
solution, the critical point x0 is nondegenerate. Lemma 45
implies all the other critical points x such that ∥P0

∞x∥>Q +
ε: If y is in a neighborhood of such a critical point x, then

hz±′ yð Þ = JQ±′ yð Þ − z: ð129Þ

Therefore,

D2hz± yð Þ =D2 JQ± yð Þ: ð130Þ

JQ±′ is a continuously differentiable Fredholm map of
index 0. By an infinite dimensional Sard-Smale theorem,
the set of its critical values has first category. Therefore, we
can choose z0 and z1, such that ∥z0∥ and ∥z1∥ are so small
that the theses of Lemmas 44, 45, and 48 hold and such that
y+ and y− are regular values for JQ+′ and JQ−′ , respectively.

If x is a critical point of hz0+ different from x0, then

JQ±′ yð Þ = z0, ð131Þ

and the linear map D2hz0+ðxÞ =D2 JQ+ðxÞ is invertible. The
same result holds for hz1−.

Lemmas 46 and 47 imply that we can use E+-Conley
index theory and get the following Morse relations:

λE
+−m x0,hz0+ð Þ +〠

μ

λE
+−m x,hz0+ð Þ = λE

+−dim V−
∞ + 1 + λð ÞQ λð Þ,

ð132Þ

where the sum is taken over the finite set of all critical points
x of hz0+ such that ∥P0

∞x∥>Q. If E+ − dim Wx0
< E+ − dim

V−
∞ − 1, there is existence of a critical point x′ such that

∣E+ −m x′, hz0+
� �

− E+ −m x0, hz0+
� �

∣ = 1: ð133Þ

Therefore,

E+ −m x′, hz0+
� �

≤ E+ −m x0, hz0+
� �

+ 1 < E+ − dim V−
∞:

ð134Þ

But by Lemmas 42 and 44, every critical point x has E+-
Morse index E+ −mðx, hz0+Þ ≥ E+ − dim V−

∞ which is a
contradiction.

If E+ −mðx, hz1−Þ > E+ − dim V−
∞ + E+ − dim V0

∞ + 1,
arguing similarly as the previews case can result a contradic-
tion which finishes our proof.
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