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Abstract

The goal of this paper is to study a new system of a class of variational inequalities termed as absolute value variational inequalities. Absolute value variational inequalities present a rational, pragmatic, and novel framework for investigating a wide range of equilibrium problems that arise in a variety of disciplines. We first develop a system of absolute value auxiliary variational inequalities to calculate the approximate solution of the system of absolute variational inequalities, and then by employing the projection technique, we prove the existence of solutions of the system of absolute value auxiliary variational inequalities. By utilizing an auxiliary principle and the existence result, we propose several new iterative algorithms for solving the system of absolute value auxiliary variational inequalities in the frame of four different operators. Furthermore, the convergence of the proposed algorithms is investigated in a thorough manner. The efficiency and supremacy of the proposed schemes is exhibited through some special cases of the system of absolute value variational inequalities and an illustrative example. The results presented in this paper are more general and rehash a number of some previously published findings in this field.

1. Introduction

The theory of variational inequalities, which was presented in the 1960s, exhibits an exceptional evolution as a fascinating and stimulating branch of applied mathematics that assumes a significant role in economics, finance, industry, transportation, optimization, and network analysis. Stampacchia [1] was the first to demonstrate the existence and uniqueness of variational inequality solutions. Variational inequalities have been utilized to examine problems that occurred in a variety of basic and applied sciences since their origin (see [2–6]). These significant applications prompted researchers to develop and broaden variational inequalities and associated optimization problems in various formations employing advanced and innovative methodologies, which include auxiliary principal technique, Wiener-Hopf equations, projection methods, and dynamical systems (see [7–10] and the references therein). It is noted that the operator must be Lipschitz continuous and strongly monotone for projection schemes to converge which is a very difficult set of requirements to verify. This fact led researchers to modify the projection method or to establish new ones. Extragradient-type methods address this difficulty as their convergence requires only the existence of solution and the Lipschitz continuity of the monotone operator. Various modified projection and extragradient-type algorithms have been proposed for finding the solution of variational inequalities. We would like to point out that the projection
2. Results and Discussion

Let $\mathcal{H}$ be a real Hilbert space, whose norm and inner product are denoted by $||\cdot||$ and $(\cdot, \cdot)$, respectively. Let $K_1$ and $K_2$ be two closed and convex sets in $\mathcal{H}$. For given operators $T_1, T_2, B_1, B_2 : \mathcal{H} \rightarrow \mathcal{H}$, consider the problem of finding $y \in K_1$ and $x \in K_2$ such that

\[
\begin{align*}
\langle T_1 x + B_1 |x| - f_1, v - y \rangle & \geq 0, \quad \forall v \in K_1, \\
\langle T_2 y + B_2 |y| - f_2, v - x \rangle & \geq 0, \quad \forall v \in K_2,
\end{align*}
\]

where $f_1$ and $f_2$ are the continuous functionals defined on $\mathcal{H}$ and $|.|$ contains the absolute values of components of $x, y \in \mathcal{H}$. The system (Equation (1)) is called a system of absolute value variational inequalities with four operators.

We will now discuss some special cases of the system of absolute value variational inequalities (Equation (1)).

(1) If $B_1 = B_2 = B$, then system (Equation (1)) reduces to find $y \in K_1$ and $x \in K_2$ such that

\[
\begin{align*}
\langle T_1 x + B |x| - f_1, v - y \rangle & \geq 0, \quad \forall v \in K_1, \\
\langle T_2 y + B |y| - f_2, v - x \rangle & \geq 0, \quad \forall v \in K_2,
\end{align*}
\]

which is called a system of absolute value variational inequalities with three operators.

(2) If $K_1 = K_2 = K$, then system (Equation (2)) reduces to find $x, y \in K$ such that

\[
\begin{align*}
\langle T_1 x + B |x| - f_1, v - y \rangle & \geq 0, \quad \forall v \in K, \\
\langle T_2 y + B |y| - f_2, v - x \rangle & \geq 0, \quad \forall v \in K,
\end{align*}
\]

which is a system of absolute value variational inequalities.

(3) If $B_1 |x| = B_2 |y| = 0, \forall x, y \in \mathcal{H}$, then system (Equation (1)) is equivalent to find $y \in K_1$ and $x \in K_2$ such that

\[
\begin{align*}
\langle T_1 x - f_1, v - y \rangle & \geq 0, \quad \forall v \in K_1, \\
\langle T_2 y - f_2, v - x \rangle & \geq 0, \quad \forall v \in K_2,
\end{align*}
\]

which is called the system of variational inequalities.

(4) If $T_1 = T_2 = T, \forall x, y \in \mathcal{H}$, then system (Equation (1)) is equivalent to find $y \in K_1$ and $x \in K_2$ such that

\[
\begin{align*}
\langle Tx + B_1 |x| - f_1, v - y \rangle & \geq 0, \quad \forall v \in K_1, \\
\langle Ty + B_2 |y| - f_2, v - x \rangle & \geq 0, \quad \forall v \in K_2,
\end{align*}
\]

which is a system of absolute value variational inequalities with three operators.
In order to obtain the main results of this paper, some basic definitions and results are needed which are essential for the further analysis.

**Definition 1.** $T : \mathcal{H} \rightarrow \mathcal{H}$ is said to be strongly monotone, if there exists a constant $\alpha > 0$ such that

$$
\langle Tx - Ty, x - y \rangle \geq \alpha \|x - y\|^2, \quad \forall x, y \in \mathcal{H}.
$$

**Definition 2.** An operator $T : \mathcal{H} \rightarrow \mathcal{H}$ is said to be Lipschitz continuous, if there exists a constant $\beta > 0$ such that

$$
\|Tx - Ty\| \leq \beta \|x - y\|, \quad \forall x, y \in \mathcal{H}.
$$

**Definition 3.** An operator $T : \mathcal{H} \rightarrow \mathcal{H}$ is said to be monotone if

$$
\langle Tx - Ty, x - y \rangle \geq 0, \quad \forall x, y \in \mathcal{H}.
$$

**Definition 4.** An operator $T : \mathcal{H} \rightarrow \mathcal{H}$ is said to be pseudomonotone if

$$
\langle Tx, y - x \rangle \geq 0
$$

implies

$$
\langle Ty, y - x \rangle \geq 0, \quad \forall x, y \in \mathcal{H}.
$$

We now consider the well-known projection lemma which is due to Reference [4]. The projection lemma transforms the variational inequalities into a fixed point problem.

**Lemma 5** (see [4]). Let $K$ be a closed and convex set in $\mathcal{H}$. Then, for a given $z \in \mathcal{H}$, $x \in K$ satisfies

$$
\langle x - z, y - x \rangle \geq 0, \quad \forall y \in K,
$$

if and only if

$$
x = P_K[z],
$$

where $P_K$ is the projection of $\mathcal{H}$ onto a closed and convex set $K$ in $\mathcal{H}$.

It is notable that the projection operator $P_K$ is a nonexpansive operator, that is

$$
\|P_K[x] - P_K[y]\| \leq \|x - y\|, \quad \forall x, y \in \mathcal{H}.
$$

The above lemma is important to obtain the main results of this paper.

**Lemma 6** (see [28]). If $\{\delta_n\}_{n=0}^{\infty}$ is a nonnegative sequence satisfying the following inequality

$$
\delta_{n+1} \leq (1 - \lambda_n)\delta_n + \sigma_n, \quad \forall n \geq 0,
$$

with $0 \leq \lambda_n \leq 1$, $\sum_{n=0}^{\infty} \lambda_n = \infty$, and $\sigma_n = 0(\lambda_n)$, then $\lim_{n \rightarrow \infty} \delta_n = 0$.

Since the projection-type techniques could not be used to suggest iterative algorithms for mixed variational
inequalities, Glowinski et al. [11] suggested a new technique for solving the variational inequalities. It is called auxiliary principle technique which proved to be useful as it does not depend on the projection. Also, it is worth mentioning that unified descent algorithms for variational inequalities can be suggested by using an auxiliary principle technique.

Hence, Equation (1) can easily be written in an equivalent form by using the auxiliary principle technique, that is to find \( y \in K_1 \) and \( x \in K_2 \) such that

\[
\begin{align*}
(y_1 T_1 x + y_1 B_1 |x| - y_1 f_1 + y - x, y - y) & \geq 0, \quad \forall v \in K_1, \\
(y_2 T_2 y + y_2 B_2 |y| - y_2 f_2 + x - y, y - x) & \geq 0, \quad \forall v \in K_2,
\end{align*}
\]

where \( y_1 > 0 \) and \( y_2 > 0 \) are the constants.

We use this equivalent system to suggest some new iterative algorithms for solving the system of absolute value variational inequalities and its alternative systems.

2.1 Main Results. In this section, we establish the equivalence between system of absolute value Equation (20) and the fixed point problems. We use this equivalent formulation to suggest some iterative algorithms for solving the system of absolute value equations. The convergence analysis of the proposed methods is also demonstrated.

**Lemma 7.** The system of absolute value variational inequalities (Equation (20)) has a solution \( y \in K_1 \) and \( x \in K_2 \) if and only if \( y \in K_1 \) and \( x \in K_2 \) satisfy the relations:

\[
y = P_{K_1}[x - y_1 T_1 x - y_1 B_1 |x| + y_1 f_1],
\]

\[
x = P_{K_2}[y - y_2 T_2 y - y_2 B_2 |y| + y_2 f_2],
\]

where \( y_1 > 0 \) and \( y_2 > 0 \) are constants.

It is clear from Lemma 7 that the system (Equation (20)) is equivalent to the fixed point problems (Equations (21) and (22)). This equivalent formulation is very important from theoretical as well as from the numerical point of view (see [29]). We propose and analyze some iterative schemes by using the compositions (Equations (21) and (22)).

Equations (21) and (22) can be rewritten in the following equivalent forms:

\[
y = (1 - \eta_n)y + \eta_n P_{K_1}[x - y_1 T_1 x - y_1 B_1 |x| + y_1 f_1],
\]

\[
x = (1 - \zeta_n)x + \zeta_n P_{K_2}[y - y_2 T_2 y - y_2 B_2 |y| + y_2 f_2],
\]

where \( 0 \leq \zeta_n, \eta_n \leq 1 \) for all \( n \geq 0 \).

We use this equivalent formulation to suggest the following iterative algorithms for solving the system of absolute value variational inequalities (Equation (20)) and its related formations.

**Algorithm 1.** For given \( y_0 \in K_2 \) and \( x_0 \in K_1 \), compute \( x_{n+1} \) and \( y_{n+1} \) by the iterative schemes:

\[
y_{n+1} = (1 - \eta_n)y_n + \eta_n P_{K_1}[x_n - y_1 T_1 x_n - y_1 B_1 |x_n| + y_1 f_1],
\]

\[
x_{n+1} = (1 - \zeta_n)x_n + \zeta_n P_{K_2}[y_n - y_2 T_2 y_n - y_2 B_2 |y_n| + y_2 f_2],
\]

where \( 0 \leq \zeta_n, \eta_n \leq 1 \) for all \( n \geq 0 \).

Algorithm 1 is known as a parallel algorithm which can be considered as the Jacobi method for solving the system of absolute value equations. It is proved that parallel algorithms outperform the sequential schemes.

We now discuss some of the special cases of Algorithm 1.

(1) If \( B_1 = B_2 = B \), then Algorithm 1 reduces to the following parallel algorithm to find the solution of the system (Equation (2))

**Algorithm 2.** For given \( y_0 \in K_2 \) and \( x_0 \in K_1 \), compute \( x_{n+1} \) and \( y_{n+1} \) by the iterative schemes:

\[
y_{n+1} = (1 - \eta_n)y_n + \eta_n P_{K_1}[x_n - y_1 T_1 x_n - y_1 B |x_n| + y_1 f_1],
\]

\[
x_{n+1} = (1 - \zeta_n)x_n + \zeta_n P_{K_2}[y_n - y_2 T_2 y_n - y_2 B |y_n| + y_2 f_2],
\]

where \( 0 \leq \zeta_n, \eta_n \leq 1 \) for all \( n \geq 0 \).

(2) If \( K_1 = K_2 = K \), then Algorithm 2 reduces to the following projection algorithm to solve the system of absolute value variational inequalities (Equation (3))

**Algorithm 3.** For given \( x_0, y_0 \in K \), compute \( x_{n+1} \) and \( y_{n+1} \) by the iterative schemes:

\[
y_{n+1} = (1 - \eta_n)y_n + \eta_n P_{K_1}[x_n - y_1 T_1 x_n - y_1 B |x_n| + y_1 f_1],
\]

\[
x_{n+1} = (1 - \zeta_n)x_n + \zeta_n P_{K_2}[y_n - y_2 T_2 y_n - y_2 B |y_n| + y_2 f_2],
\]

where \( 0 \leq \zeta_n, \eta_n \leq 1 \) for all \( n \geq 0 \).

(3) If \( B_1 |x| = B_2 |y| = 0, \forall x, y \in \mathcal{H} \), then Algorithm 2 reduces to the following projection algorithm to solve the system of variational inequalities (Equation (4))
Algorithm 4. For given \( y_0 \in K_2 \) and \( x_0 \in K_1 \), compute \( x_{n+1} \) and \( y_{n+1} \) by the iterative schemes:

\[
\begin{align*}
    y_{n+1} &= (1 - \eta_n) y_n + \eta_n P_{K_1} [x_n - \gamma_1 T_1 x_n + \gamma_1 f_1], \\
    x_{n+1} &= (1 - \zeta_n) x_n + \zeta_n P_{K_1} [y_n - \gamma_2 T_2 y_n + \gamma_2 f_2],
\end{align*}
\]

(29)

where \( 0 \leq \zeta_n, \eta_n \leq 1 \) for all \( n \geq 0 \).

(4) If \( T_1 = T_2 = T \), then Algorithm 1 reduces to the following algorithm

Algorithm 5. For given \( y_0 \in K_2 \) and \( x_0 \in K_1 \), compute \( x_{n+1} \) and \( y_{n+1} \) by the iterative schemes:

\[
\begin{align*}
    y_{n+1} &= (1 - \eta_n) y_n + \eta_n P_{K_1} [x_n - \gamma_1 T x_n - \gamma_1 B_1 [x_n] + \gamma_1 f_1], \\
    x_{n+1} &= (1 - \zeta_n) x_n + \zeta_n P_{K_1} [y_n - \gamma_2 T y_n - \gamma_2 B_2 [y_n] + \gamma_2 f_2],
\end{align*}
\]

(30)

where \( 0 \leq \zeta_n, \eta_n \leq 1 \) for all \( n \geq 0 \).

(5) If \( T_1 = T_2 = T \) and \( B_1 = B_2 = B \), then Algorithm 2 reduces to the following parallel algorithm

Algorithm 6. For given \( y_0 \in K_2 \) and \( x_0 \in K_1 \), compute \( x_{n+1} \) and \( y_{n+1} \) by the iterative schemes:

\[
\begin{align*}
    y_{n+1} &= (1 - \eta_n) y_n + \eta_n P_{K_1} [x_n - \gamma_1 T x_n - \gamma_1 B_1 [x_n] + \gamma_1 f_1], \\
    x_{n+1} &= (1 - \zeta_n) x_n + \zeta_n P_{K_1} [y_n - \gamma_2 T y_n - \gamma_2 B_2 [y_n] + \gamma_2 f_2],
\end{align*}
\]

(31)

where \( 0 \leq \zeta_n, \eta_n \leq 1 \) for all \( n \geq 0 \).

Several new and known iterative schemes can be suggested for solving absolute value variational inequalities and the associated problems by making proper and appropriate choice for operators and spaces.

We now examine the convergence analysis of Algorithm 1 which is the key motivation of the next result.

Theorem 8. Let the operators \( T_1, T_2 : \mathcal{H} \rightarrow \mathcal{H} \) be strongly monotone with constants \( \alpha_{T_1} > 0 \) and \( \alpha_{T_2} > 0 \) and Lipschitz continuous with constants \( \beta_{T_1} > 0, \beta_{T_2} > 0 \) and the operators \( B_1, B_2 : \mathcal{H} \rightarrow \mathcal{H} \) be Lipschitz continuous with constants \( \beta_{B_1} > 0, \beta_{B_2} > 0 \), respectively. If the following conditions hold, then sequences \( \{x_n\} \) and \( \{y_n\} \) obtained from Algorithm 1 converge to \( x \) and \( y \), respectively.

Proof. Let \( x, y \in \mathcal{H} \) such that \( y \in K_1 \) and \( x \in K_2 \) be a solution of the system (Equation 20). Then, from Equation 23 and Equation 26, we have the following:

\[
\begin{align*}
    ||x_{n+1} - x|| &= ||(1 - \zeta_n)x_n + \zeta_n P_{K_1} [x_n - \gamma_1 T x_n - \gamma_1 B_1 [x_n] + \gamma_1 f_1] - (1 - \zeta_n) x_n - x|| \\
    &\leq \zeta_n ||P_{K_1} [x_n - \gamma_1 T x_n - \gamma_1 B_1 [x_n] + \gamma_1 f_1] - (1 - \zeta_n) x_n - x|| \\
    &+ \zeta_n ||x_n - (1 - \zeta_n)x_n - x|| + \zeta_n ||(x_n - x) - (y_n - x)|| + \zeta_n ||y_n - x||.
\end{align*}
\]

(35)

Since the operator \( T_2 \) is strongly monotone and \( \alpha_{T_2} > 0 \) and \( \beta_{T_2} > 0 \), respectively, then we have the following:

\[
\begin{align*}
    ||(y_n - y) - y_n (T_2 y_n - T_2 y)|| &\leq ||y_n - y||^2 \\
    &- 2y_n \langle T_2 y_n - T_2 y, y_n - y \rangle + \|T_2 y_n - T_2 y\|^2 \\
    &\leq \sqrt{1 - 2y_n \alpha_{T_2} + \gamma_2 \beta_{T_2}^2} \|y_n - y\|^2.
\end{align*}
\]

(36)

Also, using the Lipschitz continuity of the operator \( B_2 \) with constant \( \beta_{B_2} > 0 \), we have the following:

\[
\|B_2 [y_n - B_2 y] - \beta_{B_2} \| y_n - y || \leq \beta_{B_2} \| y_n - y ||.
\]

(37)

Combining Equations (35), (36), and (37), we obtain the
following:
\[
\|x_{n+1} - x\| \leq (1 - \zeta_n)\|x_n - x\| \\
+ \zeta_n \left( \sqrt{1 + 2\gamma_1^2\alpha_{T_1} + 2\gamma_1^2\beta_{T_1} + 2\gamma_2^2\beta_{B_1}} \right) \|y_n - y\| \\
= (1 - \zeta_n)\|x_n - x\| + \zeta_n \left( \phi_{T_1} + \phi_{B_1} \right)\|y_n - y\|. \\
(38)
\]

In a similar way, from Equation (23) and Equation (25), we have the following:
\[
\|y_{n+1} - y\| = \left\| \left(1 - \eta_n \right)y_n + \eta_n P_{K_1} [x_n - y_{1}T_1x_n - y_{1}B_1 x_n] \\
+ \gamma_1 f_1 \right\| \\
\leq \left(1 - \eta_n \right)\|y_n - y\| + \eta_n \left\| P_{K_1} [x_n - y_{1}T_1x_n - y_{1}B_1 x_n] \\
+ \gamma_1 f_1 \right\| \\
= (1 - \eta_n)\|y_n - y\| + \eta_n \left( \phi_{T_1} + \phi_{B_1} \right)\|x_n - x\|.
\]
\[
\leq (1 - \eta_n)\|y_n - y\| + \eta_n \sqrt{1 + 2\gamma_1^2\alpha_{T_1} + 2\gamma_1^2\beta_{T_1} + 2\gamma_2^2\beta_{B_1}}\|x_n - x\| \\
= (1 - \eta_n)\|y_n - y\| + \eta_n \left( \phi_{T_1} + \phi_{B_1} \right)\|x_n - x\|.
\]  
(39)

where we have used the strong monotonicity of \(T_1\) with constant \(\alpha_{T_1} > 0\) and Lipschitz continuity of the operators \(T_1\) and \(B_1\) with constants \(\beta_{T_1} > 0\) and \(\beta_{B_1} > 0\), respectively.

Adding Equations (38) and (39), we have the following:
\[
\|x_{n+1} - x\| + \|y_{n+1} - y\| \\
\leq (1 - \zeta_n + \eta_n \left( \phi_{T_1} + \phi_{B_1} \right)) \|x_n - x\| + (1 - \eta_n + \zeta_n \left( \phi_{T_1} + \phi_{B_1} \right)) \|x_n - x\| \\
\leq (1 - \eta_n - \zeta_n + \eta_n \left( \phi_{T_1} + \phi_{B_1} \right)) \|x_n - x\| \\
\leq (1 - \eta_n - \zeta_n + \eta_n \left( \phi_{T_1} + \phi_{B_1} \right)) \|x_n - x\| \\
= \phi \|x_n - x\|.
\]
(40)
where
\[
\phi = \max \left( \xi_1 , \xi_2 \right), \\
\xi_1 = 1 - \zeta_n + \eta_n \left( \phi_{T_1} + \phi_{B_1} \right), \\
\xi_2 = 1 - \eta_n + \zeta_n \left( \phi_{T_1} + \phi_{B_1} \right).
\]

From assumption (iii), it follows that \(\phi < 1\). Hence, using Lemma 6, we obtain from Equation (44) the following:
\[
\lim_{n \to \infty} \|x_n - x\| + \|y_n - y\| = 0.
\]
(42)

This further implies that
\[
\lim_{n \to \infty} \|x_n - x\| = 0, \\
\lim_{n \to \infty} \|y_n - y\| = 0.
\]
(43)

which is the required result.

We now propose and examine some new iterative schemes for solving system of absolute value variational inequalities, by employing a useful substitution.

It can easily be shown, by using Lemma 5, that \(x, y \in \mathcal{H}\) such that \(y \in K_1\) and \(x \in K_2\) is a solution of the system of absolute value variational inequalities (Equation (1)), if and only if \(x, y \in \mathcal{H} : y \in K_1, x \in K_2\) satisfies the following:
\[
y = P_{K_1} [z],
\]

\[
x = P_{K_2} [w],
\]

\[
z = x - y_{1}T_1x - y_{1}B_1 |x| + \gamma_1 f_1,
\]

\[
w = y - y_{2}T_2y - y_{2}B_2 |y| + \gamma_2 f_2.
\]

By using this alternative formation, we can propose and examine the following iterative schemes to solve the system (Equation (1)).

**Algorithm 7.** For given \(y_0 \in K_1\) and \(x_0 \in K_2\), find \(x_{n+1}\) and \(y_{n+1}\) by the iterative schemes:
\[
y_{n+1} = (1 - \eta_n) y_n + \eta_n P_{K_1} [z_n],
\]

\[
x_{n+1} = (1 - \zeta_n) x_n + \zeta_n P_{K_2} [w_n],
\]

\[
z_n = x_n - y_{1}T_1 x_n - y_{1}B_1 |x_n| + \gamma_1 f_1,
\]

\[
w_n = y_n - y_{2}T_2 y_n - y_{2}B_2 |y_n| + \gamma_2 f_2.
\]

where \(0 \leq \zeta_n, \eta_n \leq 1\) for all \(n \geq 0\).

By choosing the useful operators and proper spaces, one can have various new as well as known iterative schemes for solving the system of absolute value variational inequalities and its variant forms. Now, we examine the convergence analysis of Algorithm 7 by employing the approach of Theorem 8.

**Theorem 9.** Let the operators \(T_1, T_2 : \mathcal{H} \to \mathcal{H}\) be strongly monotone with constants \(\alpha_{T_1} > 0, \alpha_{T_2} > 0\) and Lipschitz continuous with constants \(\beta_{T_1} > 0, \beta_{T_2} > 0\) and the operators \(B_1, B_2 : \mathcal{H} \to \mathcal{H}\) be Lipschitz continuous with constants \(\beta_{B_1} > 0, \beta_{B_2} > 0\), respectively. If the following conditions
\[
(i) \phi_{T_1} = \sqrt{1 - 2\gamma_1^2\alpha_{T_1} + \gamma_1^2\beta_{T_1}^2} < 1
\]

\[
(ii) \phi_{T_2} = \sqrt{1 - 2\gamma_2^2\alpha_{T_2} + \gamma_2^2\beta_{T_2}^2} < 1
\]

\[
(iii) 0 \leq \zeta_n, \eta_n \leq 1 \forall n \geq 0
\]
\[ \zeta_n - \eta_n \left( \phi_{T_1} + \phi_{B_1} \right) \geq 0, \]
\[ \eta_n - \zeta_n \left( \phi_{T_2} + \phi_{B_2} \right) \geq 0, \]

such that

\[ \sum_{n=0}^{\infty} \left( \zeta_n - \eta_n \left( \phi_{T_1} + \phi_{B_1} \right) \right) = \infty, \]
\[ \sum_{n=0}^{\infty} \left( \eta_n - \zeta_n \left( \phi_{T_2} + \phi_{B_2} \right) \right) = \infty, \]

where

\[ \phi_{T_1} = \sqrt{1 - 2\gamma_1 \alpha T_1 + \gamma_1^2 \beta_T^2}, \]
\[ \phi_{T_2} = \sqrt{1 - 2\gamma_2 \alpha T_2 + \gamma_2^2 \beta_T^2}, \]
\[ \phi_{B_1} = \gamma_2 \beta_{B_1}, \]
\[ \phi_{B_2} = \gamma_1 \beta_{B_2}, \]

hold, then sequences \( \{x_n\} \) and \( \{y_n\} \) obtained from Algorithm 7 converge to \( x \) and \( y \), respectively.

**Proof.** Let \( x, y \in \mathcal{H} \) such that \( y \in K_1 \) and \( x \in K_2 \) be a solution of the system (Equation (20)). Then, from Equation (45) and Equation (49), we have the following:

\[ \|x_{n+1} - x\| = \|(1 - \zeta_n)x_n + \zeta_n P_{K_2}[w_n] - (1 - \zeta_n)x - \zeta_n P_{K_2}[w]\| \leq (1 - \zeta_n)\|x_n - x\| + \zeta_n\|P_{K_2}[w_n] - P_{K_2}[w]\| \leq (1 - \zeta_n)\|x_n - x\| + \zeta_n\|w_n - w\|. \]

(55)

In a similar way, from Equation (44) and Equation (48), we have the following:

\[ \|y_{n+1} - y\| = \|(1 - \eta_n)y_n + \eta_n P_{K_1}[\varepsilon_n] - (1 - \eta_n)y - \eta_n P_{K_1}[\varepsilon]\| \leq (1 - \eta_n)\|y_n - y\| + \eta_n\|P_{K_1}[\varepsilon_n] - P_{K_1}[\varepsilon]\| \leq (1 - \eta_n)\|y_n - y\| + \eta_n\|\varepsilon_n - \varepsilon\|. \]

(56)

From Equations (36), (37), (47), and (51), we have the following:

\[ \|w_n - w\| = \|(y_n - y) - \gamma_2(T_2y_n - T_2y)\| + \|B_2[y_n] - B_2[y]\| \leq \left( \phi_{T_2} + \phi_{B_2} \right)\|y_n - y\|. \]

(57)

Also, from Equations (39), (46), and (50), we have the following:
The concept and technique of this paper may encourage researchers to analyze the innovative and unique applications of the system of absolute value variational inequalities and its associated optimization problems. In futuristic research, we extend this study to exponential absolute value variational inequalities and their variant forms.
\[ \|z_n - z\| = \|(x_n - x) - \gamma_1(T_1x_n - T_1x)\| + \|B_1|x_n| - B_1|x|\] 
\[ \leq \left( \phi_{T_1} + \phi_B \right) \|x_n - x\|. \]  
(58)

Combining Equations (55), (56), (57), and (58), we have the following:

\[ \|x_{n+1} - x\| \leq (1 - \zeta_n)\|x_n - x\| + \zeta_n \left( \phi_{T_2} + \phi_B \right) \|y_n - y\|, \]  
(59)

\[ \|y_{n+1} - y\| \leq (1 - \eta_n)\|y_n - y\| + \eta_n \left( \phi_{T_1} + \phi_B \right) \|x_n - x\|. \]  
(60)

Addition of Equations (59) and (60) implies

\[ \|x_{n+1} - x\| + \|y_{n+1} - y\| \leq \left( 1 - \zeta_n + \eta_n \left( \phi_{T_1} + \phi_B \right) \right) \|y_n - y\| \]
\[ + \left( 1 - \eta_n + \zeta_n \left( \phi_{T_2} + \phi_B \right) \right) \|x_n - x\| \]
\[ \leq \max \left\{ \left( 1 - \zeta_n + \eta_n \left( \phi_{T_1} + \phi_B \right) \right), \left( 1 - \eta_n + \zeta_n \left( \phi_{T_2} + \phi_B \right) \right) \right\} \]
\[ \cdot \|x_n - x\| + \|y_n - y\| \]
\[ = \phi(\|x_n - x\| + \|y_n - y\|), \]  
(61)

where

\[ \phi = \max (\xi_1, \xi_2), \]
\[ \xi_1 = 1 - \zeta_n + \eta_n \left( \phi_{T_1} + \phi_B \right), \]
\[ \xi_2 = 1 - \eta_n + \zeta_n \left( \phi_{T_2} + \phi_B \right). \]  
(62)

From assumption (iii), it follows that \( \phi < 1 \). Hence, using Lemma 6, we obtain from Equation (23) the following:

\[ \lim_{n \to \infty} (\|x_n - x\| + \|y_n - y\|) = 0. \]  
(63)

This further implies that

\[ \lim_{n \to \infty} \|x_n - x\| = 0, \]
\[ \lim_{n \to \infty} \|y_n - y\| = 0, \]  
(64)

which is the required result.

Example 10. \( \mathcal{H} = \mathbb{R}, K_1 = (-\infty, 0] \) and \( K_2 = [0, \infty) \). Let \( T_1, T_2 : \mathcal{H} \to \mathcal{H} \) be the single-valued mappings defined by the following:

\[ T_1(x) = \frac{2x - 1}{3}, T_2(x) = \frac{5x - 2}{6}, \quad \forall x \in \mathcal{H}. \]  
(65)

Also, the mappings \( B_1, B_2 : \mathcal{H} \to \mathcal{H} \) are defined by the following:

\[ B_1(x) = \frac{3x - 2}{5}, B_2(x) = \frac{5x + 1}{7}, \quad \forall x \in \mathcal{H}. \]  
(66)

Then, it can easily be verified that for each \( i = 1, 2, T_i \) is strongly monotone and Lipschitz continuous with \( \alpha_{T_i} = 2/3 = \beta_{T_i} \) and \( \alpha_{B_i} = 5/6 = \beta_{B_i} \), and \( B_i \) is strongly monotone and Lipschitz continuous with \( \alpha_{B_i} = 3/5 = \beta_{B_i} \) and \( \alpha_{B_i} = 5/7 = \beta_{B_i} \).

Then, for \( \gamma_1, \gamma_2 = 1, \]
\[ \phi_{T_1} = \sqrt{1 - 2(\gamma_1\alpha_{T_1} + \gamma_1^2\beta_{T_1}^2)} = \sqrt{1 - 2 \left( \frac{2}{3} \right)^2} + \frac{2^2}{3} = \frac{2}{3} < 1, \]
\[ \phi_{T_2} = \sqrt{1 - 2(\gamma_2\alpha_{T_2} + \gamma_2^2\beta_{T_2}^2)} = \sqrt{1 - 2 \left( \frac{5}{6} \right)^2} + \frac{5^2}{6} = \frac{1}{6} < 1. \]  
(67)

Also, for each \( n = 1, 2, \]
\[ 0 < \frac{1}{2} = \zeta_n, \]
\[ \eta_n = \frac{1}{2} < 1, \]  
(68)

we have the following:

\[ \Omega_1 = \zeta_n - \eta_n \left( \phi_{T_1} + \phi_{B_1} \right) = \frac{1}{2} - \frac{1}{2} \left( \frac{1}{3} + \frac{3}{5} \right) = \frac{1}{30} > 0, \]
\[ \Omega_2 = \eta_n - \zeta_n \left( \phi_{T_2} + \phi_{B_2} \right) = \frac{1}{2} - \frac{1}{2} \left( \frac{1}{6} + \frac{5}{7} \right) = \frac{5}{84} > 0, \]  
(69)

where \( \phi_{B_1} = \gamma_1\beta_{B_1} = 3/5 \) and \( \phi_{B_2} = \gamma_2\beta_{B_2} = 5/7 \). Clearly, we see that all the assumptions of Theorem 8 and Theorem 9 are satisfied. Hence, by using Algorithm 1 and Algorithm 7, the conclusions of Theorem 8 and Theorem 9 follow.

Figure 1 is the graphical representation of the operators defined in Example 10. Figure 2 depicts the behaviour of Theorem 8 satisfying Example 10. Similarly, Figure 3 interprets the behaviour of Theorem 9 via a three-dimensional plot satisfying Example 10.

3. Conclusion

In this paper, we have introduced a new system of variational inequalities, called the system of absolute value variational inequalities. To determine the approximate solution of the system of absolute value variational inequalities, we first built a system of absolute value auxiliary variational inequalities. We demonstrate the existence of a solution to the system of absolute value auxiliary variational inequalities using the projection.
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