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In this paper, we investigate an orthogonal \( L^\ast \)-contraction map concept and prove the fixed-point theorem in an orthogonal complete Branciari metric space (OCBMS). We also provide illustrative examples to support our theorems. We demonstrated the existence of a uniqueness solution to the fourth-order differential equation using a more orthogonal \( L^\ast \) contraction operator in OCBMS as an application of the main results.

1. Introduction

The Branciari metric (BM) concept was introduced by Branciari [1] in the year 2000. The generalization is via the fact that the triangle inequality is replaced by the rectangular inequality \( b(\lambda_1, \lambda_2) \leq b(\lambda_1, \lambda_3) + b(\lambda_3, \lambda_4) + b(\lambda_4, \lambda_2) \) for all pairwise distinct points \( \lambda_1, \lambda_2, \lambda_3, \lambda_4 \) of \( \mathbb{P} \). Afterwards, many authors studied and elaborated the existence of old fixed-point theorems in the BMS (briefly Branciari metric spaces) [2–7]. The \( \Theta \)-contraction concept was introduced by Jleli and Samet [8] in 2014. Later, some authors provided a variety of results based on \( \Theta \)-contraction [9, 10]. Saleh et al. [11] introduced the concept of generalized \( L \) and \( L^\ast \)-contractions. And also proved fixed-point theorems in CBMS. Eshraghisamani et al. [12] initiated new contractive map and proved fixed-point theorem in BMS.

An orthogonality notion in metric spaces is presented by Gordji et al. in 2017 [13, 14]. Recently, many authors established a variety of fixed-point results in generalized orthogonal metric space (OMS). Nazam et al. [15] demonstrated the concept of \( (\Psi, \Phi) \)-orthogonal interpolation contraction mappings. The notion of \( B \) metric-like space via a hybrid pair of operators was introduced by Ali et al. [16] in 2022. In 2021, Hussain [17] presented another family of fractional symmetric \( \alpha \ ETA \)-contractions and builds up some new results for such contraction in the context of \( \mathcal{F} \)-metric space. Mukheimer et al. [18] initiated the concept of orthogonal \( L \)-contraction mapping and proved fixed-point results in OBMS.

From the above motivation, we prove some fixed-point results in the direction of OBMS. We also give some examples to argue that our results correctly generalize certain results in the literature.

In this article, we present basic definitions and examples in Section 2, prove some fixed-point theorems by orthogonal \( L^\ast \)-contractive mapping in an OCBMS in Section 3, and finally, obtain a unique solution of differential equation using orthogonal \( L^\ast \) contraction operator in Section 4.
2. Preliminaries

Throughout this article, we denote by $\mathcal{P}$, $\mathbb{N}$, and $\mathbb{R}$ the nonempty set, the set of positive integers, and the set of positive real numbers, respectively.

The Branciari metric space was introduced by Branciari [1] as follows.

Definition 1. Let $\mathcal{P} \neq \emptyset$ and a function $\mathbf{b} : \mathcal{P} \times \mathcal{P} \rightarrow \mathbb{R}$ s.t (briefly such that) $\forall \lambda_1, \lambda_2 \in \mathcal{P}$ and all $\lambda_3 \neq \lambda_4 \in \mathcal{P}$\{$(\lambda_1, \lambda_2)$:

(BM1) $\mathbf{b}(\lambda_1, \lambda_2) = 0$ if $\lambda_1 = \lambda_2$;

(BM2) $\mathbf{b}(\lambda_1, \lambda_2) = \mathbf{b}(\lambda_2, \lambda_1)$;

(BM3) $\mathbf{b}(\lambda_1, \lambda_2) \leq \mathbf{b}(\lambda_1, \lambda_3) + \mathbf{b}(\lambda_3, \lambda_2)$.

The pair $(\mathcal{P}, \mathbf{b})$ is called a BMS with Branciari metric $\mathbf{b}$.

The following example is on the Branciari metric space (BMS).

Example 1. Let $\mathcal{P} = \{0, 2\} \cup \{(1/\ell) : \ell \in \mathbb{N}\}$, where $E = \{0, 2\}$ and $G = \{(1/\ell) : \ell \in \mathbb{N}\}$. Define $\mathbf{b} : \mathcal{P} \times \mathcal{P} \rightarrow \mathbb{R}$ as

$$
\mathbf{b}(\mathbf{p}_1, \mathbf{p}_2) = \begin{cases} 
0, & \text{if } \mathbf{p}_1 = \mathbf{p}_2, \\
1, & \text{if } \mathbf{p}_1 \neq \mathbf{p}_2 \text{ and } \{\mathbf{p}_1, \mathbf{p}_2\} \subset E \text{ or } \{\mathbf{p}_1, \mathbf{p}_2\} \subset G, \\
\mathbf{p}_2, & \text{if } \mathbf{p}_1 \in E \text{ and } \mathbf{p}_2 \in G, \\
\mathbf{p}_1, & \text{if } \mathbf{p}_1 \in G \text{ and } \mathbf{p}_2 \in E.
\end{cases}
$$

(1)

Then, $(\mathcal{P}, \mathbf{b})$ is a CRMS (briefly complete Branciari metric space). However, we get

(1) $\lim_{\ell \rightarrow \infty} \mathbf{b}\{(1/\ell), (1/\ell)\} \neq \mathbf{b}\{0, (1/2)\}$ although $\lim_{\ell \rightarrow \infty} (1/\ell) = 0$, and hence, $\mathbf{b}$ is discontinuous

(2) There is nonexistence $\ell > 0$ s.t $G_{\ell}(0) \cap G_{\ell}(2) = \emptyset$, and hence, the topology is not a Hausdorff

(3) $G_{(2/\ell)} = \{0, 2, (1/3)\}$ ; however, there does not exist $\ell > 0$ s.t $G_{\ell}(0) \subseteq G_{(2/\ell)}((1/3)$, and thus, an open ball does not necessitate an open set

(4) $\{1/\ell\}_{\ell \in \mathbb{N}}$ is not a Cauchy sequence since it converges to both 0 and 2

Now, we give the following concepts, which are used in this paper.

Definition 2. Let $(\mathcal{P}, \mathbf{b})$ be a BMS and $\{\alpha_{i}\}$ be a sequence in $\mathcal{P}$ and $\lambda_{i} \in \mathcal{P}$.

(1) $\{\alpha_{i}\}$ is convergent to $\lambda_{i} \Leftrightarrow \mathbf{b}(\alpha_{i}, \alpha_{i}) \rightarrow 0$ as $i \rightarrow \infty$. We denote this by $\alpha_{i} \rightarrow \alpha$;

(2) $\{\alpha_{i}\}$ is Cauchy $\Leftrightarrow \mathbf{b}(\alpha_{i}, \alpha_{i}) \rightarrow 0$ as $i, \ell \rightarrow \infty$;

(3) $(\mathcal{P}, \mathbf{b})$ is complete $\Leftrightarrow$ every Cauchy sequence in $\mathcal{P}$ which converges to some element in $\mathcal{P}$.

Eshraghisamani et al. [12] introduced the concept of $\Theta$-contraction as follows.

Definition 3. Let $(\mathcal{P}, \mathbf{b})$ be a BMS. A map $\Phi : \mathcal{P} \rightarrow \mathcal{P}$ is said to be $\Theta$-contraction if there exist $\Theta \in \Gamma_{1,2,3}$ and $\nu \in (0, 1)$ s.t $(\forall \lambda_{1}, \lambda_{2} \in \mathcal{P})$

$$
\mathbf{b}(\Phi \lambda_{1}, \Phi \lambda_{2}) > 0 \Rightarrow \Theta(\mathbf{b}(\Phi \lambda_{1}, \Phi \lambda_{2})) \leq \nu(\Theta(\mathbf{b}(\lambda_{1}, \lambda_{2})))^{\nu},
$$

(2)

where $\Gamma_{1,2,3}$ is the family of all functions $\Theta : (0, \infty) \rightarrow (0, \infty)$ which satisfy the following axioms:

(\Theta_1) $\Theta$ is increasing

(\Theta_2) For each sequence $\{\alpha_{i}\} \subset (0, \infty)$, $\lim_{i \rightarrow \infty} \Theta(\alpha_{i}) = 1 \Leftrightarrow \lim_{i \rightarrow \infty} \alpha_{i} = 0$

(\Theta_3) $\Theta$ is continuous.

Using Definition 3, Eshraghisamani et al. [12] proved the following theorem.

Theorem 4. Let $(\mathcal{P}, \mathbf{b})$ be a CBMS and $\Phi : \mathcal{P} \rightarrow \mathcal{P}$ a $\Theta$-contraction function. Then, $\Phi$ has a ufp (briefly unique fixed point).

The below example supports Theorem 4.

Example 2. Let $\varsigma_{\Phi, 3} : [1, \infty) \times [1, \infty) \rightarrow R$ be two functions defined as below:

$$
\varsigma_{\Phi, 3}(\sigma, \sigma_{i}) = \frac{3(\sigma_{i})}{\Phi(\sigma)}, \forall \sigma, \sigma_{i} \geq 1,
$$

(3)

where $\Phi, 3 : [1, \infty) \rightarrow [1, \infty)$ are upper semicontinuous from the right s.t $3(\sigma) < \sigma \leq \Phi(\sigma)$, for all $\sigma > 1$. Then, $\varsigma_{\Phi, 3} \in \mathcal{E}$.

In Theorem 4, by replacing the condition $(\Theta_3)$, we get the following remark.

Remark 5. Let $\{u_{i}\}, \{x_{i}\}, \{y_{i}\}$ be the sequence of $\mathcal{P}$, s.t $\lim_{i \rightarrow \infty} u_{i} = u, \lim_{i \rightarrow \infty} x_{i} = x$ and $\lim_{i \rightarrow \infty} y_{i} = y$. Then,

(1) $\lim_{i \rightarrow \infty} \max \{u_{i}, x_{i}, y_{i}\} = \max \{u, x, y\}$,

(2) $\lim_{i \rightarrow \infty} \min \{u_{i}, x_{i}, y_{i}\} = \min \{u, x, y\}$.

In 2017, Gordji et al. [13] introduced the concept of an orthogonal set as follows.

Definition 6. Let $\mathcal{P} \neq \emptyset$ and $\perp \subseteq \mathcal{P} \times \mathcal{P}$ be a binary relation. If $\perp$ holds

$$
\exists \lambda_{10} \in \mathcal{P} : \forall \lambda_{i} \in \mathcal{P}, \lambda_{1} \perp \lambda_{10} \lor \lambda_{1} \perp \lambda_{1} \lor \lambda_{10} \perp \lambda_{1},
$$

(4)

then $(\mathcal{P}, \perp)$ is called an orthogonal set.
The following example and Figure 1 are satisfied by Definition 6.

**Example 3.** Let \( P = \mathbb{Z} \) and define \( \lambda_2 \perp \lambda_1 \) if \( \exists v \in \mathbb{Z} : \lambda_2 = v \lambda_1 \). It is clear that \( 0 \perp \lambda_1, \forall \lambda_1 \in \mathbb{Z} \). Hence, \((P, \perp)\) is an orthogonal set.

**Example 4.** A wheel graph \( W_i \) with \( i \) edge for every \( i \geq 4 \), a node connect to each node to every edge of \((i - 1)\)-cycle. Let \( P \) be the set of all edge of \( W_i \), for every \( i \geq 4 \). Define \( \lambda_i \perp \lambda_2 \) if there is a connection from \( \lambda_1 \) to \( \lambda_2 \). Then, \((P, \perp)\) is an orthogonal set.

The following orthogonal sequence definition was introduced by Gordji et al. [13] which will be utilized in this paper to prove main results.

**Definition 7.** Let \((P, \perp)\) be an orthogonal set. A sequence \( \{\lambda_n\} \) is called an orthogonal sequence (shortly, \(O\)-sequence) if

\[
(\forall t \in \mathbb{N}, \lambda_t, \perp \lambda_{t+1}) \text{ or } (\forall t \in \mathbb{N}, \lambda_{t+1}, \perp \lambda_t).
\]

Again, the concepts of orthogonal continuous also introduced by Gordji et al. [13].

**Definition 8.** Let \((P, \perp, b)\) be a OMS. Then, a mapping \( \Phi : P \rightarrow P \) is called orthogonal continuous in \( \lambda_1 \in P \) if for every \( O\)-sequence \( \{\lambda_n\} \) in \( P \) with \( \lambda_n \rightarrow \lambda_1 \) as \( t \rightarrow \infty \), we have \( \Phi(\lambda_n) \rightarrow \Phi(\lambda_1) \) as \( t \rightarrow \infty \).

**Definition 9.** Let \((P, \perp, b)\) be a OBMS.

1. \( \{\lambda_n\} \), an orthogonal sequence in \( P \), converges at a point \( \lambda_1 \) if

\[
\lim_{t \rightarrow \infty} \Phi(\lambda_n, \lambda_1) = 0. \tag{6}
\]

2. \( \{\lambda_n\}, \{\lambda_n\} \) are orthogonal sequences in \( P \) and are said to be orthogonal Cauchy sequence if

\[
\lim_{t,m \rightarrow \infty} \Phi(\lambda_t, \lambda_m) < \infty. \tag{7}
\]

Gordji et al. [13] introduced the concept of an orthogonal complete as follows.

**Definition 10.** Let \((P, \perp, b)\) be a OMS. Then, \(P\) is called an orthogonal complete, if every orthogonal Cauchy sequence is convergent.

Finally, the following orthogonal-preserving concepts introduced by Gordji et al. [13] is of importance in this paper.

**Definition 11.** Let \((P, \perp)\) be an orthogonal set. A function \( \Phi : P \rightarrow P \) is called a \( \perp \)-preserving if \( \Phi(\lambda_1, \perp \lambda_2) \) whenever \( \lambda_1 \perp \lambda_2, \forall \lambda_1, \lambda_2 \in P \).

**Lemma 12.** Let \( \{\lambda_n\} \) be an orthogonal Cauchy sequence in BMS \((P, b)\) s.t \( \lim_{t \rightarrow \infty} b(\lambda_1, \lambda_2) = 0 \), for some \( \lambda \in P \). Then,

\[
\lim_{t \rightarrow \infty} b(\lambda_1, \lambda_2) = b(\lambda_1, \lambda_2), \text{ for all } \lambda_1, \lambda_2 \in P, \text{ with } \lambda_1 \perp \lambda_2.
\]

Eshraghisamani et al. [12] proved fixed-point result on Branciaru metric space as follows.

**Theorem 13.** Let \((P, b)\) be a complete generalized metric space and a map \( \Phi : P \rightarrow P \). Suppose that there exist \( \ell \in (0,1) \) and function \( \pi : \mathbb{R} \rightarrow \mathbb{R} \), satisfying the following conditions:

(i) For every \( \{\beta_n\} \subset (0, \infty) \) and nonconstant

\[
\lim_{t \rightarrow \infty} \pi(\beta_n) = 0 \iff \lim_{t \rightarrow \infty} \beta_n = 0. \tag{8}
\]

(ii) For every \( \{\beta_n\} \subset (0, \infty) \) that \( \beta_n \rightarrow 0^+ \), \( \limsup_{t \rightarrow \infty} \beta_n < 1 \implies \sum_{t} \beta_n < \infty \), such that

\[
\pi(b(\Phi(\lambda_1), \Phi(\lambda_2))) \leq \ell \pi(b(\lambda_1, \lambda_2)). \tag{9}
\]

then \( \phi \) has a upf.

3. Main Results

Before presenting our main result of this section, we are inspired by the concept of \( L^* \) contraction mapping defined by Saleh et al. [11]; we introduce a new concept of an orthogonal \( L^* \)-contraction mapping. Then, we prove a fixed-point results in OCBMS.
Definition 14. Let \((\mathcal{P}, \perp, b)\) be a OBMS and \(\Phi : \mathcal{P} \rightarrow \mathcal{P}\). Then, \(\Phi\) is called an orthogonal \(L^*\)-contraction w.r.t \(\xi \in L\) if \(\exists \Theta \in \Omega_{1,2,3}\) s.t.
\[
\forall \lambda_1, \lambda_2 \in \mathcal{P} \text{ with } \lambda_1 \perp \lambda_2, b(\Phi \lambda_1, \Phi \lambda_2) > 0 \implies \xi[\Theta(b(\Phi \lambda_1, \Phi \lambda_2), \Theta(M(\lambda_1, \lambda_2)))] \geq 1,
\]
where \(M(\lambda_1, \lambda_2) = \max \{b(\lambda_1, \lambda_2), b(\lambda_1, \Phi \lambda_1), b(\lambda_2, \Phi \lambda_2)\}\).

Motivated by Theorem 13, we prove the below theorem.

**Theorem 15.** Let \((\mathcal{P}, \perp, b)\) be a OCBMS and \(\Phi\) is a self-map on \(\mathcal{P}\). Suppose that \(\exists \in (0, 1)\) and a function \(\pi : \mathcal{P} \rightarrow \mathcal{P}\) hold the axioms:

(i) \(\Phi\) is orthogonal-preserving

(ii) For every \(\{\beta_i\} \subset (0, \infty)\) and nonconstant
\[
\lim_{i \to \infty} \pi(\beta_i) = 0 \iff \lim_{i \to \infty} \beta_i = 0. \tag{11}
\]

(iii) \(\Phi\) with for every \(\{\beta_i\} \subset (0, \infty)\) that \(\beta_i \rightarrow 0^*\), \(\lim_{i \to \infty} \sqrt{i} \beta_i < \cos\) such that
\[
\forall \lambda_1, \lambda_2 \in \mathcal{P} \text{ with } \lambda_1 \perp \lambda_2 \implies \pi(b(\Phi \lambda_1, \Phi \lambda_2)) \leq \ell \pi(b(\lambda_1, \lambda_2)), \tag{12}
\]

then \(\Phi\) has a uSP.

**Proof.** Since \((\mathcal{P}, \perp)\) is orthogonal set,
\[
\exists \lambda_2 \in \mathcal{P} : (\forall \lambda_1 \in \mathcal{P}, \lambda_1 \perp \lambda_2) \text{ or } (\forall \lambda_1 \in \mathcal{P}, \lambda_2 \perp \lambda_1). \tag{13}
\]

It follows that \(\lambda_2 \perp \Phi \lambda_2\) or \(\Phi \lambda_2 \perp \lambda_2\). Let
\[
\lambda_{i+1} = \Phi \lambda_{i}, \lambda_{i+1} = \Phi \lambda_{i} = \Phi^2 \lambda_{i} = \cdots = \lambda_{i+1}
\]
and
\[
\lambda_{i+1} = \Phi^{i+1} \lambda_{i}, \forall i \in \mathbb{N} \cup \{0\}. \tag{14}
\]
If \(\lambda_{i+1} = \lambda_{i+1}\) for any \(i \in \mathbb{N} \cup \{0\}\), then it is easy to see that \(\lambda_{i+1}\) is a fixed point of \(\Phi\). Consider that \(\lambda_{i+1} = \lambda_{i+1}\) for all \(i \in \mathbb{N} \cup \{0\}\). Since \(\Phi\) is \(\perp\)-preserving, we have
\[
\lambda_{i+1} \perp \lambda_{i+1} \text{ or } \lambda_{i+1} \perp \lambda_{i+1} \in \mathbb{N} \cup \{0\}. \tag{15}
\]
This implies that \(\{b(\lambda_{i+1}, \lambda_{i+1})\} > 0\) is an O-sequence.

First, we show that \(\lim_{i \to \infty} b(\lambda_{i+1}, \lambda_{i+1}) = 0\). Since \(\Phi\) satisfies (12), for all \(i \in \mathbb{N}\), we have
\[
\pi(b(\lambda_{i+1}, \lambda_{i+1})) \leq \ell \pi(b(\lambda_{i+1}, \lambda_{i+1})). \tag{16}
\]
Since \(\ell \in (0, 1)\), we have
\[
\pi(b(\lambda_{i+1}, \lambda_{i+1})) \leq \ell \pi(b(\lambda_{i+1}, \lambda_{i+1})) \leq \pi(b(\lambda_{i+1}, \lambda_{i+1})), \forall \epsilon \in \mathbb{N}. \tag{17}
\]
Thus, \(\{\pi(b(\lambda_{i+1}, \lambda_{i+1}))\}\) is a decreasing sequence; hence, it is convergent and
\[
\lim_{i \to \infty} \pi(b(\lambda_{i+1}, \lambda_{i+1})) = u \geq 0. \tag{18}
\]
Now, we show that \(u = 0\). From (17), we have
\[
\pi(b(\lambda_{i+1}, \lambda_{i+1})) \leq \ell \pi(b(\lambda_{i+1}, \lambda_{i+1})) \leq \cdots \leq \ell^i \pi(b(\lambda_{i+1}, \lambda_{i+1})), \tag{19}
\]
since \(0 < \ell < 1\); therefore, \(\lim_{i \to \infty} \pi(b(\lambda_{i+1}, \lambda_{i+1})) = 0\). So, \(\lim_{i \to \infty} b(\lambda_{i+1}, \lambda_{i+1}) = 0\) by (ii).

On the other hand from (19), we have
\[
\pi(b(\lambda_{i+1}, \lambda_{i+1})) \leq \ell \pi(b(\lambda_{i+1}, \lambda_{i+1})), \forall \epsilon \in \mathbb{N}. \tag{20}
\]
Then,
\[
\sqrt{i} \pi(b(\lambda_{i+1}, \lambda_{i+1})) \leq \ell^i \sqrt{i} \pi(b(\lambda_{i+1}, \lambda_{i+1})), \forall \epsilon \in \mathbb{N}. \tag{21}
\]
Thus,
\[
\lim_{i \to \infty} \sqrt{i} \pi(b(\lambda_{i+1}, \lambda_{i+1})) \leq \ell < 1. \tag{22}
\]
Put \(\beta_i = b(\lambda_{i+1}, \lambda_{i+1})\); using (22), and condition (iii) of \(\pi\), we get
\[
\sum_{i=1}^{\infty} \beta_i < \infty \text{ and also } \beta_i \to 0. \tag{23}
\]
Now, we will show that \(b(\lambda_{i+1}, \lambda_{i+1}) \to 0\) as \(i \to \infty\).
\[
0 < \pi(b(\lambda_{i+1}, \lambda_{i+1})) \leq \ell \pi(b(\lambda_{i+1}, \lambda_{i+1})) \leq \cdots \leq \ell^i \pi(b(\lambda_{i+1}, \lambda_{i+1})). \tag{24}
\]
Therefore, \(b(\lambda_{i+1}, \lambda_{i+1}) \to 0\), as \(i \to \infty\).

Now, to prove that the sequence \(\{\lambda_{i+1}\}\) is Cauchy, we consider two cases.

**Case 1.** If \(m = 2p + 1, p \geq 1\), then
\[
b(\lambda_{i+1}, \lambda_{i+1}) \leq b(\lambda_{i+1}, \lambda_{i+1}) + b(\lambda_{i+1}, \lambda_{i+1}) + \cdots + b(\lambda_{i+1}, \lambda_{i+1})
\]
\[
\leq \sum_{i}^{2^{p+1}} \beta_i < \sum_{i}^{\infty} \beta_i. \tag{25}
\]
Case 2. If \( m = 2p, p \geq 2 \), then
\[
b(\lambda_1, \lambda_{1+p}) \leq b(\lambda_1, \lambda_{1+p}) + b(\lambda_{1+p}, \lambda_{1+2p}) + \cdots + b(\lambda_{1+2p-1}, \lambda_{1+2p}) \leq \sum_{i=1}^{2p-1} \beta_i < \sum_{i=1}^{\infty} \beta_i.
\]
(26)

Thus, combining these two cases and using (23), when \( t \to \infty \), we have
\[
b(\lambda_1, \lambda_{1+m}) \leq \sum_{i=1}^{\infty} \beta_i \to 0, \text{ as } t \to \infty.
\]
(27)

Thus, we deduce that \( \{\Phi(i)\} \) is an orthogonal Cauchy sequence.

Completeness of \( (\mathcal{P}, \bot, b) \) ensures \( \lim_{m \to \infty} \lambda_1 = \bar{\lambda} \) for some \( \bar{\lambda} \in \mathcal{P} \).

Now, we want to show that \( \bar{\lambda} \) is a fixed point of \( \Phi \). From (12), we have
\[
\pi(b(\Phi(\lambda_1), \Phi(\bar{\lambda}))) \leq \pi(b(\lambda_1, \bar{\lambda})).
\]
(28)

Hence, \( b(\lambda_1, \bar{\lambda}) \to 0 \), and \( \pi(b(\lambda_1, \bar{\lambda})) \to 0 \), and therefore, \( \lim_{t \to \infty} \pi(b(\lambda_1, \Phi(\bar{\lambda}))) = 0 \) as \( t \to \infty \). Again,
\[
\lim_{t \to \infty} b(\lambda_{1+t}, \Phi(\bar{\lambda})) = 0,
\]
(29)

by using (ii).

\[
b(\lambda_1, \Phi(\bar{\lambda})) \leq b(\lambda_1, \lambda_{1+t}) + b(\lambda_{1+t}, \Phi(\bar{\lambda})).
\]
(30)

Thus, \( \bar{\lambda} = \Phi(\bar{\lambda}) \), and hence, \( \bar{\lambda} \) is a fixed point on \( \Phi \).

Now, we prove that \( \Phi \) is unique. Conversely, assume that any two fixed points s.t. \( b(\lambda_1, \bar{\lambda}) = b(\Phi(\lambda_1), \Phi(\bar{\lambda})) > 0 \). From (12), since \( \Phi \) is preserving, \( \forall \Theta \lambda_1, \Theta \bar{\lambda} \), we have
\[
(\Phi'(\lambda_1 \bot \Phi'(\lambda_2) \text{ and } \Phi'(\lambda_1 \bot \Phi'(\lambda_2)) \text{ or } \\
(\Phi'(\lambda_2 \bot \Phi'(\lambda_2) \text{ and } \Phi'(\lambda_1 \bot \Phi'(\lambda_2)), \forall t \in \mathbb{N}.
\]
(31)

Now,
\[
b(\lambda_2, \bar{\lambda}) = b(\Phi'(\lambda_2), \Phi'(\bar{\lambda})) \leq b(\Phi'(\lambda_2), \Phi'(\lambda_1)) + b(\Phi'(\lambda_1), \phi'(\bar{\lambda})).
\]
(32)

This implies that
\[
\pi(b(\lambda_2, \bar{\lambda})) < \pi(b(\lambda_2, \bar{\lambda})).
\]
(33)

This is a contradiction. Then \( \Phi \) has a ufp.

The below example validates the proof of Theorem 15.

Example 5. Let \( \mathcal{P} = [-2, 1] \cup [1, 2] \) and \( b : \mathcal{P} \times \mathcal{P} \to [0, \infty) \) defined as follow \( b(\lambda_1, \lambda_2) = 0 \), for all \( \lambda_1 \in \mathcal{P} \)
\[
b(1, 2) = b(2, 1) = 3, b(-1, -1) = b(-1, 1) = b(-1, 2) = b(2, -1) = 1,
\]
(34)

we define the relation \( \lambda_1 \bot \lambda_2 \) and \( b(\lambda_1, \lambda_2) = |\lambda_1 - \lambda_2| \), otherwise.

We observe that
\[
b(1, 2) > b(1, -1) + b(-1, 2).
\]
(35)

Hence, \( \Phi \) - preserving, \( b(\lambda_1, \lambda_2) \) is not a BMS. It is obvious that \( b(\lambda_1, \lambda_2) \) is a OCBMS.

Let \( \Phi : \mathcal{P} \to \mathcal{P} \) be a map defined by
\[
\Phi(\lambda_1) = \begin{cases} \frac{3}{4} \lambda_1, & \lambda_1 \in [-2, -\frac{3}{2}] \cup \left( \frac{3}{2}, 2 \right), \\ 0, & \text{otherwise.} \end{cases}
\]
(36)

Now, we define \( \pi : [0, \infty) \to [0, \infty) \) by \( \pi(\beta) = \sqrt{\beta} \).

Easily, we can show that \( \pi \) satisfies conditions (ii) and (iii) of Theorem 15, \( \Phi \) satisfies (12), and \( \lambda_1^* = 0 \) is fixed point of \( \Phi \).

Saleh et al. [11] proved a new contractive maps and their fixed points on BMS as follows:

Theorem 16. Let \( (\mathcal{P}, \bot, b) \) be a BMS and \( \Phi : \mathcal{P} \to \mathcal{P} \) be an \( L^* \) -contraction w.r.t (briefly with respect to) \( \zeta \in L \). Then, \( \Phi \) has a ufp.

In the following theorem, we are going to prove fixed-point theorem on an orthogonal \( L^* \) -contraction mapping using continuity hypothesis of \( \Phi \).

Theorem 17. Let \( (\mathcal{P}, \bot, b) \) be a OCBMS with an orthogonal element \( \lambda_2 \) and a function \( \Phi : \mathcal{P} \to \mathcal{P} \), orthogonal \( L^* \) -contraction w.r.t \( \zeta \in L \), the following axioms are satisfy:

(i) \( \Phi \) is orthogonal-preserving.

(ii) \( \Phi \) is \( \Phi_1 \) with \( L^* \) -contraction mapping.

Then, \( \Phi \) has a ufp.

Proof. Since \( (\mathcal{P}, \bot) \) is orthogonal set,
\[
\exists \lambda_2 \in \mathcal{P} : (\forall \lambda_1 \in \mathcal{P}, \lambda_1 \bot \lambda_2) \text{ or } (\forall \lambda_1 \in \mathcal{P}, \lambda_2 \bot \lambda_1).
\]
(37)

It follows that \( \lambda_2 \bot \Phi \lambda_2 \) or \( \Phi \lambda_2 \bot \lambda_2 \). Let
\[
\lambda_1 = \Phi \lambda_2, \lambda_{1+1} = \Phi \lambda_1 = \Phi^2 \lambda_2, \cdots, \lambda_{1+t} = \Phi^{t+1} \lambda_2,
\]
(38)

for all \( t \in \mathbb{N} \cup \{0\} \).
If \( \lambda_{1_i} = \lambda_{1_{i+1}} \) for any \( i \in \mathbb{N} \cup \{0\} \), then it is easy to see that \( \lambda_{1_0} \) is a fixed point of \( \Phi \). Consider \( \lambda_{1_i} \neq \lambda_{1_{i+1}}, \forall i \in \mathbb{N} \cup \{0\} \). Since \( \Phi \) is \( \perp \)-preserving, we have
\[
\lambda_{1_{i+1}} \perp \lambda_{1_{i+1}} \text{ or } \lambda_{1_{i+1}} \perp \lambda_{1_{i+1}},
\]
(39)
for all \( i \in \mathbb{N} \cup \{0\} \). Which implies that \( \{\lambda_{1_i}\} \) is a \( \perp \)-sequence. \( \square \)

Using equation (10) and \((\zeta'_*)\), we have
\[
1 \leq \Theta(\Theta(\Phi\lambda_{1_{i-1}}, \Phi\lambda_{1_{i-1}})), \Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i-1}}))
\]
(40)
\[=
\zeta(\Theta(\Phi\lambda_{1_{i-1}}, \Phi\lambda_{1_{i-1}})), \Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i-1}}))
\]
\[< \Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i-1}})), \Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i-1}}))
\]
\[< \Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i-1}}))
\]
Consequently, we obtain that
\[
\Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}})) < \Theta(\mathcal{M}(\lambda_{1_{i-1}, \lambda_{1_{i+1}}}), \forall i \in \mathbb{N},
\]
(41)
where
\[
\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}}) = \max \{\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}}), \mathcal{M}(\lambda_{1_{i+1}}, \lambda_{1_{i+1}})\}
\]
(42)

If \( \mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}}) = \mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}}) \), then inequality (41) becomes
\[
\Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}})) < \Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}})), \forall i \in \mathbb{N},
\]
(43)
This is a contradiction. Hence, we must have \( \mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}}) = \mathcal{M}(\lambda_{1_{i-1}, \lambda_{1_{i+1}}}) \),\( \forall i \in \mathbb{N} \). Therefore, inequality (41) becomes
\[
\Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}})) < \Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}})), \forall i \in \mathbb{N},
\]
(44)
which implies from \( (\Theta_1) \) that
\[
\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}}) < \mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}}), \forall i \in \mathbb{N}.
\]
(45)
Thus, \( \{\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}})\} \) is a decreasing sequence and boundary below by 0, so \( \exists \varepsilon > 0 \) s.t \( \lim_{i \to \infty} \mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}}) = \varepsilon \). Suppose that \( \varepsilon \neq 0 \), then from \( (\Theta_2) \)
\[
\lim_{i \to \infty} \Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}})) > 1.
\]
(46)
Taking \( \alpha_i = \Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}})) \) and \( \beta_i = \Theta(\mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}})) \), \( \forall i \in \mathbb{N} \), it is clear from (44), (46), and \( (\Theta_3) \) that \( \alpha_i < \beta_i, \forall i \in \mathbb{N} \), and \( \lim_{i \to \infty} \alpha_i = \lim_{i \to \infty} \beta_i > 1 \). Hence, using \( (\zeta'_*) \), we get
\[
1 \leq \limsup_{i \to \infty} \zeta(\alpha_i, \beta_i) < 1.
\]
(47)
This is a contradiction. Therefore, \( r = 0 \), we have
\[
\lim_{i \to \infty} \mathcal{M}(\lambda_{1_{i-1}}, \lambda_{1_{i+1}}) = 0, \forall i \in \mathbb{N}.
\]
(48)
Now, let us assume that \( \lambda_{1_{m+1}} = \lambda_{1_{i+1}} \), for some \( m > i \). Then, we have \( \lambda_{1_{m+1}} = \lambda_{1_{i+1}} \). Using (44), we get
\[
\Theta(\mathcal{M}(\lambda_{1_{m+1}}, \lambda_{1_{m+1}})) < \Theta(\mathcal{M}(\lambda_{1_{m+1}}, \lambda_{1_{m+1}})) < \Theta(\mathcal{M}(\lambda_{1_{m+1}}, \lambda_{1_{m+1}}))
\]
(49)
This is a contradiction. To summarize \( \lambda_{1_m} \neq \lambda_{1_i} \), for all \( m \neq i \).
Next, to prove \( \{\lambda_{1_i}\} \) is an orthogonal Cauchy sequence in \( (\mathcal{P}, \perp, \mathcal{B}) \). Now, we consider it as not an orthogonal Cauchy; then, we can find two subsequences \( \{\lambda_{1_i}\} \), and \( \{\lambda_{1_m}\} \) of \( \{\lambda_{1_i}\} \) s.t \( \varepsilon \) is the smallest integer for which
\[
\varepsilon > \mathcal{M}(\lambda_{1_{m-1}}, \lambda_{1_{m-1}}) < \varepsilon.
\]
(50)
By using a similar argument, we obtain
\[
\lim_{i \to \infty} \mathcal{M}(\lambda_{1_{m-1}}, \lambda_{1_{m-1}}) = \varepsilon = \lim_{i \to \infty} \mathcal{M}(\lambda_{1_{m-1}}, \lambda_{1_{m-1}}).
\]
(51)
Now, using (10) and \((\zeta'_*)\), we have
\[
1 \leq \Theta(\mathcal{M}(\lambda_{1_{m-1}}, \lambda_{1_{m-1}})), \Theta(\mathcal{M}(\lambda_{1_{m-1}}, \lambda_{1_{m-1}})).
\]
(52)
which implies that
\[
\Theta(\mathcal{M}(\lambda_{1_{m-1}}, \lambda_{1_{m-1}})) < \Theta(\mathcal{M}(\lambda_{1_{m-1}}, \lambda_{1_{m-1}})), \forall i \in \mathbb{N},
\]
(53)
where
\[
\mathcal{M}(\lambda_{1_{m-1}}, \lambda_{1_{m-1}}) = \max \{\mathcal{M}(\lambda_{1_{m-1}}, \lambda_{1_{m-1}}), \mathcal{M}(\lambda_{1_{m-1}}, \lambda_{1_{m-1}})\}
\]
(54)
From (48), (51), and Remark 5, we get
\[
\lim_{i \to \infty} \mathcal{M}(\lambda_{1_{m-1}}, \lambda_{1_{m-1}}) = \max \{\varepsilon, 0\} = \varepsilon.
\]
(55)
Now, let \( \alpha_t = \Theta(b(\lambda_{1_{m_t}}, \lambda_{1_{m_t}})) \), and \( b_t = \Theta(M(\lambda_{1_{m_t-1}}, \lambda_{1_{m_t-1}})) \), for all \( t \in \mathbb{N} \). In view of (51), (53), (55), and (\( \Theta_2 \)), we have \( \alpha_t < b_t \), for all \( t \in \mathbb{N} \) and \( \lim_{t \to \infty} \alpha_t = \lim_{t \to \infty} b_t > 1 \). Therefore, using (\( \zeta_s^t \)), we obtain
\[
1 \leq \limsup_{t \to \infty} \zeta(\alpha_t, b_t) < 1,
\]
which is contradiction. Hence, \( \{ \lambda_{1_t} \} \subset (\mathcal{P}, \bot) \) is orthogonal Cauchy sequence. As \( (\mathcal{P}, \bot) \) is complete, then there exists \( \ell \in \mathcal{P} \) s.t.
\[
\lim_{t \to \infty} (b(\lambda_{1_t}, \ell)) = 0.
\]

Without loss of generality, we consider \( \lambda_{1_t} \neq \ell \) and \( \Phi \lambda_{1_t} \neq \Phi \ell \), for all \( t \in \mathbb{N} \). Suppose that \( b(\ell, \Phi \ell) > 0 \), it follows from (10) and \( \zeta_s^t \) that
\[
1 \leq \zeta(\Theta(b(\lambda_{1_t+1}, \Phi \ell)), \Theta(M(\lambda_{1_t}, \ell))) = \zeta(\Theta(b(\lambda_{1_t}, \Phi \ell)), \Theta(M(\lambda_{1_t}, \ell))) < \Theta(M(\lambda_{1_t}, \ell)),
\]
where \( M(\lambda_{1_t}, \ell) = \max \{ b(\lambda_{1_t}, \ell), b(\lambda_{1_t}, \lambda_{1_{t+1}}), b(\ell, \Phi \ell) \} \), which implies that
\[
\Theta(b(\lambda_{1_{t+1}}, \Phi \ell)) < \Theta(M(\lambda_{1_t}, \ell)).
\]

From Remark 5 and Lemma 12, we have
\[
\lim_{t \to \infty} b(\lambda_{1_t+1}, \Phi \ell) = \lim_{t \to \infty} M(\lambda_{1_t}, \ell) = b(\ell, \Phi \ell) > 0.
\]

Let \( \alpha_t = \Theta(b(\lambda_{1_t+1}, \Phi \ell)), \) and \( b_t = \Theta(M(\lambda_{1_t}, \ell)), \) for all \( t \in \mathbb{N} \); it follows from (10) and \( \zeta_s^t \) that
\[
1 \leq \limsup_{t \to \infty} \zeta(\alpha_t, b_t) < 1.
\]

This is a contradiction. Therefore, summarize \( \ell = \Phi \ell \), that is, \( \ell \) is a fixed point of \( \Phi \). Finally, prove that \( \Phi \) is ufp. Consider two different fixed points \( \ell \) and \( \zeta \) in \( \mathcal{P} \).

Then, \( b(\ell, \zeta) = b(\Phi \ell, \Phi \zeta) > 0 \), since \( \Phi \) is an orthogonal-preserving. Using (10) and \( \zeta_s^t \), we deduce that
\[
1 \leq \zeta(\Theta(b(\Phi \ell, \Phi \zeta)), \Theta(M(\ell, \zeta))) = \zeta(\Theta(b(\ell, \zeta)), \Theta(M(\ell, \zeta))) < \Theta(M(\ell, \zeta)),
\]
where \( M(\ell, \zeta) = \max \{ b(\ell, \zeta), b(\ell, \Phi \ell), b(\zeta, \Phi \zeta) \} = b(\ell, \zeta) \), which implies that
\[
\Theta(b(\ell, \zeta)) < \Theta(M(\ell, \zeta)) = \Theta(b(\ell, \zeta)).
\]

This is a contradiction. Therefore, \( \Phi \) has a ufp.

**Corollary 18.** Let \( (\mathcal{P}, \bot, b) \) be a OCBMS and \( \Phi : \mathcal{P} \to \mathcal{P} \). Assume that \( (\forall \lambda_1, \lambda_2 \in \mathcal{P} \ s.t. \lambda_1 \bot \lambda_2) \):

(i) \( \Phi \) is orthogonal-preserving

(ii) \( b(\Phi \lambda_1, \Phi \lambda_2) > 0 \implies \Theta(b(\Phi \lambda_1, \Phi \lambda_2)) \leq \Theta(M(\lambda_1, \lambda_2)) - \varphi(M(\lambda_1, \lambda_2)) \forall \lambda_1, \lambda_2 \in \mathcal{P} \) with \( \lambda_1 \bot \lambda_2 \),

where \( \varphi(M(\lambda_1, \lambda_2)) = \max \{ b(\lambda_1, \lambda_2), b(\lambda_1, \Phi \lambda_2), b(\lambda_2, \Phi \lambda_1) \} \), and \( \varphi : [0, \infty) \to [0, \infty) \) is nondecreasing and lower semicontinuous s.t. \( \varphi^{-1}([0]) = 0 \). Then, \( \Phi \) has a ufp.

**Proof.** Let \( \theta(\alpha) = e^\alpha \), for all \( \alpha > 0 \). From (64), we have
\[
\Theta(b(\Phi \lambda_1, \Phi \lambda_2)) = e^{b(\Phi \lambda_1, \Phi \lambda_2)} \leq e^{\Theta(M(\lambda_1, \lambda_2)) - \varphi(M(\lambda_1, \lambda_2))} = \Theta(M(\lambda_1, \lambda_2)) \frac{\Theta(M(\lambda_1, \lambda_2))}{\Theta(M(\lambda_1, \lambda_2))},
\]
for all \( \lambda_1, \lambda_2 \in \mathcal{P} \) with \( \lambda_1 \bot \lambda_2 \), and \( b(\Phi \lambda_1, \Phi \lambda_2) > 0 \). Therefore, \( \Phi \) is orthogonal-preserving.

Now, we define \( \varphi(\alpha) = \ln(\Theta(\theta(\alpha))) \), for all \( \alpha > 0 \), where \( \varphi : [1, \infty) \to [1, \infty) \) is nondecreasing and lower semicontinuous s.t. \( \varphi^{-1}([1]) = 1 \).

From (65), we have
\[
\Theta(b(\Phi \lambda_1, \Phi \lambda_2)) \leq \Theta(M(\lambda_1, \lambda_2)) \frac{\Theta(M(\lambda_1, \lambda_2))}{\Theta(M(\lambda_1, \lambda_2))}.
\]

Taking \( \zeta(a, b) = (((a/b) \Theta(b))) \) and using (66), we have
\[
1 \leq \frac{\Theta(M(\lambda_1, \lambda_2))}{\Theta(b(\Phi \lambda_1, \Phi \lambda_2))} \Theta(M(\lambda_1, \lambda_2)) = \zeta(\Theta(b(\Phi \lambda_1, \Phi \lambda_2)), \Theta(M(\lambda_1, \lambda_2))).
\]

Therefore, all conditions are satisfied in Theorem 17, and hence, \( \Phi \) has a ufp.

In the following example, validate the proof of Theorem 17.

**Example 6.** Let \( \mathcal{P} = \Pi \cup \Psi \), where \( \Pi = \{1, 2\} \) and \( \Psi = \{1/\ell : \ell = 2, 3, 4, 5\} \). Define a map \( b : \mathcal{P} \times \mathcal{P} \to [0, \infty) \) as follows:

(1) \( b(1/2, 1/3) = b(1/4, 1/5) = 3/10 \),

(2) \( b(1/2, 1/5) = b(1/3, 1/4) = 2/10 \),

(3) \( b(1/2, 1/4) = b(1/5, 1/3) = 6/10 \),

(4) \( b(\lambda_1, \lambda_2) = 0, \)\( b(\lambda_1, \lambda_2) = b(\lambda_2, \lambda_1), \forall \lambda_1, \lambda_2 \in \Psi, \) and

(5) \( b(\lambda_1, \lambda_2) = |\lambda_1 - \lambda_2| \) if \( \lambda_1, \lambda_2 \in \Pi \) or \( \lambda_1 \in \Pi, \lambda_2 \in \Psi \) or \( \lambda_1 \in \Psi, \lambda_2 \in \Pi \).

This is a contradiction. Therefore, \( \Phi \) has a ufp.
Here, the triangle inequality is not satisfied, so $b$ is not a metric on $P$; we have
\[
\frac{6}{10} = b\left(\frac{1}{5}, \frac{1}{3}\right) > b\left(\frac{1}{3}, \frac{1}{4}\right) + b\left(\frac{1}{3}, \frac{1}{4}\right) = \frac{5}{10}.
\]
(68)

It is easy to verify that $(P, b)$ is a OCBMS. Let $\Phi : P \rightarrow P$ be defined as an orthogonality relation $\perp$ on $P$ by
\[
\Phi\lambda_1 = \begin{cases} 
\frac{3}{5}, & \text{if } \lambda_1 \in \left[1, \frac{3}{2}\right], \\
\frac{1}{4}, & \text{if } \lambda_1 \in \left(\frac{3}{2}, 2\right) \cup \Psi.
\end{cases}
\]
(69)

Since $\Phi$ is not continuous at $\lambda_1 = (3/2)$, and $\Phi - \perp$ is not continuous, then $\Phi$ is neither orthogonal $\Theta$-contraction nor an orthogonal $L^*$-contraction.

Declare that $\Phi$ is an orthogonal $L^*$-contraction w.r.t $\xi : [1, \infty) \times [1, \infty) \rightarrow \mathbb{R}$, where
\[
\xi(a, b) = \frac{b^6}{a^3}, \forall a, b \in [1, \infty), \xi \in \left[\frac{3}{8}, 1\right],
\]
(70)

and $\Theta : (0, \infty) \rightarrow (1, \infty)$, s.t $\Theta(a) = e^a$, $\forall a \in (0, \infty)$.

Indeed, for $\lambda_1 \in [1, (3/2)]$, and $\lambda_2 \in [(3/2), 2] \cup \Psi$, we have
\[
b(\Phi\lambda_1, \Phi\lambda_2) = b\left(\frac{1}{5}, \frac{3}{10}\right) = \frac{3}{10} > 0,
\]
\[
\xi(\Theta(b(\Phi\lambda_1, \Phi\lambda_2)), \Theta(\lambda_1, \lambda_2))
\]
\[
= \frac{\Theta(b(\Phi\lambda_1, \Phi\lambda_2))^{\Theta(\lambda_1, \lambda_2)}}{\Theta(\lambda_1, \lambda_2)} \geq \frac{e^{465}}{e^{130}} = e^{(5/4)\xi - (3/2)}
\]
\[
\geq 1, \text{ for any } \xi \in \left[\frac{3}{8}, 1\right].
\]
(71)

Hence, all the hypotheses are satisfied in Theorem 17, and $\xi = 1/4$ is the upf of $\Phi$.

4. An Application

The following BVP of a fourth-order differential equation is taken from Saleh et al. [11].

In this section, as an application of Theorem 17, we present the following result which provides an existence and uniqueness solution to the BVP of a fourth-order differential equation through an orthogonal $L^*$-contraction.

\[
\begin{cases}
\lambda_1'''(\alpha) = g\left(\alpha, \lambda_1(\alpha), \lambda_1'(\alpha), \lambda_1''(\alpha)\right), \alpha \in [0, 1], \\
\lambda_1(0) = \lambda_1'(0) = \lambda_1''(1) = 0.
\end{cases}
\]

(72)

Let $g : [0, 1] \times \mathbb{R}^4 \rightarrow \mathbb{R}$ is a continuous function. Let $\mathcal{P} = C[0, 1]$ represent the space of all continuous functions defined on the interval $[0, 1]$. Define a metric $\Phi : \mathcal{P} \times \mathcal{P} \rightarrow \mathbb{R}$ by
\[
\Phi(\lambda_1, \lambda_2) = \max_{\alpha \in [0, 1]} |\lambda_1(\alpha) - \lambda_2(\alpha)|, \text{ for all } \lambda_1, \lambda_2 \in \mathcal{P}.
\]
(73)

It is known that $(\mathcal{P}, \Phi)$ is a complete BMS. Define the green function associated with (72)
\[
G(b, \alpha) = \begin{cases} 
\frac{1}{6} \alpha^2(3b - \alpha), & 0 \leq \alpha \leq b \leq 1, \\
\frac{1}{6} b^2(3b - \alpha), & 0 \leq b \leq \alpha \leq 1.
\end{cases}
\]
(74)

Now, we provide the following result regarding the BVP (72) solution.

**Theorem 19.** Assume that the following axioms are satisfied:

(P1) $g : [0, 1] \times \mathbb{R}^4 \rightarrow \mathbb{R}$ is orthogonal continuous function.

(P2) there exist $\tau > 0$ and s.t, for all $\lambda_1, \lambda_2 \in \mathcal{P}, \lambda_1 \perp \lambda_2$, and $b \in [0, 1]$
\[
\left|g\left(b, \lambda_1, \lambda_1'\right) - g\left(b, \lambda_2, \lambda_2'\right)\right| \\
\leq 8e^{-\tau}\max\{||\lambda_1(b) - \lambda_2(b)||, ||\lambda_1(b) - \Phi\lambda_1(b)||, ||\lambda_2(b) - \Phi\lambda_2(b)||\},
\]
(75)

where $\Phi : \mathcal{P} \rightarrow \mathcal{P}$ is defined by
\[
\Phi\lambda_1(\alpha) = \int_0^1 G(\alpha, b)g\left(b, \lambda_1(b), \lambda_1'(b)\right)ds.\]
(76)

Then, (72) has a unique solution in $\mathcal{P}$.

**Proof.** Define the binary relation $\perp$ on $\mathcal{P}$ by
\[
\lambda_1 \perp \lambda_2 \iff \lambda_1(\sigma)\lambda_2(\sigma) \geq \lambda_1(\sigma) or \lambda_1(\sigma)\lambda_2(\sigma) \\
\geq \lambda_2(\sigma), \forall \sigma \in [0, 1].
\]
(77)

Observe that $\lambda_1 \in \mathcal{P}$ is a solution of (72) iff $\lambda_1 \in \mathcal{P}$ is a solution of the differential equation
\[
\lambda_1(\alpha) = \int_0^1 G(\alpha, b)g\left(b, \lambda_1(b), \lambda_1'(b)\right)ds, \forall \lambda_1 \in \mathcal{P}.
\]
(78)

Then, $\Phi$ is an orthogonal-continuous.

Now, we show that $\Phi$ is orthogonal-preserving, in (P2), for all $\lambda_1, \lambda_2 \in \mathcal{P}$ with $b(\Phi\lambda_1, \Phi\lambda_1) > 0$ and for all $\alpha \in [0, 1]$. Then, $\Phi$ is an orthogonal-preserving.
Next, we claim that $\Phi$ is orthogonal $\mathcal{L}^*$-contraction. We have

$$
\begin{align*}
|\Phi_1(a) - \Phi_2(a)| &= \left| \int_0^1 G(a, b)g\left( b, \lambda_1(b), \lambda_1'(b) \right) ds \right. \\
&\quad - \left. \int_0^1 G(a, b)g\left( b, \lambda_2(b), \lambda_2'(b) \right) ds \right| \\
&\leq \int_0^1 G(a, b) \left| g\left( b, \lambda_1(b), \lambda_1'(b) \right) - g\left( b, \lambda_2(b), \lambda_2'(b) \right) \right| ds \\
&\leq 8e^{-\tau} \int_0^1 G(a, b) \left[ \sup_{a \in [0,1]} \int_0^1 G(a, b) ds \right],
\end{align*}
$$

(79)

where $\mathcal{M}(\lambda_1, \lambda_2) = \max \{ b(\lambda_1, \lambda_2), b(\lambda_1, \Phi \lambda_1), b(\lambda_2, \Phi \lambda_2) \}$. As $\int_0^1 G(a, b) ds = (\alpha^2/24) - (\alpha^2/16) + (\alpha^2/4)$, for all $\alpha \in [0, 1]$, $\sup_{a \in [0,1]} \int_0^1 G(a, b) ds = 1/8$, we obtain

$$
\begin{align*}
\Phi_1(a) - \Phi_2(a) &\leq 8e^{-\tau} \left[ \mathcal{M}(\lambda_1, \lambda_2) \right], \\
e^{\Phi_1(a) - \Phi_2(a)} &\leq 8e^{-\tau} \left( e^{\mathcal{M}(\lambda_1, \lambda_2)} \right) e^\tau.
\end{align*}
$$

(80)

Observe that $e^\tau \in (0, 1)$ as $\tau > 0$. It follows that $\Phi$ is an orthogonal $\mathcal{L}^*$-contraction. Therefore, for all $\lambda_1, \lambda_2 \in \mathcal{P}$, we obtain

$$
\begin{align*}
\zeta(\Theta(\Phi_1, \Phi_2), \Theta(\mathcal{M}(\lambda_1, \lambda_2))) &= \frac{\Theta(\mathcal{M}(\lambda_1, \lambda_2))^{\ell}}{\Theta(b(\Phi_1, \Phi_2))} \\
&\geq \frac{e^{\mathcal{M}(\lambda_1, \lambda_2)^{\ell}}}{e^{b(\Phi_1, \Phi_2)}} \geq 1,
\end{align*}
$$

(81)

where $\Theta(a) = e^a$, $\zeta(a, b) = (b^\ell/a^\ell)$, and $\ell = e^\tau$. Thus, all the axioms of Theorem 17 are fulfilled. Therefore, $\Phi$ has a $\text{ufp}$ in $\mathcal{P}$ which is a solution of (72).

5. Conclusion

In this paper, we proved the fixed-point results for orthogonal $\mathcal{L}^*$-contraction map on OCBMS. Furthermore, we presented some examples to strengthen our main results. Also, we provided an application to the BVP of a fourth-order differential equation.

Khalehoghi et al. [19, 20] presented a real generalization of the mentioned Banach’s contraction principle by introducing $R$-metric spaces, where $R$ is an arbitrary relation on $L$. We note that in a special case, $R$ can be considered as $R = \leq$ [partially ordered relation], $R = L$. [orthogonal relation], etc. If one can find a suitable replacement for a Banach theorem that may determine the values of fixed points, then many problems can be solved in this $R$-relation. This will provide a structural method for finding a value of a fixed point. It is an interesting open problem to study the fixed-point results on $R$-complete $R$-metric spaces.
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