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Since the professionalization of basketball in China, the number of teenagers participating in basketball training has gradually
increased, which has promoted the improvement of basketball level in China. Teenagers ‘love’ for basketball further promotes the
improvement of basketball level in China. However, the reality of basketball in China still lags far behind that of developed
basketball countries, in which backward training is an important aspect. *is paper mainly makes a comprehensive overview of
the training effect and classification of basketball players through particle swarm optimization, objectively evaluates the training
effect of physical fitness, and proposes corresponding optimization measures, aiming at the scientific optimization of physical
training for basketball players in China. In order to rationally arrange the trainingmethods, control the training process, andmake
the training scientific, the effectiveness of the particle swarm optimization algorithm for the classification of basketball players’
training effects is analyzed, and a new population-based optimization method is proposed. *e experimental results verify the
superiority of the particle swarm optimization algorithm. It is an inevitable choice to enhance the physical strength level of
basketball reserve strength by using appropriate methods to train basketball players.

1. Introduction

*e particle swarm optimization (PSO) algorithm is a global
optimization evolutionary algorithm based on swarm in-
telligence [1]. *e algorithm uses the speed-position search
model to guide the optimization search through the group
intelligence cooperation and competition between the
groups, which can effectively overcome the local pole. Small
problem, therefore, is a kind of promising neural network
training algorithm [2]. *e evolutionary algorithm has
strong convergence ability, does not need to rely on the
gradient information of the derivative of the problem, and
uses it to train the neural network, which can improve the
neural network. *e generalization ability can improve the
convergence speed and learning ability of the neural network
[3]. Particle swarm optimization is a new evolutionary al-
gorithm that is superior in solving multipeak problems.
Particle swarm optimization (PSO) is an optimization al-
gorithm based on swarm intelligence theory. It optimizes the
search through group intelligence guided by cooperation

and competition among particles in the population [4].
Compared with evolutionary algorithm, PSO has kept global
search strategy based on population, but it uses speed-dis-
placement model of simple operation, to avoid the complex
genetic operation, the nonlinear function optimization, the
voltage stability control, and dynamic target optimization of
practical problems such as the success application [5, 6]. *e
speed of particle swarm optimization algorithm—displace-
ment search model of simple operation, low calculation
complexity, and global search and local search—in coor-
dination with the inertia weight can ensure the optimal
solution with the larger probability, overcome the defect of
local optimal BP algorithm, and improve the convergence
speed of local area, to avoid in the process of GA in local
search convergence stagnation [7].

Basketball, as one of the “three big balls,” was introduced
into China earlier and received a wider audience and has
become one of the most popular sports [8]. Physical fitness is
the most basic guarantee of basketball players’ athletic ability
and also the most important part of their athletic ability.
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Modern basketball is developing at a high speed along the
direction of “high, fast, accurate, and strong.”*e players are
tall, but tall and not “stupid,” and the technology tends to be
comprehensive [9]. In the whole match, the team empha-
sized attack and defense speed, rhythm, and more emphasis
on the oppression of confrontation. *e high-speed, strong-
confrontation, and fast-paced matches made the team
members’ physical contact more frequent [10]. Looking at
the world basketball arena, the athletes’ personal physical
quality is crucial. Without a good physical reserve, athletes’
competitive ability is like a castle in the air and cannot be
talked about [11]. *e quality of basketball players’ training
will directly affect the future development of basketball. If we
want to improve, wemust pay attention to training bit by bit,
laying a solid foundation for basketball players’ physical
fitness. *rough effective physical training, we can not only
grasp the sensitive period of basketball players’ physical
fitness, but also promote basketball players to better grasp
reasonable technical movements and promote basketball
players’ ultimate success [12]. Scientific physical training of
basketball players not only contributes to the overall de-
velopment of their sports quality but also lays a foundation
for improving their competitive ability. It is also a favorable
guarantee for technical and tactical training and is also the
direction of the development trend of modern basketball
[13].

Particle swarm optimization algorithm is an evolu-
tionary computing technology based on swarm intelligence
method, introducing the concept of “group” [14]. PSO is a
group-based optimization tool and an iterative optimization
tool. By studying the behavior of similar biological groups,
researchers find that there is a social information sharing
mechanism in biological groups, which provides an ad-
vantage for the evolution of groups. PSO algorithm is in-
spired from the behavior characteristics of biological groups
and used to solve optimization problems, which is also the
basis for the formation of PSO algorithm [15]. In PSO, the
potential solution of each optimization problem can be
imagined as a point in the d-dimensional search space,
which is called “particle.” All particles have a fitness value
determined by the objective function, and the search is
conducted in a population composed of such a group of
random particles [16]. Each particle is based on its own flight
experience and flight experience of the companions to adjust
their flight. *e best place each particle has experienced
during the flight is the optimal solution found by the particle
itself. *e traditional training view is that in order to im-
prove athletic performance, it is necessary to carry out large-
volume, high-intensity training [17]. Numerous practices
have proved that the improvement of the level of compe-
tition is the result of years of systematic training under the
conditions of continuous training. In the training, the
pursuit of large amount of exercise and high intensity will
cause sports bruises, which will cause the athletes’ sports
potential to die prematurely.*is will bring disadvantages to
the improvement of the competitive level [18].*erefore, the
research on the classification and optimization of basketball
players’ training using particle swarm optimization algo-
rithm is very useful for the training of basketball players.*e

key problems in the development of China’s basketball
market are the backward consciousness of market economy
and the unbalanced market development, and many theo-
retical problems have not been completely solved. Profes-
sional basketball marketing strategy lacks foresight and
long-term vision. Teenagers, the main consumer group, have
not received due attention. *e imperfection of the current
management system and documents has affected the benign
operation of China’s professional basketball market.

In this paper, we propose a particle swarm optimization
(PSO) algorithm, which is a new algorithm for the classi-
fication and optimization of training effect of regional
basketball players.

In summary, our contributions are as follows:

(1) *is algorithm is an optimization algorithm based on
population. Each particle in the population repre-
sents a feasible solution to the problem and has a
fitness value related to the objective function.

(2) *is technology solves the classification and opti-
mization of basketball players’ training effects by
simulating the behavior of biological groups, forms a
theoretical system with swarm intelligence as the
core, and makes breakthroughs in some practical
application fields.

(3) Fast search speed, high efficiency, and simple algo-
rithm are provided, suitable for real value processing.

2. Related Work

*rough observation and research on biological commu-
nities, it is found that swarm intelligence generated by
complex behaviors such as cooperation and competition
among individuals in biological communities can often
provide efficient solutions to specific problems [19]. Ken-
nedy and Eberhar in the United States, inspired by the
foraging behavior of birds, proposed the particle swarm
optimization algorithm in 1995. *e original idea was to
simulate simple social systems and study and explain
complex social behaviors. Later, it was found that particle
swarm optimization algorithm could be used to solve
practical optimization problems, especially engineering
optimization problems [20]. Compared with the evolu-
tionary algorithm, PSO keeps the global search strategy
based on population, but the operation of the speed-dis-
placement model is simple and avoids the complex genetic
operation. Its uniquememory enables it to dynamically track
the current search situation and adjust its search strategy.
Compared with evolutionary algorithm, particle swarm
optimization is a more efficient parallel search algorithm
[21]. In 2013, some scholars proved that the larger inertia
weight is advantageous to global search with particle swarm
optimization, while the smaller inertia weight population is
more inclined to local search through the experiment of
dynamic environment multiswarm optimization based on
particle swarm optimization [22].

Basketball is a big sport. Participating in basketball can
enhance the physical fitness of athletes, and at the same time
train their organizational ability, communication ability, and
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teamwork ability. In short, basketball is a very good sport.
For basketball players, in order to improve their basketball
skills effectively, they need to master all kinds of basketball
skills. *ere are many methods of basketball training. In the
process of training athletes, classified training methods are
usually adopted [23]. In 2007, some scholars based their
study on the effects of two short-term training programs on
the physical and technical ability of young basketball players.
Considering both innate and acquired factors, it is con-
sidered that “physical energy is the morphological structure
and function obtained by the human body through con-
genital inheritance and acquired training, combined with the
potential for regulation and its potential for material energy
storage and transfer and the ability to combine with the
external environment [24]. In 2010, some scholars based
their research on the impact of increased load and unloaded
training on the jumping ability of basketball players pointing
out that the load intensity of Chinese youth men’s basketball
team before training is lower than the game load intensity,
not because of the training time. *e length and duration of
intense activities are different; it is because the ratio of total
time in training to the total time of training sessions is too
high, and the interval time is too long after each activity [25].

3. Materials and Methods

Particle swarm optimization (PSO) arises from the simu-
lation of migration and population in the process of bird
foraging. Similar to genetic algorithm, PSO is also an op-
timization tool based on iteration.*e system is initialized as
a set of random solutions, and the optimal solution is
searched by iteration in some way. However, PSO has no
“selection,” “crossover,” and “mutation” operators of genetic
algorithm, and its coding method is simpler than GA. So
PSO algorithm is easy to understand and implement. It has
developed rapidly in recent years and has been successfully
applied in many aspects. Each particle in particle swarm
optimization adjusts its flight according to its own flight
experience and the flight experience of its companions. *e
best position each particle has experienced in the flight
process is the optimal solution found by the particle itself.
*e best position the group has ever experienced is the best
solution the group has found so far. *e former is called the
individual extreme value, and the latter is called the global
extreme value. In practice, the fitness value determined by
the optimization problem is used to evaluate the “good or
bad” degree of particles. Each particle constantly updates
itself through the above two extremums, thus generating a
new generation of population. When solving the optimi-
zation problem of PSO, each particle remembers and follows
the current optimal particle to search in the solution space.
*e process of each iteration is not completely random. If a
better solution is found, the next solution will be found
based on this. Particle swarm optimization (PSO) algorithm
originated from the simulated social system, but it lacks a
solid mathematical foundation.

In order to speed up the search speed in the model, a
triangular distribution method is proposed. *is paper
analyzes the statistical law of velocity and puts forward the

objective distribution probability and subjective probability.
*ese probability distributions are reasonably simplified
into easy to operate triangular distributions, and then it is
analyzed that this probability method can quickly approach
the target value. *rough theoretical data trial calculation
and comparison, its search effect is better. *e particle
swarm optimization algorithm uses a speed-position search
model.*e search for particles in the solution space based on
this model is shown in Figure 1. Each particle represents a
candidate solution of the solution space. *e degree of the
solution is determined by the fitness function. *e velocity
determines the displacement of the particle in the number of
iterations of the search space unit. Among them, the ad-
aptation function is defined according to the optimization
goal.

Similar to chromosomes in genetic algorithm, particles
in PSO are basic constituent units, representing a candidate
solution of solution space. If the solution vector is set as
d-dimensional variable, then when the number of algorithm
iterations is x, the ith particle can be expressed as
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Particle velocity represents the change in the position of
the particle in the unit iteration times, namely, the dis-
placement of the particle in the d-dimensional space rep-
resenting the solution variable, which can be expressed as
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*e fitness function is determined by the optimization
objective, which is used to evaluate the search performance
of particles and guide the search process of particle pop-
ulation. When the iteration stops, the optimal solution
variable of the fitness function is the optimal solution of the
optimal search. See Table 1 for details.
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PSO is first initialized as a group of random particles
(random solutions), and then the optimal solution is
searched by iteration. In each iteration, the particle updates
its velocity and position through individual and global
extremums:
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where α is a random number evenly distributed between (0,
1) and ß and B are learning factors.

*e individual extremum is the solution with the best
fitness for a single particle from the initial search to the
current iteration.
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ERx(l) � ERx−elec(l) � lEelec. (5)

*e global extremum is the solution with the best fitness
for the entire particle population from the beginning of the
search to the current iteration.

dmax � max di ,

i � 1 . . . n.
(6)

Particles keep tracking individual and global extremums
in the solution space until they reach the required number of
iterations or meet the required error criteria.

Basketball is a big sport. Learning basketball and mas-
tering basketball skills can enhance athletes’ physique. If they
often participate in competitions, they can also cultivate
athletes’ organizational ability and communication ability
and may also cultivate athletes’ positive and optimistic at-
titude towards life. Based on the overall level, basketball is a
“sunshine, can enhance physical fitness, and cultivate peo-
ple’s ability to cooperate” sports.

In the process of solving the practical optimization
problem, the inertia weight decreases linearly with the
number of iterations. In the initial stage of the search, particle
swarm can search the whole solution space with a large
probability and can quickly converge to the local region where
the optimal solution is. *en, with the decrease of inertia
weight, the particle population can achieve local fine-tuning
in this region. In the process of convergence, the number of
particles is gradually reduced to improve the particle effi-
ciency. *e increasing phase in the periodic oscillation term

represents the random emergence of new particles to increase
the diversity of particle swarm. *e particle swarm optimi-
zation algorithmwith a large inertia weight has a strong global
search ability, while the algorithm tends to local search if the
inertia weight is small. *e formula is shown in (7) and (8),
and the graph is shown in Figure 2.
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*e convergence factor may be used to ensure con-
vergence of the particle swarm optimization algorithm. *e
convergence factor model is as follows:
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*eparticles to be crossed are finally selected from all the
examples with a certain crossover probability and then
randomly combined to perform the cross operation to
produce the descendant particles. *e position and velocity
vectors of the descendant particles are as follows:
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Sports quality includes strength, speed, endurance,
agility, and flexibility. It is not only the functional ability of
human body in the process of completing themovement, but
also the basis of mastering other competitive abilities. It is of
great significance to the selection and training of basketball
players. Basketball is a comprehensive and competitive
sport. Any sport quality should not be neglected. Especially
the upper limb strength and speed endurance which are easy
to show are particularly important. *e key to improving
athletes’ physical fitness lies in the harmonious and unified
level of load stimulation and functional adaptation.
*erefore, physical training can effectively improve the
shape and function of human body according to the type of
load stimulation applied.*is load stimulation is what sports
need. *e effect of athletes’ training is to make their body
adapt to the external environment constantly, break the
original biological adaptation and balance of the body, and
achieve a new stable state after a period of adaptation under

Table 1: Performance comparison of particle swarm optimization
algorithm.

PSO
Accuracy of training samples 83.8%
Training sample error 6.76
Test sample correctness rate 81.34%
Test sample error 5.49

Start

Initialized particle
population

Calculate the fitness
of each particle

Updating individual extremum and global
extremum based on particle fitness

Velocity and location of
renewal particle population

Maximum number
of iterations

End

Yes

No

Figure 1: Particle swarm optimization algorithm flow.
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the condition of meeting the physical ability required by the
fierce competition. *e particle swarm optimization algo-
rithm is an optimization algorithm based on swarm intel-
ligence theory, which guides the optimization search
through the group intelligence generated by the cooperation
and competition among the particles in the group. Com-
pared with evolutionary algorithms, PSO retains a pop-
ulation-based global search strategy, but its speed-
displacement model is simple to operate and avoids complex
genetic operations. *e velocity-displacement search model
of particle swarm optimization algorithm is simple in op-
eration and low in computational complexity and coordi-
nates global search and local search through inertia weight.
Inertia weight is an important parameter to balance the
ability of global search and local search in particle swarm
optimization algorithm. It is necessary to adopt dynamic
adaptive inertia weight strategy based on different dimen-
sions of different particles in the early stage of evolution to
speed up the convergence speed. In the later stage of evo-
lution, the linear decreasing weight strategy is adopted. At
the same time, in order to prevent falling into local opti-
mization, chaotic variation is introduced in time to increase
population diversity. It can guarantee the optimal solution
with a large probability and overcome the local optimal
defect of BP algorithm. It can also improve the convergence
speed of local regions and avoid the convergence and
stagnation of GA in the local region search process.

4. Results

Particle swarm optimization (PSO) is a problem in which
individuals search for the optimal solution through coop-
eration and competition. Movement speed refers to the
body’s ability to move quickly over a certain distance. *e
distance a player moves quickly on a basketball court is
usually less than 30meters. Response speed refers to the
human body’s ability to respond quickly to various signal
stimuli. Reaction speed is the premise for athletes to make all
kinds of actions.*e training can adopt themethods of using
signals and moving targets, such as shadow training, three
people passing two balls, the coach sending signals, and the
athletes responding to the requirements. Flexibility refers to
the range of motion of the joints and the elasticity and
extension of the ligaments, tendons, muscles, skin, and other
tissues across the joints. Flexibility plays an obvious role in
promoting the overall development of physical fitness. We
should make full use of the development of flexibility in
childhood to achieve twice the result with half the effort. *e
main training methods are active exercises, such as using the
arch and step pressure of ribs, positive pressure, back
pressure, swing legs, shoulder pressure, body lateral ex-
tension, in situ flexion of fingers, wrists, body forward
bending, and supine leg raising. Attention should be paid to
the alternation of flexibility exercises in different parts.
Sensitivity refers to the ability of the human body to
complete movements quickly, coordinately, agilely, and
accurately under various changing conditions. Sensitivity
quality is determined by the flexibility of cerebral cortex
nerve process. High flexibility of athletes’ cerebral cortex

nerve can make muscles contract quickly and relax in time.
*e action rhythm is fast and coordinated. *e degree of
flexibility training of cerebral cortex nerve process will
determine the level of sensitivity quality.

Many practical engineering problems are essentially
function optimization problems or can be transformed into
function optimization problems. For function optimiza-
tion, there are some mature solutions such as genetic al-
gorithms. However, for complex functions with ultra-high
dimensional and multilocal extremum, genetic algorithms
tend to achieve the desired requirements in terms of op-
timization convergence speed and accuracy. *e particle
swarm optimization algorithm can achieve better optimi-
zation results than the genetic algorithm when solving
some typical function optimization problems. *is shows
that the particle swarm optimization algorithm also has a
good application prospect in solving practical problems.
PSO is a potential neural network training algorithm. PSO
search speed is faster and can get better optimization re-
sults, which overcomes the shortcomings of the above two
algorithms. In practical application problems, such as using
PSO algorithm to train neural network for medical diag-
nosis, a high success rate has been achieved. It is now being
extended to more applications. *erefore, particle swarm
optimization (PSO) is used to study the classification and
optimization of basketball players’ training. Basketball is an
antagonistic sport. Due to the restriction of opponents, it is
necessary to flexibly change the direction, speed, and body
posture according to the complex situation of the game at
all times, which puts forward a high demand for sensitive
quality.

Particle swarm optimization (PSO) algorithm has rela-
tively good performance in training classification and op-
timization of basketball players and has good convergence.
See Table 2 and Figures 3 and 4 for details.

PSO also verifies the redundant connection effect, the
performance of the neural network, and information pro-
cessing capacity surplus leading to overtraining problem.
*rough the result the experiment can launch, particle
swarm optimization algorithm is compared with genetic
algorithm and the training time approaches, and classifi-
cation performance has improved significantly. If we have
the same error goal, using particle swarm optimization al-
gorithm convergence training required for the number of
iterations is decreased obviously. It can be seen that the
particle swarm optimization algorithm not only greatly
improves the convergence speed of training, but also sig-
nificantly enhances the performance of the trained neural
network. *e range of heart rate changes in the regular
training class is large, showing the high and low staggered
phenomenon; the training course reaches the highest peak. It
takes a long time, the speed and slope of the heart rate curve
are relatively insignificant, and the heart rate game is just the
opposite, as shown in Figure 5 and Table 3.

*ere was no significant difference in recovery between
the end of the three minutes, although there was a significant
difference in heart rate before the end of the training (see
Table 4). *e problem of classification and optimization of
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basketball players’ training can better reflect the contents of
this paper (see Table 5).

Training is a systematic and comprehensive work,
which contains a wide range of content. In order to
achieve the ideal competitive ability, only the imple-
mentation of systematic principles can help, starting from

weak links, from the content of training arrangements and
action specifications. *e training classification of bas-
ketball players using PSO is compared with that before
and after optimization as shown in Figure 6. *e con-
vergence curve of PSO under different training loads is
shown in Figure 7.

Table 2: Performance of particle swarm optimization.

Performance index Iris Ionosphere Breast cancer
Error index 1.58 2.37 0.49
Classification accuracy 93.39% 94.76% 99.5
Connection number 52 513 119
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Figure 3: Error evolution curve of particle swarm optimization algorithm.
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Table 3: Basketball players’ competition activities.

Average heart rate (times/10 seconds) Sports density (%)
T 4.55 2.47
P <0.05 <0.08

Table 4: Comparison of heart rate recovery after different intensity training.

People Before training End of training Difference
Upper middle strength 43 11.49 8.54 2.95
Mid-low strength 37 5.27 3.61 1.66

Table 5: Statistical evaluation results.

Validity Effective More effective Invalid
Frequency 7 3 1
Percentage 35 15 5
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Figure 6: Comparison of basketball players’ training classification and optimization before and after training.
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Testing can help athletes and coaches diagnose physical
fitness, find weak links, achieve training goals, or tap po-
tential. *is is in order to change the declining trend of
China’s professional basketball training quality year by year
as soon as possible, reverse the phenomenon of “three de-
ficiencies” (training, management, and culture), improve the
competitive ability level of professional teams and their
reserve talents, shorten the gap with international strong
teams, and make basketball programs contribute to the
realization of a strong sports country at an early date. In
basketball training, the effect will be affected in the training
process, and some athletes may appear more in the sub-
jective training content. Especially in the content of en-
durance training, training often leaves space for yourself.
*is situation has formed a certain degree of misleading after
coach training and also led to the unsatisfactory effect of
basketball training.

5. Conclusions

Due to the constraints of the system and other factors, the
training period is short, the regular physical training begins
relatively late, the training time is tight, the physical training is
not comprehensive enough, and there is a lack of systematic
training control and scientific training load, resulting in low-
ering the physical development level of basketball players.With
a certain lag, the training effect is not obvious. For male
basketball players who have not systematically practiced core
strength and physical stability, short-term concentrated
training can effectively improve related ability, factors that
restrict the development of basketball players’ physical fitness,
except for the interference of factors such as the arrangement of
training means. *e psychological factors of the athletes in the
training implementation phase are also crucial. In the for-
mulation of physical fitness training programs for young
athletes, the level and characteristics of athletes are fully
considered. Particle swarm optimization algorithm is used to
create an environment suitable for the development of athletes,
highlight personalized training prescriptions, and effectively
enhance competitive ability. While classifying and optimizing
basketball players scientifically and systematically, we should
lay particular emphasis on giving priority to development and
combining comprehensiveness with priority to development.
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