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Motivation. In the modern world of information technology, the need for ensuring the safety of wireless transmissions while
transiting through a given network is growing rapidly. Te process of transmitting images via a wireless network is fraught with
difculty. Tere is a possibility that data may be corrupted while being transmitted, which would result in an image with low
resolution. Both of these issues were investigated head-on in this research methodology using the aiding double space-time block
coding (DSTTD) system and the self-super-resolution (SSR) method. Description. In recent times, medical image transmission
over a wireless network has received a signifcant amount of attention, as a result of the sharing of medical images between patients
and doctors. Tey would want to make sure that the image was sent in a risk-free and protected manner. Arnold cat map, often
known as ACM, is a well-known and widely implemented method of image transmission encryption that has been in use for quite
some time. At the receiver end, SSR is now being employed in order to view the transmitted medical image in the fnest possible
resolution. It is anticipated that in the near future, image transmission through wireless DSTTD will be technically feasible.Tis is
performed in order to maximize the benefts that the system has to ofer in terms of both spatial diversity and multiplexing as
much as is possible. Conclusion. Te SSR approach is used in order to represent the image in a document pertaining to human
resources. ACM is used so that the image may be sent in a risk-free and protected way. Te adoption of a DSTTD-based
architecture for wireless communication is suggested. A comparison of the results is provided, and PSNR and SSIM values are
detailed towards the results and discussion of the article.

1. Introduction

Image and video processing has piqued the interest of re-
searchers in recent years. Transmission of images and trans-
mitting in a secured manner have also drawn much attention.
Transmittingwithout any delay, reducing the types of interfer-
ence, increasing the number of antennas, increasing the
transmission rate, etc. A space-time block code (STBC) plays a
vital role in increasing the spatial diversity andmultiplexing gain
for wireless communication [1]. STBC with 2 transmitting
antennas and one receiving antenna is a straightforward strategy
for increasing transmit diversity [2]. STBC for orthogonal design
is proposed for N-transmitting antennas. Te maximum-

likelihood decoding algorithm is used at the receiver to decouple
the transmitted signal. It is a linear process. STBC is designed to
achieve maximum diversity for given antennas. A signal is
transmitted through the channel, which may not be known to
the transmitter. Another technique for STBC is orthogonal
STBC [3]. Full diversity is achieved in the Rayleigh fading
channel.Tis was attained by making a partial feedback channel
for the transmitter. To implement this, codebooks are designed
and the precoding matrix is generated. A partial knowledge of
the channel is given to the transmitter [4]. A comparison of both
unknown and predetermined channel information is made, and
the result clearly illustrates that the predetermined channel yields
a better result.
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Transmission will lead to pairwise error probabilities. A
linear precoder is designed to suppress this error in the
Rician fading channel [5]. To improve the performance
further, double space-time transmit diversity (DSTTD) is
acquainted. With this desirable, a tradeof is attained be-
tween the diversity gain and spectral efciency [6]. Inter-
ference will be there due to an increase in the antenna, which
is mitigated with successive interference cancellation tech-
niques. Interference cancellation plays a vital role in DSTTD.
A new block nulling technique is proposed to mitigate the
interference in DSTTD when the number of transmitting
and receiving antennas gets increased [7]. DSTTD was
proposed with spatial modulation [8] to upsurge spectral
efciency. Without widening the bandwidth of the given
system, spatial modulation was realized and interchannel
interference was reduced. In [9], enhanced spatially mod-
ulated DSTTD was introduced. By generating spatial con-
stellation code words, spectral efciency was amended.
While transmitting data through wireless systems, security
has to be well thought out [10]. For this purpose, encrypting
data is obligatory. Arnold’s cat map (ACM) encryption
algorithm is one among them. It follows a chaotic map
approach for encrypting data. Watermarking-based en-
cryption is carried out for encrypting. Novel algorithms for
encrypting, compressing, and increasing robustness are
proposed [11, 12].

In general, increasing an image’s resolution is carried out
by a bicubic technique, which degrades the pixel quality of
the image. Without afecting the quality of resolution and
details, SR can be carried out with diferent types of SR
techniques. In [13], neural network-based SR is proposed. In
order to reconstruct an SR image from the given LR image,
self-similarity patches have to be demoralized. With these
patches, an SR image is constructed. However, techniques
such as reconstruction-based algorithms will face the
problems of unsuitable blur operators and ill-conditioned
image data, which purely depend on low-resolution (LR)
images [14–17]. Methods such as regularization-based SR
will also fail when the total number of LR patches is re-
stricted [18, 19].

Te quality of image restoration for particular lesions has
not been fully investigated for the vast majority of deep
neural network (DNN)-based SR networks, which have only
been evaluated using numerical metrics [13]. Here, we use
DNNs to compare the diagnostic accuracy and image quality
of several SR networks applied to brain MRI. DL-based SR
techniques are considered to have achieved “state-of-the-
art” performance [20]. Te major motivation for the DNN
architecture for SR came from difculties encountered while
attempting to resolve real images. Residual-based networks
used in SR include VDSR, DRCN, DRRN, DLRRN [21], and
a cross-domain heterogeneous network [22]. All of these
systems have a common characteristic: a recursive topology.
Autoencoder-based SR algorithms, which teach latent space
representations from input LR images, have recently been
proven to provide state-of-the-art performance with a re-
duced computational complexity [23]. An enhanced super-
resolution group CNN (ESRGCNN) with a shallow archi-
tecture was presented by Andrew et al. [23] to extract more

accurate low-frequency information by fusing deep and wide
channel characteristics. Several more recent research studies,
such as cascading residual network (CARN), CFSRCNN
[24], and CADUF [25], leverage cascaded CNN architectures
to provide coarse-to-fne techniques for single image SR.
Cascaded and enhanced residual networks (CARNs) using
many locally shared groups, enhanced residual networks
(ERNs) extracting long-range spatial features, andmultiscale
blocks (MSBs) obtaining feature representations of input
images at diferent scales were proposed by Lan et al. [26] to
efciently extract image features. Some examples of atten-
tion-based SR networks are the recurrent channel attention
network (RCAN) [27], second order channel attention
network (SoCAN) [28], and local and nonlocal attention for
spatial feature extraction [29]. Deep learning-based intelli-
gent ultrasound imaging is an important application in the
feld of intelligent medical care. Based on the industrial
Internet of things (IIoT) technology, the authors in [30]
proposed an automatic fetal standard plane recognition
(FUSPR) model for the IIoT. Blockchain is a new technology
architecture that enables secure decentralized storage sys-
tems [31]. Compared to traditional centralized models,
blockchain-based decentralized models can solve trust-
lacking problems. Tis also creates new opportunities and
challenges for the future development of various industries.
Te authors in [32] suggested a mixed representation
learning-based facial image super-resolution technique.
Using diverse network topologies to reconstruct perfor-
mance benefts may not only recover the texture features of
major facial organs but also increase the network’s overall
efciency. Te results of the face datasets reveal that the
proposed approach has superior subjective and objective
image quality than SOTA image SR techniques. Te SR
image reconstruction system employing an attention
mechanism and feature map reconstructs color images at
multiple scales [33]. Te proposed model collects features
from the original LR picture and adapts feature channel
information using the feature map attention method.

Te following are the main contributions in regard to
this paper: (1) Te DSTTD system is used for the purpose of
wireless transmission. (2) ACM encryption is used to ensure
that the image is sent over the network in a safe way. (3) Te
SSR technique is carried out on the receiver side in order to
visualize the image in HR. It is possible to accommodate a
large number of users at once for the purpose of image
transmission with the assistance of DSTTD. Two STBCs are
employed, which will signifcantly reduce the amount of
interference that is caused by the users’ proximity to one
another. Te received image will be improved for the user by
SSR so that data can be seen in an appropriate manner.
Table 1 illustrates the list of symbols and notations.

2. Proposed Model

2.1. System Model. Te structure of the system is shown in
Figure 1, and the medical image is transmitted with Nt � 4
transmitting antennas and Nr � 4 receiving antennas after
encrypting the image:
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sk � sk1
, sk2

, · · · , skbs
􏽨 􏽩

T
, k � 1, 2, 3, · · · , K,

qk � qk1
, qk2

, · · · , qkd
􏽨 􏽩

T
, k � 1, 2, 3, · · · , K,

(1)

isthe information transmitted by thekthuser, hered � 2bs

Te output of the encoder is spread using a temporal
frequency (TF) and domain (D) spreading sequence. Te
FD-spreading code [34] should be used:

J
k
f � jf1

, jf2
, · · · , jfd

􏽨 􏽩, k � 1, 2, 3, · · · , K. (2)

Let Lp be the length of the FD-spreading code:

J
k
f �

1
Np

jf1 ,1
jf1 ,2

· · · jfd,1

jf2 ,1
jf2 ,2

· · · jfd,2

· · · · · ·

· · · · · ·

· · · · · ·

jf1 ,Np
jf2 ,Lp

· · · jfm,Lp

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

t
k
f � J

k
fqk, k � 1, 2, 3, . . . , K,

jk �
1
���
Nt

􏽰 ck0, ck1, . . . , ck Nt− 1( )􏼔 􏼕
T

.

(3)

It is assumed that LpLt ≥K:

t
k
t � ILp

⊗ jk􏼒 􏼓T
k
f,

t
k
t � ILp

⊗ jk􏼒 􏼓J
k
fqk, k � 1, 2, 3, . . . , K.

(4)

tk
t is represented in the compact formula as

t
k
f � J

k
fqk, k � 1, 2, 3, . . . , K, (5)

where Jk � (ILp
⊗ jk)Jk

f, LpLt × d is the component matrix.

After that, a random interleaver π is used to interleave
the TFD spread sequence. As a result, the interleaved signal
is represented as

Tt � 􏽘
K

k−1
J

k
qk,

Tt � Jq.

(6)

J � [J1, J2, . . . , JK], LpLt × K d is the component matrix.
After two symbol duration transmission, the received
component matrix will be Nr × 2. Troughout this section,
the result for the kth transmitter and the receiver is discussed.

Dk � Hkx + Gk. (7)

Dk is the received matrix with a dimension of Nr × 2:

Dk �

d11 d12

d21 d22

d31 d32

d41 d42

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (8)

Hk is the channel matrix and is expressed as follows:

Hk �

h11 h12 h13 h14

h21 h22 h23 h24

h31 h32 h33 h34

h41 h42 h43 h44

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (9)

xk is Nt × 2 transmitted matrix and is expressed as
follows:

x �

x1 −x
∗
2

x2 x
∗
1

x3 −x
∗
4

x4 x
∗
3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (10)

G is the noise component and is expressed as follows:

Table 1: Te list of symbols and notations.

Symbols Explanation
sk Binary bit stream
bs Total number of bit streams
qk Encoded bit stream
tk
f Frequency domain (FD) spread with the length vector of Lp

Lt Length of the time-domain (TD) spreading code
tk TD spreading code for the kth user
x1, x2, x3, x4 Transmitted signals
ζ, ψ Channel components after STBC
IH(x, y, z) Reconstructed HR image
Fk(a, b, c) k-space signal
SR Super-resolution
LR Low resolution
HR High resolution
SSR Self-super-resolution
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G �

g1 −g
∗
2

g2 g
∗
1

g3 −g
∗
4

g4 g
∗
3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (11)

Tese are the transmitted symbols. Te block nulling
detection algorithm is used to detect symbols. Now, this will
detect and mitigate the noise in the received symbols.

Dk � Hkx + Gk is the detected vector component. After
rearrangement by the detection algorithm, the resultant
vector is

Dr( 􏼁k � Hr( 􏼁kx + Gr( 􏼁k,

Dr( 􏼁k �

d11

d
∗
12

d21

d
∗
22

d31

d
∗
32

d41

d
∗
42

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

2Nr × 1,

Hr( 􏼁k �

h11 h12 h13 h14

h
∗
12

−h
∗
11

h
∗
14

−h
∗
13

h21 h22 h23 h24

h
∗
22

−h
∗
21

h
∗
24

−h
∗
23

h31 h32 h33 h34

h
∗
32 −h

∗
31 h
∗
34 −h

∗
33

h41 h42 h43 h44

h
∗
42 −h

∗
41 h
∗
44 −h

∗
43
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2Nr × Nt,

x �

x1

x2

x3

x4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Nt × 1,

Gr( 􏼁k �

g11

g
∗
12

g21

g
∗
22

g31

g
∗
32

g41

g
∗
42

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

2Nr × 1.

(12)

Equation (12) is premultiplied with (Hr)
H
k to obtain

(D)k � (H)kx +(G)k, (13)

(D)k � Hr( 􏼁
H

k × Dr( 􏼁k,

(D)k �

d1

d2

d3

d4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(14)

(H)k � Hr( 􏼁
H

k × Hr( 􏼁k,

(H)k �

α1 0 ζ ψ
0 α1 −ψ∗ ζ∗

ζ∗ −ψ α2 0
ψ∗ ζ 0 α2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(15)

Gr( 􏼁k � Hr( 􏼁
H

k × Gr( 􏼁k,

Gr( 􏼁k �

g1

g2

g3

g4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(16)

We assume signal strengths as x1, x2, x3 and x4 for the
respective transmitted signals. Pretentiousthe strength of the
signal, superior forx1andx2thanx3andx4. Te superior sig-
nal is estimated by the maximum likelihood detection al-
gorithm as follows:

􏽢xi � argmin 􏽥di − 􏽥αi × xi( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2
, i � 1, 2,

xi ∈ 1, −1{ },

􏽥αi � α1 −
|ζ|

2
+ |ψ|

2

α2
􏼠 􏼡.

(17)

Terefore, the frst STBC unit is decoded. Sequentially,
the second unit is accomplished by x3 and x4:

􏽢x3

􏽢x4
􏼢 􏼣 �

d3

d4
􏼢 􏼣 −

ζ∗ ψ

−ψ∗ ζ
􏼢 􏼣

g1

g2
􏼢 􏼣. (18)

In case, x3 and x4 are superior,

􏽢xi � argmin 􏽥di − 􏽥αi × xi( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2
, i � 3, 4,

xi ∈ 1, −1{ }.
(19)

Here, we obtain

􏽥αi � α2 −
|ζ|

2
+|ψ|

2

α1
􏼠 􏼡. (20)

Following that, second STBC block units, which contain
signals x1 and x2, are recognized using the simple expression
followed by

􏽢x1

􏽢x2
􏼢 􏼣 �

d1

d2
􏼢 􏼣 −

ζ∗ −ψ

ψ∗ ζ
􏼢 􏼣

g3

g4
􏼢 􏼣. (21)
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2.2. Self-Super-Resolution (SSR). Let us consider a recon-
structed HR image IH(x, y, z) from the k space signal
Fk(a, b, c). In order to improve SNR and acquisition time,
Fk(a, b, c) is bandlimited with the c axis. Vacant portions of
k space are occupied with 0. Tis Fourier space is referred to
as Fkc(a, b, c). Te reconstructed image will have equivalent
digital resolution but low spatial resolution in the c direction.

Te main aim is to restore HR from LR without any external
training dataset. An input LR image LR with a resolution of
1 × 1 × k is obtained in the xy plane, where k> 1, and it has
isotropic resolution along with LR in the c axis. Axial slices
with 1 × 1 and sagittal slices with k × 1 resolution are ob-
tained. Interpolation is carried out to increase isotropic
resolution, and zero padding is performed in k space

Input Image
N*N sub
images

Input Image
N*N sub
images

ACM

ACM

Interleaver

Interleaver

User Specific
Spreader

User Specific
Spreader

DSTTD

(a)

SSR
N*N sub
images

Input Image
ACMDe-

Interleaver
User Specific
De-SpreaderDSTTD

(b)

Figure 1: Te transceiver structure of the DSTTD system.

Step 1: Input an MRI or CT scan image 1 × 1 × k, where k> 1
Step 2: Interpolation
Step 3: Blur axial slice Ax

Step 4: LR and HR axial patches are extracted
Step 5: Patches are sent to the EDSR model
Step 6: Patches from LR is extracted Cs and Ss

Step 7: Output from EDSR model and Patches are trained to extract C∗s and S∗s is the estimation of H∗y and H∗x
Step 8: FBA is used to reconstruct H∗ from H∗y and H∗x

ALGORITHM 1: Pseudocode for the SSR model.

Original Iteration 45 Iteration 55 Recovered Image

Figure 2: Before and after encryption of ACM (CT brain).
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through BSP.Tis technique will not provide high frequency
information in Fourier space. To improve spatial resolution,
a nonlinear model to estimate HR images and deep networks
(EDSR [35, 36]) is used for training data. As discussed above,

a training dataset is trained with input image LR. A 2D axial
slice is denoted as Ax, and the coronal slice Cs and the
sagittal slice Ss are LR images. Blurred images from LR along
the x − axis are obtained in both x and z directions. It can be

Original Iteration 45 Iteration 55 Recovered Image

Figure 3: Before and after encryption of ACM (sagittal brain MRI).

Original Iteration 45 Iteration 55 Recovered Image

Figure 4: Before and after encryption of ACM (MRI knee).

Input Bicubic SSR

Figure 5: Comparison of input, bicubic, and our SSR of the CT brain.

Input Bicubic SSR

Figure 6: Comparison of input, bicubic, and our SSR of sagittal brain MRI.
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denoted as LRx. Blurred images and input images are used
for training data. Axial slices (Ax)x of LRx with a resolution
of k × 1 and axial slices Ax of LR with a resolution of 1 × 1
are obtained. Now, mapping from LRx to the HR image, it
can be mapped to Cs and Ss to estimate HR images Hx and
Hy. To develop the SR model, the EDSR deep network is
learned to transform from HR to SR result (Algorithm 1).

Now, the trained model is applied to coronal slices Cs,
and the obtained output is C∗s , which is an estimate of Hy. By
assembling each C∗s together, H∗y is obtained. Tis can be
performed for Ss also to generate S∗s to H∗x. Finally, FBA is
used to reconstruct H∗ from H∗y and H∗x.

Initially, LR is blurred in the x-axis for LRx. A data
acquisition process is carried out using a low-pass flter on

Input Bicubic SSR

Figure 7: Comparison of input, bicubic, and our SSR of the knee.
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DSTTD

Figure 8: BER performance of DSTTD and STBC for the given system.

Table 2: Performance comparison between diferent methodolo-
gies for PSNR.

S.
no. Methodologies

Peak signal-to-noise ratio (dB)
(x2)

CT
brain

Sagittal brain
MRI Knee

1 SSR (proposed
method) 34.93 35.86 35.56

2 DNN-SR [13] 34.83 34.89 34.69
3 SRCNN [4] 34.47 34.53 34.57
4 SR-AutoEncoder [12] 34.66 34.26 34.45
5 SRResNet [15] 34.29 34.12 34.24

Table 3: Performance comparison between diferent methodolo-
gies for PSNR.

s.
no. Methodologies

Peak signal-to-noise ratio (dB)
(x3)

CT
brain

Sagittal brain
MRI Knee

1 SSR (proposed
method) 33.56 33.96 34.06

2 DNN-SR [13] 33.23 33.59 33.89
3 SRCNN [4] 33.14 32.69 33.68
4 SR-AutoEncoder [12] 32.98 32.15 33.45
5 SRResNet [15] 32.79 32.02 33.15
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the k space signal Fkc(a, b, c). A function is multiplied on the
a-axis with Fkc(a, b, c), which generates Fkca(a, b, c).
Fkca(a, b, c)will not have high frequency information on the
a-axis. In the case of 3D MRI, a window function must be
performed along the c axis in order to reconstruct the
picture. Using a rotated version of the provided picture may
help improve the amount of data used for training. Utilizing
these data, EDSR is carried out and SSR has arrived. Te
picture that is being input is subjected to both upsampling
and downsampling when it is processed by the EDSR
framework. Since this makes use of SSR, data are collected
from the same image. Tis is due to the fact that this makes
use of SSR. Te consequences of using our technology are
much better in contrast to the more typical ways that are
used.

3. Results and Discussion

Te fact that the input is encrypted using the ACM encryption
technique may be deduced from the output. Figures 2–4 il-
lustrate iteration of the algorithm. At last, the original picture
can be reconstructed from the encrypted one.

Now, in order to retrieve the SR image, the picture that
was recovered is being converted to SSR. It is clear from
Figures 5–7 that the value of the PSNR for the SSR is much
greater than that of the bicubic technique.Te data shown in

Figure 8 indicate that when it comes to the transmission of
encrypted pictures, DSTTD has a better BER than STBC.

Te fndings of our quantitative examination of our
suggested technique are provided in Tables 2–5. In 16 slot
batches, 106 adjustments were made to the model while it
was being trained. Te other parameters that were used in
the reference models are still being used. Our models are
assessed using a number of SOTA techniques, including
DNN-SR [13], SRCNN [4], SR-AutoEncoder [12], and
SRResNet [15]. Te same number of pixels is disregarded
while assessing PSNR on the y channel as scaled from the
border. Testing and analysis were carried out using MAT-
LAB tools. Tables 2 and 3 show the PSNR values for a scale
size of x2 and x3. Tables 4 and 5 show SSIM with a scale size
of x2 and x3. From that, it is observed that the proposed
method outperforms SOTA techniques. Also shown are the
fndings from a comparative dataset. Compared to earlier
techniques, our models are far better. Disparities become
substantially more apparent when the self-ensemble model
is fnalized. Te qualitative results are also provided in
Figure 9. Figures 10–12 illustrate the comparison of DNN-
SR [13], SRCNN [4], SR-AutoEncoder [12], SRResNet [15],
and the proposed method. Te suggested techniques ef-
fectively rebuild extremely detailed edges and textures of
high-resolution photos while also producing aesthetically
appealing high-resolution outputs.

Table 4: Performance comparison between diferent methodologies for SSIM (x2).

S. no. Methodologies (x2)
SSIM

CT brain Sagittal brain MRI Knee
1 SSR (proposed method) 0.9796 0.9645 0.9878
2 DNN-SR [13] 0.9121 0.9215 0.9251
3 SRCNN [4] 0.9012 0.9012 0.9032
4 SR AutoEncoder [12] 0.9253 0.9212 0.9125
5 SRResNet [15] 0.8978 0.8925 0.8952

Table 5: Performance comparison between diferent methodologies for SSIM (x3).

S. no. Methodologies (x3)
SSIM

CT brain Sagittal brain MRI Knee
1 SSR (proposed method) 0.9586 0.9435 0.9787
2 DNN-SR [13] 0.9012 0.9105 0.9165
3 SRCNN [4] 0.8923 0.8923 0.8912
4 SR-AutoEncoder [12] 0.9045 0.9021 0.9015
5 SRResNet [15] 0.8898 0.8723 0.8732

8 Journal of Healthcare Engineering



SS
R 

[P
ro

po
se

d
M

et
ho

d]

D
N

N
-S

R

SR
CN

N

SR
-A

ut
oE

nc
od

er

SR
Re

sN
et

CT Brain

35.86
33.96 34.89

33.59 34.53
32.69

34.26
32.15

34.12
32.02

0

5

10

15

20

25

30

35

40

PS
N

R 
(d

B)

PSNR x2
PSNR x3

SS
R 

[P
ro

po
se

d
M

et
ho

d]

D
N

N
-S

R

SR
CN

N

SR
-A

ut
oE

nc
od

er

SR
Re

sN
et

CT Brain

0.97960.95860.9121
0.9012 0.9012

0.8923
0.92530.9045 0.89780.8898

0.0

0.2

0.4

0.6

0.8

1.0

SS
IM

SSIM x2
SSIM x3

SS
R 

[P
ro

po
se

d
M

et
ho

d]

D
N

N
-S

R

SR
CN

N

SR
-A

ut
oE

nc
od

er

SR
Re

sN
et

Sagittal brain MRI

34.93
33.56

34.83
33.23

34.47
33.14 34.66

32.98
34.29

32.79

PSNR x2
PSNR x3

0

5

10

15

20

25

30

35

40

PS
N

R 
(d

B)

SS
R 

[P
ro

po
se

d
M

et
ho

d]

D
N

N
-S

R

SR
CN

N

SR
-A

ut
oE

nc
od

er

SR
Re

sN
et

Sagittal brain MRI

0.9645
0.9435 0.92150.9105 0.90120.8923

0.92120.9021 0.89250.8723

SSIM x2
SSIM x3

0.0

0.2

0.4

0.6

0.8

1.0

SS
IM

SS
R 

[P
ro

po
se

d
M

et
ho

d]

D
N

N
-S

R

SR
CN

N

SR
-A

ut
oE

nc
od

er

SR
Re

sN
et

Knee

35.56
34.06 34.6933.89 34.57 33.68 34.45 33.45 34.24 33.15

PSNR x2
PSNR x3

0

5

10

15

20

25

30

35

40

PS
N

R 
(d

B)

SS
R 

[P
ro

po
se

d
M

et
ho

d]

D
N

N
-S

R

SR
CN

N

SR
-A

ut
oE

nc
od

er

SR
Re

sN
et

Knee

0.9878 0.9787
0.92510.9165 0.90320.8912

0.91250.9015 0.89520.8732

SSIM x2
SSIM x3

0.0

0.2

0.4

0.6

0.8

1.0

SS
IM

Figure 9: PSNR and SSIM values for x2 and x3 for the SOTA and proposed method.
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4. Conclusion

Te adoption of a DSTTD-based architecture for wireless
communication is suggested in this study, and thatarch-
itecture is outlined in further depth. Te primary goal of
the use of the DSTTD formula is the enhancement of not
only the spatial gain but also the diversity gain. ACM is
used so that the image may be sent in a risk-free and
protected way. Te SSR approach is used in order to
represent the picture in a document pertaining to human
resources. A comparison of the results is provided based
on PSNR and SSIM values. Te signifcant amount of
diference is seen in a better way when compared to SOTA
techniques. Te comparison of images with the SOTA is
given, and the results show that the proposed technique
can be used for both wireless communication and SSR.Te
fgure illustrates the BER performance of DSTTD and
STBC, respectively, in terms of diference in BER. DSTTD
is superior to STBC due to the fact that it broadcasts using
two STBC blocks rather than just one, which results in
superior performance. In the future, polarization diversity
can be included in the proposed method to improve
diversity.
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