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It has been claimed that arti�cial intelligence (AI) has transformative potential for the healthcare sector by enabling increased
productivity and creative methods of delivering healthcare services. Recently, there has been a major shift to arti�cial intelligence
by businesses, government, and private sectors in general and the health sector in particular. Many studies have proven that
arti�cial intelligence is contributing greatly to the health sector by discovering diseases and determining the best treatments for
patients. Dentistry requires new innovative methods that serve both the patient and the service provider in obtaining the best and
appropriate medical services. Arti�cial intelligence has the ability to develop the �eld of dentistry through early diagnosis and
prediction of dental implant cases. �is research develops a set of four machine learning algorithms to predict when a patient
might need dental implants.�esemodels are the Bayesian network, random forest, AdaBoost algorithm, and improved AdaBoost
algorithm.�is work shows that the developed algorithms can predict when a patient needs dental implants. Also, we believe that
this proposal will advise managers and decision-makers in targeting patients with particular diagnoses. Analysis of the obtained
results indicates good performance of the developed machine learning. As a result of this research, we note that the proposed
improved AdaBoost algorithm increases the level of prediction accuracy and gives signi�cantly higher performance than the other
studied methods with the accuracy for the improved AdaBoost algorithm reaching 91.7%.

1. Introduction

Arti�cial intelligence (AI), as one of the newest �elds of
computer science, has been extensively and formally
researched since the 1950s. John McCarthy, one of the
founding fathers of AI, de�ned it as “the science and en-
gineering of making intelligent machines” [1]. Signi�cant
transformations in the public and private sectors at the level
of reinnovation in business models use arti�cial intelligence
techniques with customer experience contributing to more
e�ective decisions [2]. Applications of AI can be found in a
variety of �elds.�e past several years have seen a signi�cant
increase in the use of arti�cial intelligence in healthcare with
promising outcomes. Human biology and dental implants
are just a few of the healthcare �elds in which arti�cial
intelligence (AI) has already found application [3–5].

Interpretation of medical data for automated analysis is
the subject of two case studies [6]. In the �rst case study,
based on cognitive test results and demographic data,
Bayesian inference, a machine learning technique, was used
to diagnose Alzheimer’s disease. Arti�cial neural networks
(ANNs) were used in the second case study for the automatic
classi�cation of breast cancer cell pictures [6]. Many studies
have con�rmed that the use of arti�cial intelligence allows
for the ability to improve the diagnoses and treatment of
patients and thus take full advantage of this technology
within the medical environment [7–10]. Dental clinics have
presented several models and techniques designed to pro-
vide medical consultations and determine the patient’s
dental condition [7].

It is essential to use technology that contributes to
improving quality while maintaining costs in a dental clinic.
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Otherwise, misdiagnosis may result in expensive litigation,
thereby increasing the expenses of the dental clinic [9]. A
new approach for diagnosing the treatment of dental caries
using the Bayesian machine learning algorithm was pro-
posed [11]. A Bayesian network is designed to provide
decision support among different treatment plans. Using
this method, the dentist can treat patients with an increased
level of confidence and an overall improvement in perfor-
mance. ,e Bayesian network provides a strong mathe-
matical foundation for tackling such problems.

,is research contributes to identifying patients whomay
need dental implants in a timely manner. As government
hospitals and private health clinics are overcrowded, there
may be a very long waiting list for patients to obtain dental
implants. ,erefore, there is a need to prepare a scientific
research proposal using an artificial intelligence technique.

,e main contributions of the current work are to use
four machine learning algorithms, namely, the Bayesian
network, random forest, AdaBoost algorithm, and improved
AdaBoost algorithm to predict patients who are expected to
need dental implants by relying on previous data and current
symptoms. ,e accuracy of all algorithms is presented and
shown in a graph.

1.1. Related Work. In the field of healthcare, scientists have
published a few scientific studies that use artificial intelli-
gence based on machine learning algorithms and success-
fully linked them to real life [8, 12, 13]. Over the past few
years, scientific publication in the field of medical artificial
intelligence has increased nearly tenfold, as individual
predictions of short-term diseases provide appropriate
outcomes for multiple conditions including diabetes, cancer,
heart, and mental illness [4, 14].

Reducing dependence on human decision-making and
automation of repetitive tasks, as one of the most important
uses of artificial intelligence, has been accomplished in many
sectors. According to a recent study [2], the healthcare sector
accounts for a substantial portion of public spending, and
the use of artificial intelligence applications in healthcare
and medical research has expanded significantly.

Bayesian networks are proposed [15] as a decision-
support tool in public healthcare systems. ,is article in-
troduces LARIISA Bay, a novel component based on
Bayesian networks that works in conjunction with LARIISA.
It is a sophisticated platform that enables the development of
applications in the field of public health systems. ,e sug-
gested system’s primary purpose is to assist health teams in
diagnosing diseases more accurately by utilizing data ob-
tained from LARIISA users.

Machine learning models of data complexity and di-
versity in health sector applications have directly and in-
directly contributed to the ability to predict diseases early.
Heart disease, for example, is one of the most lethal diseases.
A large number of researchers around the world are using
data from heart disease patients to anticipate or predict this
disease and, as a result, prevent the untimely death of many
people. Machine learning algorithms are an effective tool for
classification and prediction tasks [8, 12].

Reliance on information systems in most dental clinics is
increasing. ,e focus is on providing logistical and ad-
ministrative support to facilitate and automate adminis-
trative functions such as appointment alerts and bills [9].
Clinicians’ diagnostic practices have improved as a result of
these modifications. For this reason, there is a need to
uncover new technologies that can assist in the development
of an undeveloped medical area such as clinical decision
support [16]. ,is technology has the ability to enhance
patient care by going beyond administrative tasks and
providing personalized advice based on the patient’s specific
medical and dental needs [9, 17].

In the coming decades, due to the acceleration of
technological progress, much manual work will be auto-
mated [7, 16]. Dentistry is expected to witness a remarkable
shift in the automation of simple routine tasks and the
support of dental medical staff; this shift will contribute to
improving quality [8]. We concur that technology will not
replace dentists but will rather complement and support
dentists in providing the greatest possible patient experi-
ences and treatments.

Dental implants have a very high success rate for
replacing lost teeth. Dental implants are in high demand,
and this need is growing rapidly [18].

According to Revilla-León [19], artificial intelligence
techniques have contributed to the development of osteo-
synthesis prediction models to predict implant success and
therefore improve implant designs. Artificial intelligence is
speedily affecting healthcare, and this technology will per-
form key roles in strategically and intelligently supporting
diverse medical functions [20].

Machine learning algorithms for predicting the success
of dental implants have been studied in [18]. ,e following
algorithms were put to the test: neural networks, support
vector machines, k-nearest neighbors, and a newly devel-
oped technique known as nearest neighbors with structural
risk minimization (NNSRM).

A Bayesian network was used to develop a clinical de-
cision support system for the treatment of modern dental
caries [21]. Using the most recent results and conclusions in
pathology, the initial version of the plan was drafted. ,e
proposed result is compatible with search predictions based
on well-defined situations. In the coming stages, the four
machine learning algorithms studied will be validated using
data.

,e random forest classifier was shown to be the most
effective method for achieving the greatest outcomes [22].
With this approach, it is possible to see how a number of
different feature selection strategies can be used to increase
classification accuracy and to ensure that the features se-
lected are those most relevant to the problem at hand. Dental
implant data were searched for thresholds using a random
forest classifier. ,e chosen threshold value was found to be
optimal for classification accuracy, as it outperformed all
other classifiers [22]. AdaBoost and bagging are compared
[23]. ,e results demonstrate that classifier ensembles can
increase prediction performance, although the bagging
technique outperforms the AdaBoost technique [24]. Liu
et al. [23] examined the prediction rate of dental implant
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treatment using numerous supervised learning methodol-
ogies including AdaBoost techniques to classify clinical data.
It was observed that using supervised learning techniques
successfully evaluated the failure percentage of dental im-
plant treatment using the data [23].

2. Methodology

,emethodology in this research consists of two stages. ,e
first stage is conducting the survey, and the second stage is
applying machine learning algorithms.

2.1. Survey. Surveys are probably the most commonly used
researchmethod for many sectors [25]. Based on the opinion
of dental specialists, there are behavioral factors for patients
that directly affect the implant of teeth. As health data are
highly sensitive, surveys are a good option for obtaining data
in this sector. In addition, surveys are widely used in soft-
ware engineering.

In this research, six significant factors that affect the
dental composition of patients have been identified. ,ese
factors were identified through previous studies, as well as by
conducting several interviews with dental specialists. As data
for these factors are not available in the databases in many
clinics, surveys were used in this research to collect these
data.

2.2. Machine Learning Algorithms. Artificial intelligence is
an umbrella term for many topics. Machine learning (ML)
algorithms are considered a subtopic of AI. Some ML al-
gorithms are K-means, SVM, logistic regression, random
forest, Bayesian network, and AdaBoost. ,is research will
use the followingML algorithms: Bayesian network, random
forest, and AdaBoost. In addition, the research has devel-
oped a new algorithm of AdaBoost called “improved
AdaBoost algorithm.” We present below a short description
of each machine learning algorithm used in this study.

,e BN is a highly useful model for depicting and
modeling current knowledge to better understand and
perceive uncertainties and complexities [26]. ,e following
stages must be completed in order to build an effective BN
model: identify the factor, draw the BN model, parametrize
the model, and apply the inference algorithm. ,e cor-
rectness of any inference in BN is guaranteed, and the model
incorporates prior knowledge with the observed data. ,e
technique allows situations to be handled even when some
data are missing. ,ere is flexible modeling of features via
hierarchical models when correct and reliable statistical data
have been collected. ,is technique has the ability to deal
with random variables or inaccurate knowledge. Bayes’
theorem, which was devised by Reverend ,omas Bayes in
the eighteenth century, allows us to deduce the likelihood of
a cause from the observation of its effect. Bayesian networks
[27] are graphical structures that are used to represent the
interactions between these two variables. Bayesian networks
are able to present the uncertainties from current and
previous data. ,ese networks are used to factorize a joint
probability by spreading a group of random variables [28].

,ey are described as graphical representations of random
variables connected by arrows that signify a dependency.

Bayesian networks are divided into two branches of
traditional Bayesian networks, namely, static Bayesian
networks and dynamic Bayesian networks. Due to the sta-
tistical properties contained in the training data, the
Bayesian technique may perform more accurately than the
classic point estimation method in complex regression and
classification problems [29]. ,e Bayesian approach is useful
since it guarantees the validity of all conclusions, and the BN
model incorporates prior information into the observed
data. ,e technique enables situations to be handled in the
absence of some data. When accurate and reliable statistical
data are acquired, it is possible to model features in a flexible
manner using hierarchical models. ,is technique is capable
of dealing with unpredictable factors and insufficient
knowledge. BNs can be used to describe how a solution is
arrived at [30].

,e random forest algorithm works on the principle of
ensembles. ,is algorithm combines a group of weak
learners in a parallel way [31]. Each individual learner is
trained by a random subset of the data. ,en, the outputs of
all learners are averaged to build a strong prediction rule. For
weak learners, decision trees with a depth of one are most
commonly used. ,ese decision trees are also known as
decision stumps. Random forest, which has been widely used
in classification and prediction, and has several advantages
compared with other machine learning algorithms. ,ere-
fore, random forest is used in a large scope of applications
[32].

In contrast with the random forest algorithm, the
AdaBoost algorithm uses multiple base learners in a se-
quential process to predict the results [33]. Each individual
learner attempts to correct the errors of its predecessor. First,
a learner is built from training data in which observations are
given equal weights. ,e weight value indicates how each
observation is significant regarding the classification [34].
Afterwards, the next learner is built which tries to correct the
errors present in the first learner. ,us, at every iteration,
more weight is given to the observations that are predicted
incorrectly. Hence, the weights of the misclassified data
points are increased and the weights of the ones predicted
correctly are lowered. ,e training weight values are nor-
malized after all misclassified observations are updated. ,is
process is iterated and learners are added until the complete
training dataset is predicted correctly or the maximum
number of learners is reached [35].

2.3. Proposed System. ,e aim of this research is to study
some interesting machine learning algorithms for the pre-
diction of dental implants. ,e focus of this research is on
ensemble learning algorithms. ,e following four most
popular algorithms are considered: Bayesian network,
random forest, AdaBoost, and improved AdaBoost. ,e
results given by the studied algorithms are compared and
discussed. In addition, this study proposes a new im-
provement of the standard AdaBoost classifier to increase its
prediction capability. ,is modification optimizes the
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sample weights parameter to initialize the AdaBoost algo-
rithm. Note that in the literature, AdaBoost typically uses a
discrete uniform distribution for the initialization weights.
,e sample weights are a set of weights that specifies the
value of each sample. It is known that AdaBoost is extremely
sensitive to noisy data and outliers. Hence, by using an
optimal initialization for the sample weights parameter, the
research expects to find improvement in prediction ability.

2.4. First Algorithm: Bayesian Network. A Bayesian network
is a probabilistic graphical model that measures the con-
ditional dependence structure of a set of random variables
based on the Bayes theorem. ,is model consists of two
major parts: a directed acyclic graph and a set of conditional
probability distributions. Let Y denote the response variable
which has k possible outcomes. X are the features that
characterize Y. Using the Bayes theorem, the conditional
probability of each outcome, given X, is of the following
form:

P(Y/X) �
P(X/Y)P(Y)

P(X)
, (1)

where P(Y) is the prior distribution of parameter Y; P(Y/X) is
the posterior distribution, the probability of Y given new
data X; and P(X|Y) is the likelihood function, the probability
of X given existing data Y.

To make predictions using the Bayesian network, there
are four stages: identify the factor, draw the BN model,
parametrize the model, and finally apply inference algo-
rithms. ,ese stages are discussed.

2.4.1. Stage One: Identify the Factor. In this section, we
identify some major factors which have a direct effect on
when the patient will require dental implants. ,e following
six factors were identified by interviews and the literature
review: age of patient, level of care for the teeth, Dental
crowns, type of food, patient’s healthcare insurance, and
patient’s other diseases. Table 1 provides the factors with
their states.

2.4.2. Stage Two: Draw the BN model. ,is section presents
the relationship between the selected factors in stage 1.,ese
factors have been fused together to draw the BN model. ,e
following BN tools are used to build the BN model, namely,
Bayes Net Toolbox, MATLAB, and GeNIe. ,is research has
chosen GeNIe tools because they are fast and free to
download; in addition, GeNIe supports graphical user in-
terface. GeNIe is a development environment that has the
ability to build graphical decision theoretic models. Uni-
versity of Pittsburgh’s Decision Systems Laboratory has been
developing this tool since 1995 [36].

Six variables were identified, and then the causal rela-
tionships between these variables (nodes) were defined. In
order to draw the proposed model, an abbreviation is
suggested for each factor. Table 2 provides the abbreviations
for the chosen factors.

,e BN model is presented using GeNIe tools as shown
in Figure 1. ,e model consists of six nodes. ,e main node,
called “PredictionDI,” is used to predict, whereas the other
nodes affect the main node and are called Age, DentalC,
CareL TypeF, Insurance, and Diseases.

Expert knowledge and historical data can be incorpo-
rated in the suggested model to obtain the network’s joint
probability distribution.

2.4.3. Stage7ree: To Parametrize theModel. To parametrize
the BN model, a survey was created. ,is survey consists of
seven questions, as shown in Figure 1. ,e survey was
created by Google survey and distributed in the Qassim
region of Saudi Arabia.

(1) What is your age?

(i) Under 20
(ii) Between 20 and 40
(iii) Over 40

(2) Have you had dental implants in the past?

(i) Yes
(ii) No

(3) Have you had dental crowns in the past?

(i) Yes
(ii) No

(4) What is the level of care for your teeth?

(i) Always
(ii) Sometimes
(iii) Rarely

(5) What is your food type?

(i) Heathy
(ii) Nonhealthy

Table 1: Factors with their states.

No. Factor State 1 State 2 State 3

1 Age Under 20 Between 20 and
40 Over 40

2 Dental crowns Yes No
3 Care level Always Sometimes Rarely
4 Type of food Healthy Non_healthy —

5 Healthcare
insurance Yes No —

6 Other diseases Yes No —

Table 2: Factor abbreviations.

No. Factor Factor abbreviation
1 Age Age
2 Dental crowns DentalC
3 Care level CareL
4 Type of food TypeF
5 Healthcare insurance Insurance
6 Other diseases Diseases
7 Prediction dental implant PredictionDI
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(6) Do you have health insurance?

(i) Yes
(ii) No

(7) Do you have any other disease?

(i) Yes
(ii) No

,e correctness of the learned network depends on the
amount of training data available to improve the accuracy of
the learned model. One hundred and seven participants
participated in the survey. ,e Excel file contains the result
of the survey. To import the Excel file to the chosen tool
(GeNIe), the Excel file needed to be converted to text file and
saved in Notepad.

Figure 2 shows the data file opened by the GeNIe tool.
Now, we have reached the stage of matching the result of the
survey (data file) with the proposed BN model. ,e tool has
the automatic ability to identify the name of each column
and match it with the data file, as shown in Figure 3. It is
evident that one column, “Timestamp,” is not matched.

,e final step in this stage is to apply parameter learning
action to learn from the data, as shown in Figure 4. ,is
proves that the parameter learning has been completed.

For example, the state of the node named “CarL” is
shown in Figure 5.,is shows the probability of each state in
CareL node. Expert projections for all probable and current
diagnoses are translated into conditional probabilities in this
probability table.

2.4.4. Apply Inference Algorithm. Inference in this network
entails determining the selected variable’s conditional proba-
bility given that other variables are instantiated to particular
values. For example, when we need to compute the probability
of predicting the dental implant, given some diagnoses for the
patients, cases 1, 2, and 3 present these situations.

,e polytree algorithm has been chosen for this model as
one path between two nodes. ,is section presents three
cases of using the proposed BNmodel, with each case having
a different state of factors.

In case 1, an evidence node has been observed. Observed
nodes become instantiated, which indicates that their out-
come is known with certainty in the basic case. Evidence for
each factor must be identified in order to predict the dental
implant. ,e evidence entered is marked by underlining the
state and showing the bar to be 100% (Figure 6). Table 3
provides the chosen evidence for each node.

Based on the evidence given in Table 1 and the previous
data (survey), the BNmodel in Figure 7 shows the prediction
of dental implant for the patient. ,e patient’s probability of
requiring dental implant is 0.9 because all the states of each
factor affecting the dental implant are very high. ,e
probability of the patient not requiring dental implant is 0.1.

Case 2 presents different states for each factor. ,e
evidence here differs from the first case. Table 4 provides the
states for each factor.

,is evidence is applied to the BN model and the in-
ference is applied. ,e result for the inference is shown in
Figure 8. ,e patient probability of requiring dental implant
is 0.166; this means that with the entered evidence, the
prediction for the patient requiring dental implant is very
low. However, the probability of the patient not requiring
dental implant is 0.833. As a result, the prediction for the
patient to not require dental implant is very high.

In case 3, BN can also deal with missing values. For
example, we assume that two of the six factors are missing,
namely, DentalC and other diseases, whereas the rest of the
factors are known, namely, age, care level, food type, and
healthcare insurance. ,is is given in Table 5.

In Figure 9, it is clear that the two factors with missing
values have a question mark (?) underneath the node,
namely, DentalC and Diseases.

,ese factors with missing values are applied to the BN
model, and the result for the inference is shown in Figure 10.
,e probability of the patient requiring dental implant is
0.213, which means that based on the entered evidence, the
likelihood for the patient requiring dental implant is very
low. However, the patient probability to not require dental
implant is 0.786. As a result, the prediction for the patient to
not require dental implant is very high.

We consider now the overall dataset and obtain an
accuracy of 72.8%. Figure 11 shows the screenshot for the
prediction accuracy result given by the BN algorithm.

2.5. Second Algorithm: Random Forest. ,is model is built
from a training set (xi, yi) 

N
i�1 that predicts Y for a new

observation X formalized by a weight function W:

Y � 
N

i�1
W xi, X(  yi, (2)

where W(xi, X) is the nonnegative weight of the ith training
observation relative to the new observation X in the same
learner.

As random forest averages the predictions of a set of all
M learners with individual weight functions Wj, its pre-
diction is given by

Age

DentalC

CareL
TypeF

Insurance

Diseases

PredictionDI
?

?

?

?
?

?

?

Figure 1: BN model.
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Y � 
N

i�1

1
M



M

j�1
wj xi, X( ⎛⎝ ⎞⎠yi. (3)

Random forest has been applied to dental implants
prediction. ,e authors implement and test this algorithm
on the dental implant dataset. ,e dataset is randomly split

into training and testing sets to assign two-thirds of the data
points to the former and the remaining one-third of the data
points to the latter.,e efficiency of the model’s prediction is
evaluated by the accuracy, which is the percentage of correct
predictions. Accuracy is found to be above 77.8%. ,is
moderate prediction capability is acceptable, since the
random forest model is very sensitive to outliers and
nonlinear data.

Figure 2: Data file.

Figure 3: Column matching.

Figure 4: Parameter learning.

Figure 5: Conditional probabilities table.

Figure 6: Setting the evidence.
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Figure 12 shows the screenshot for the prediction result
given by the random forest algorithm applied on the test
dataset in Python program language.

Two cases of using random forest are presented and each
case has a different state of factors. In case 1, the random
forest algorithm has been applied to the prediction of the
dental implant dataset.,e chosen evidence for case 1 here is
the same as what has been described previously in Table 3.

Based on the training dataset, the RF model indicates that
the prediction of dental implant for case 1 takes the value
“No.” ,is means that the patient in this case does not
require dental implant, and all the states of each factor do

Table 3: Chosen evidence for case 1.

No. Factor State 1
1 Age Over 40
2 DentalC Yes
3 Care level Rarely
4 Type of food Nonhealthy
5 Healthcare insurance Yes
6 Other diseases No

Figure 7: BN prediction for case 1.

Table 4: Chosen evidence for case 2.

No. Factor State
1 Age Under 20
2 DentalC No
3 Care level Always
4 Food type Healthy
5 Healthcare insurance No
6 Diseases No

Figure 8: BN prediction for case 2.

Table 5: Chosen evidence for case 3.

No. Factor State
1 Age Under 20
2 DentalC —
3 Care level Always
4 Food type Healthy
5 Healthcare insurance No
6 Diseases —

Age

DentalC

CareL
TypeF

Insurance

Diseases

PredictionDI
?

?

?

Figure 9: Missing values.

Figure 10: BN prediction for case 3.

Figure 11: BN accuracy of all cases.
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not indicate dental implant.,e chosen evidence for case 2 is
the same as that which has been described previously in
Table 4. Case 2 presents different states for each factor. ,e
prediction value calculated by the RF model is also equal to
“No.”

2.6. 7ird Algorithm: AdaBoost Algorithm. A boosted clas-
sifier is a classifier of the form

YM(X) � 
M

m�1
fm(X), (4)

where eachfm(X) is a weak learner that takes an observation
X as input and returns a value indicating the class of the
observation. Each weak learner produces an output hy-
pothesis h()which fixes a prediction h(xi) for each sample in
the training set. At each iterationm, a weak learner is selected
and assigned a coefficient αm such that the total training error
Em of the resulting boosted classifier is minimized.

Em � 
i

E Ym−1 xi(  + αmh xi(  . (5)

,e AdaBoost algorithm has been applied to the pre-
diction of dental implants. We implement and test this
algorithm on the dental implement dataset. We implement
and test this algorithm on the dental health care dataset. We
receive an accuracy of 86.1 percent, which is higher than the
accuracy of random forest.

Figure 13 shows a screenshot of the prediction result
obtained by the standard AdaBoost algorithm applied to the
dental health care dataset in Python program language.

Similar to the RFmodel, two cases of using the AdaBoost
algorithm are presented with the result. Each case has a
different state of factors.

In case 1, the research tests the AdaBoost algorithm with
the specific case given in Table 3. Based on the same training
dataset, the AdaBoost algorithm indicates that the prediction
of dental implant for case 1 is “No.” ,is means that the
patient in this case does not need dental implant.

In case 2, the research tests the AdaBoost algorithm with
the specific case given in Table 4. ,e prediction value given
in this case is also equal to “No.” Note that these results
coincide with those given by the RF model but not with the

BN predictions. ,is could be explained by the use of
nonoptimal sample weights initialization.

2.7. FourthAlgorithm: ImprovedAdaBoostAlgorithm. As the
AdaBoost algorithm tries to correct misclassified data points
in the training set, one has to be careful with outliers or
noise. Indeed, these outliers or wrong examples will distort
the prediction and lead to a poor algorithm performance.
For this reason, each data point has a different impact on the
prediction accuracy. ,erefore, to lead better performance,
we also propose to modify the traditional AdaBoost algo-
rithm. ,e improved AdaBoost algorithm is initialized by a
random sample weight. Hence, instead of assigning an equal
weight to each data point for the sample set initialization, we
suggest running the AdaBoost algorithm with different
random sample weight values and keeping the initialization
that gives the higher level of accuracy. By usingmore suitable
sample weights, we expect to obtain better prediction ac-
curacy. In the following section, we describe the pseudocode
of the modified AdaBoost version.

3. Implementations and Results

Let us test our implementation for the improved AdaBoost
algorithm on the dental healthcare dataset and compare its
predictive power with the other studied classifiers. We use
the dental healthcare dataset as we have done with the
previously presented machine learning algorithms. ,is
dataset is shown in Figure 14.

,e accuracy of the classifier is used as a performance
measurement to express the prediction ability of the algo-
rithm. ,e accuracy will tell us how many times the algo-
rithm predicts the correct classes. Improved AdaBoost
reached an accuracy of 91.7%, which is higher than the
accuracy of the standard AdaBoost method. ,e predictive
power of the improved model is really significant.

Figure 15 shows a screenshot of the prediction result
given by the improved AdaBoost algorithm applied to the
dental healthcare dataset.

We applied the improved AdaBoost model to the two
specific cases just as we did with the previous prediction
models. ,e result for the inference is summarized by the
following two cases. ,e prediction of case 1 is equal to
“Yes.” Hence, the patient might need dental implant.

Figure 12: Prediction accuracy of the random forest algorithm.

Figure 13: Prediction accuracy of the standard AdaBoost
algorithm.
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However, the patient in case 2 does not require dental
implant since the prediction result is “No.” Note that these
results coincide with those given by the BN model. ,ese
results confirm the effectiveness of the improved Table 6
AdaBoost algorithm.

Table 6 provides the comparison results between the
proposed methods and the other studied machine learning
algorithms on the overall dataset. Note that the proposed
method gives a higher level of accuracy. Figure 16 shows the
effectiveness of the proposed method.

Figure 14: A random sample of examples from the dental healthcare dataset.

Figure 15: Prediction accuracy of the improved AdaBoost algorithm.

(i) Data preprocessing for AdaBoost
(i) Make data ready by loading it from the dataset
(ii) Split dataset into input list of variable X and target variable y that correspond to the class we have to predict.
(iii) Split the dataset into training and testing datasets. Here, we split our dataset following the common scenario of 70%

for training and 30% for testing.
(ii) From the first iteration k� 1 to a certain fixed number of iterations, each training example in the dataset is weighted.

Here, the initialization of the sample weights is completed by considering a new random sample set of values.
(i) When the maximum specified number of base learners is not reached:
(i) Add a new base learner
(ii) Train the base learner with a weighted sample
(iii) Make the predictions over all data points in the dataset
(iv) Calculate the prediction error rate
(v) Update the weight values for the training instances based on prediction results
(vi) Normalize the updated sample weights so that they add up to 1

End while
(ii) Make the output predictions of the kth iteration
(iii) Keep the higher prediction accuracy obtained until the current iteration k
(iii) End For
(iv) Consider the final output prediction, which is the higher prediction accuracy obtained over all iterations

ALGORITHM 1: Improved AdaBoost pseudocode.
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From this experimental study, we note that the proposed
improved AdaBoost algorithm increases the prediction ac-
curacy and gives significantly higher performance than the
other studied methods. ,is successful capability can pro-
vide a powerful tool for enhancing the prediction of dental
implant. ,is gain in performance is due to the optimal
weights initialization procedure we propose in this work.

4. Discussion

Recent years have seen an upsurge in the use of artificial
intelligence in implant dentistry. ,e article [19] conducts a
comprehensive evaluation to assess the application of arti-
ficial intelligence to implant dentistry in terms of implant
type recognition, implant success strength, and optimal
implant design. ,e review of this approach makes use of
two databases, including PubMed and Scopus. One study
that used k-nearest neighbors (k-NN) found that the most
frequently used AI models were regression analysis (support
vector machine classification), decision tree learning, logistic
regression, and classifier neural network.

In addition, Mclachlan et al. [37] presented a demon-
stration of CardiPro which is an online application char-
acterized by flexibility and interaction with BN models. ,is
application was designed to facilitate the use of Bayesian
technology for nontechnical users such as patients and
doctors. CardiPro calculates probabilities in real time.
CardiPro, which was developed as an offshoot of the
PamBayesian Research Project (https://www.pambayesian.
org), is considered one of the first applications to depend on
Bayesian technology. It is used to support medical decisions
based on artificial intelligence.

Nevertheless, to the best of our knowledge, there is no
research paper in the literature that uses the four machine
learning algorithms which are presented in this research to

predict dental implant. As a result, this research contributes
to the identification of patients who may require dental
implants in a timely manner, as the government hospitals
and private health clinics are overcrowded and there may be
a very long waiting list for patients to obtain dental implants.

,is research presented a highly useful model for
depicting and modeling current knowledge to better un-
derstand and perceive uncertainties and complexities. As a
result, this will help equip managers and decision-makers to
target patients who have these diagnoses. In addition, the
results of the research are useful in preparing and processing
the materials needed for dental implants and knowing the
future health needs in the public and private sector.

From empirical evaluation of the BN, random forest,
AdaBoost algorithm, and improved AdaBoost algorithm,
four different algorithms are trained and tested on a dental
implement dataset to obtain their respective prediction
accuracy.

In BN, the correctness of any inferences is guaranteed
and incorporates prior knowledge to the observed data. BN
allows situations to be handled even when some data are
missing with flexible modeling of features via hierarchical
models when correct and reliable statistical data have been
collected. ,is technique has the ability to deal with random
variables or inaccurate knowledge.

Obtained results revealed that the improved AdaBoost
algorithm outperforms the baseline AdaBoost algorithm and
the random forest algorithm in terms of accuracy. As we
used a more suitable sample weight value that relies on the
studied real-life dataset, the prediction accuracy of the
improved AdaBoost algorithm is significantly enhanced.
,erefore, it is important to search for the optimal sample
weight initialization to increase the predictive power of the
AdaBoost algorithm.

In addition, when applying the random forest classifier, we
obtain a moderate level of accuracy in comparison with the
improved AdaBoost algorithm that achieves better perfor-
mance. ,is result may be explained by the fact that the
random forest algorithm considers the average or the majority
of the predictions made by each base learner. However, when
using the AdaBoost algorithm, every base learner contributes a
varying amount to the final prediction.

Moreover, adapting a new technology to a new environ-
ment is difficult, and medical applications are extremely costly
[16]. ,ere are significant challenges and limitations in this
research, the most important of which is data acquisition and
access to the database of healthcare in general and dental
patients in particular. ,is limitation might be due to the
privacy and security of patient data. Some clinics do not have
sufficient information about their patients, and the data inmost
cases are incomplete and not well-structured. In addition, we
consider preserving the privacy of sensitive data as discussed in
[38] as part of our future enhancements.
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Figure 16: Graph of prediction accuracy values achieved by dif-
ferent machine learning methods.

Table 6: Accuracy comparison result.

Methods Bayesian network (%) Random forest (%) AdaBoost (%) Proposed method (improved AdaBoost) (%)
Accuracy 72.8 77.8 86.1 91.7
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5. Conclusions

,is research presents four machine learning algorithms to
predict the requirement of dental implants by gathering
patient diagnoses and importing the data to machine
learning technology. As a result, the proposed model in this
research has the ability to predict when patients might re-
quire dental implants through the use of machine learning
technology which depends on patients’ historical data and
current symptoms. We believe that this proposal will advise
dentists and decision-makers in targeting patients with
particular diagnoses.

,e empirical comparison presented shows that the
improved version of the AdaBoost algorithm gives higher
accuracy. Such improvement in correct decision-making
may reduce risks of dental implant problems. Our proposal
is based on the optimization of the sample weights initial-
ization parameter. ,is finding contributes to the research
community. Indeed, we recommend the employment of a
more efficient iterative process for the sample weights
AdaBoost initialization instead of setting its value ad hoc to
the uniform distribution. In conclusion, the AdaBoost al-
gorithm appears to be very sensitive to noise. Hence, the
prediction efficiency of this algorithm is clearly influenced
by considering the optimal initialization sample weights that
should be related to a specified dataset.

In future work, we need to study the determination of
the optimal sample weights along with the optimization of
the other hyperparameter AdaBoost algorithm such as the
number of base learners, the learning rate, the random state,
and the maximum depth of the individual learner. In ad-
dition, our future work will add more diagnoses and collect
more data to feed the AI algorithms. Also, different machine
learning algorithms will be used. We also intend to test the
proposed method on other type of datasets and study its
computational complexity.
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