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Diabetic retinopathy (DR) is a common eye retinal disease that is widely spread all over the world. It leads to the complete loss of
vision based on the level of severity. It damages both retinal blood vessels and the eye’s microscopic interior layers. To avoid such
issues, early detection of DR is essential in association with routine screening methods to discover mild causes in manual
initiation. But these diagnostic procedures are extremely difficult and expensive. The unique contributions of the study include the
following: first, providing detailed background of the DR disease and the traditional detection techniques. Second, the various
imaging techniques and deep learning applications in DR are presented. Third, the different use cases and real-life scenarios are
explored relevant to DR detection wherein deep learning techniques have been implemented. The study finally highlights the
potential research opportunities for researchers to explore and deliver effective performance results in diabetic retinopathy

detection.

1. Introduction

DR happens to a person affected by diabetes, and conse-
quently, the eyes get affected. In diabetic patients, irregular
blood sugar levels are observed. Generally, glucose in the
human body needs to be transformed into some form of
energy while performing daily activities. When blood sugar
levels exceed their normal control limit, organs such as the
retina, heart, nerves, and kidneys begin to suffer. In the
presence of high blood sugar levels in the human body, there
is a serious risk of eye blood vessels being affected to the
point where they become completely obstructed, causing
blood leakage, the retinal vessels swell, and even new tiny
blood vessels are formed on the eye retina. This is known as
hyperglycemia; diabetes is categorized mainly into two types:
Type 1 and Type 2 diabetes. Type 1 diabetes is an incurable
disease that results from abnormalities in the insulin hor-
mone level, which is responsible for controlling blood
glucose levels. The evidence is that Type 1 diabetes reduces

the secretion of insulin hormones and hinders the ability of
patients to maintain proper glucose levels in the body,
leading to multiple health issues. In a Type 2 diabetes sit-
uation, the insulin hormone does not function in converting
glucose to energy. On the contrary, the human body needs
an adequate amount of energy to sustain a healthy and
normal life and hence becomes dependent on medication to
support the deficiency in the insulin level. In both cases of
Type 1 or Type 2, regardless of the blood sugar levels, the
patient may be affected by diabetic retinopathy, and fur-
thermore, it may lead to complete loss of eyesight [1].

The initial symptoms of DR include blurred vision and
eye floaters, and at an advanced stage, patients can lose
complete vision if the disease is chronically sustained for
a longer period. This disease is indicated by symptoms of
different types of eye retinal lesions. These are comprised of
hemorrhages (HM), microaneurysms (MA), hard exudates,
and soft exudates. Patients who are afflicted with the illness
often fail to avail themselves of early diagnosis by identifying
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initial symptoms. Hence, it is of utmost importance for
a person to ensure an eye examination is conducted at least
twice a year to eliminate or proactively avoid disease
complications. Considering the disease’s severity, diabetic
retinopathy is categorized, namely, as one that has a low
severity and is recognized at an early stage. On the other
hand, PDR is of a higher severity level, being detected at an
advanced stage [2].

Various techniques are implemented for the diagnosis of
DR at an early stage, and machine learning has pre-
dominantly contributed to the same. A subset of artificial
intelligence is a machine learning technique implemented to
improve the learning experience without human in-
tervention. Deep learning is also a technique that is pre-
dominantly used in various types of disease prediction. It is
a part of artificial intelligence and machine learning, which
contribute to numerous developments in areas such as
computer vision techniques, image coloring, image cap-
tioning, medical image analysis, drug discovery, neural
networks, and even fraud detection systems. In deep
learning, large datasets are used on which feature extraction
techniques are implemented to identify the most significant
attributes, and then various data mining algorithms are
implemented to perform data analysis and predictions.
These techniques work towards achieving optimized, ac-
curate predictive outcomes without human intervention,
and hence, disease predictions become trivial at early stages
saving the lives of millions of patients. The following Figure 1
shows the relationship between deep learning, machine
learning, and artificial intelligence.

1.1. Global Statistics on Diabetic Retinopathy. The American
Diabetes Association Position (ADAP) has observed sig-
nificant improvement in diabetic retinopathy detection and
treatment due to the prevalent use of optical coherence
tomography and intraretinal pathology. These results enable
the evaluation of the thickness of retinal fundus images and
generate results about microvascular lesions with enhanced
accuracy [3]. The statistical report also validates the fact that
diabetic retinopathy is a major public health concern in
today’s society. The prevalence of diabetes mellitus (DM)
since 1980 men’s rates have risen by 110 percent, while
women’s rates have risen by 58 percent, which will further
increase by 9 and 7.9 percent globally in 2014. It is estimated
that there will be an increase of almost 422 million patients
suffering from diabetes worldwide in the next couple of
years, which might further increase to almost 629 million by
2045 [4]. Similarly, a computer-aided diagnosis system can
be used to reduce the burden on ophthalmologists for
performing regular screening procedures. Also, various
feature extraction methods, classification techniques, and
different algorithms are implemented for the early diagnosis
of DR [5].

2. Related Works

There exists some of the significant studies which are
reviewed in the following sections.
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FIGURE 1: Relationship between the AI, ML, and DL.

2.1. Review of CNN-Based Techniques. CNN is one of the
deep learning models which is mainly concentrated on
image classification and object identification techniques. The
study [6] highlighted that deep learning approaches have
a significant impact on the automated detection of diabetic
retinopathy in comparison to traditional detection methods
as it yielded better accuracy, specificity, and sensitivity. The
study examined PDR and NPDR in terms of low, medium,
and high levels using the Messidor-2 data source consti-
tuting fundus photographs. The IDX-DR X2.1 software was
used for implementing CNN (convolutional neural net-
work)-based detection techniques so that microvascular
diseases could be easily identified. The authors [7] explained
the various severity levels of DR emphasizing DME (diabetic
macular edema). A DCNN (deep convolutional neural
network) technique was implemented with a clinical scaling
system to classify the different stages in disease identification
methods when applied to the Digi fundus image dataset
from Finland. The grading aspects of retinal images were
explored and a measure of the disease’s seriousness was
identified with sensitivity, specificity, and AUC (area under
the curve). The study [8] implemented a hybrid-deep
learning method for easy recognition of DR with fundus
pictures using the EyePACS dataset from the Kaggle re-
pository. Also, linear-SVM techniques based on convolu-
tional neural networks were used to classify the images,
which led to enhanced performance.

The authors in [9] presented a deep learning framework
that implemented a CNN model consisting of three different
layers to identify the different retinal layers that helped to
predict diseases such as DR, drusen, CNV (choroidal neo-
vascularization), and DME. Various preprocessing tech-
niques were applied to get enhanced image quality, and
optimization techniques were further implemented to
remove unnecessary noise from OCT (optical coherence
tomography) images, ensuring that accurate results are
generated. The authors in [10] mentioned diabetic reti-
nopathy as being one of the most challenging issues. To
detect the level of severity, deep visual features are extracted
from the images that are D-color-SIFT (color dense in scale-
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invariant), and the GLOH (gradient location-orientation
histogram technique) was implemented. The selected fea-
tures from the three image datasets, namely, DIRETDB1 and
MESSIDOR-2, are fed into the semisupervised multilayer
method. The results are validated using the AUC, sensitivity,
and specificity metrics. Similarly, the study [11] presented
ultrawide-field fundus photographs that provided detailed
imaging of the surface of the retina. The study helped to
automatically detect diabetic retinopathy using deep
learning algorithms such as the ResNet-34 architecture,
consisting of 34 layers that enabled classification. Also, the
image segmentation method ETDRS-7SF (early treatment of
diabetic retinopathy study-7 standard field) was proposed to
achieve enhanced results when validating the output using
various metrics. The authors of [12] proposed a pretrained
image classification technique using CNN models, namely,
AlexNet, VGG-16, and SqueezeNet, for classifying diabetic
retinopathy images. The customized 5-layer CNN model was
a fully connected neural network classifier, which helped in
the easy training of the image datasets, and the ReLU ac-
tivation function was used to achieve better performance.
The existing contributions to various diabetic retinopathy
datasets with deep learning approaches are shown in Table 1.

2.2. Review of DCNN-Based Techniques. The study in [13]
highlighted that a convolutional neural network is a major
contributor to image prediction. The study proposed
a multistage transfer learning approach for various labeling
when applied to relevant datasets. Moreover, an automatic
identification of diabetic retinopathy using fundus photo-
graphs generated Chen’s quadratic kappa score, sensitivity,
and specificity. The study in [14] focused on the analysis of
microaneurysms at the early stages of DR and DME (diabetic
macular edema) identification. A DCNN (deep convolu-
tional neural network) model with a lesion detection al-
gorithm was applied to fundus images. A semantic
segmentation method categorized the pictures where oph-
thalmologists could easily detect the severity levels of pro-
liferative and nonproliferative diabetic retinopathy, ensuring
enhanced accuracy and efficiency. The authors in [15]
aligned with the similar facts that diabetic retinopathy could
be identified using deep learning approaches and they can
predict various risk factors in patients. As part of the study,
the authors proposed a one-field and three-fieldinception-
V3 architecture wherein validation was performed consid-
ering data from one eye selected randomly from patient data
of two datasets. Finally, an internal validation dataset and an
external validation dataset of 3678 and 2345 eyes, re-
spectively, were generated. The model’s results were checked
with AUC, which produced better results than traditional
systems. In [16], the authors presented an entropy-based
enhancement technique for refining the features of the
images on the imbalanced dataset. This method resulted
from an enhanced classification using a hybrid neural
network and low computational cost. The deep visual fea-
tures of DR images are enhanced using graph convolutional
networks (GCNs) in association with relation-
awarechannel-spatial attention (RACSA). In addition,

amodified deer hunting optimization algorithm is employed
for extracting optimal features for enhanced classification
accuracy [17].

2.3. Review of Deep Learning-Based Diabetic Retinopathy
Screening in Various Areas. The initial survey is conducted
highlighting that most deep learning applications use image
processing techniques for DR recognition. The number of
individuals affected by the disease is expected to grow
rapidly in the next 22years, especially in developing
countries. The WHAGAP (World Health Assembly Global
Action Plan) has been intended to diminish this ever-
increasing number since its inception in 1990 and is still
ongoing. The objective is to identify and report all vision-
threatening problems and find ways to eliminate them. The
only way to reduce the occurrence of the disease is to initiate
early and frequent screening of the disease at an early stage
among diabetic patients. The traditional techniques fail to
serve the purpose, and ophthalmologists remain unable to
detect the severity level. The use of machine learning detects
the disease at varying severity levels, reduces the com-
plexities involved in traditional detection systems, and thus
helps to save the lives of potential patients having a higher
chance of getting affected by the disease [18, 19]. The
comparison between the normal eye and the diabetic
retinopathy-affected eye is specified in Figure 2.

The present study highlights various information per-
tinent to different deep-learning approaches utilized for the
screening of diabetic retinopathy on both publicly available
and real-time datasets. The unique offerings of studies are
the following:

(i) The basic information was relevant to the diabetic
retinopathy disease, its types, the cause, and its
presence globally which kindles the need to review
the different techniques involved in it

(ii) The various imaging techniques and implementa-
tions of deep learning procedures for diabetic ret-
inopathy screening are explored

(iii) Recent studies and real-life examples of how image
processing can be used to help people with diabetic
retinopathy are discussed in detail

(iv) Various datasets are identified, contemporary DL
techniques are reviewed, and associated challenges
are highlighted acting as scope for future study in
this area

2.4. Organization of the Study. The information can be or-
ganized for this study as follows: Section 2 represents
a detailed review of studies conducted relevant to deep
learning implementations on diabetic retinopathy. Section 3
represents the background study on diabetic retinopathy
emphasizing on deep learning procedures for medical im-
aging techniques. Section 4 provides an exhaustive review of
the medical imaging procedures utilizing deep learning
approaches for the screening of diabetic retinopathy. Section
5 highlights DR case studies conducted in diversified
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FIGURE 2: Existence of diabetic retinopathy. Source: https://www.kaggle.com/datasets/sovitrath/diabetic-retinopathy.

locations. Section 6 consolidates various issues and chal-
lenges associated with deep learning implementations for
DR. Finally, the conclusions and future directions of re-
search are discussed in Section 7.

3. Background Study

3.1. Diabetic Retinopathy and Related DL/ML Techniques.
DR is an eye retinal disease that is one of the most common
chronic diseases all over the world. It usually appears when
the person has had diabetes for a long period, which the
disease may cause. The major issue is that the disease does
not reveal diabetic retinopathy’s early signs and symptoms.
The disease was classified as low, medium, or rigorous to
determine its severity. Numerous researchers have worked
to prevent this type of disease complication using various
machine learning and deep learning techniques. Deep
learning applications incorporating medical imaging tech-
niques have been spotlighted due to their ability to generate
effective results. These techniques help in the classification
and prediction of diseases without much effort. Also, the
CNN architecture enables achieving optimized and en-
hanced quality outcomes in comparison to traditional dis-
ease prediction techniques. According to the authors of [20],
DR is one of the most complicated diseases that results in
vision problems all over the world. Also, this study con-
centrated on image quality improvement using a contrast-
constrained adaptive histogram equalization model for
image segmentation. The image was optimized using
a Bayesian optimization technique, and the hyperparameter
tuning inception-v4 model improved the evaluation results.
Some of the applications of deep learning in various dis-
ciplines are specified in Figure 3.

The authors [21] study explained an image classification
approach using CLAHE (contrast limited adaptive histo-
gram equalization) and HE (Histogram Equalization)
techniques. The study implemented the image screening
method using CNN on the MESSIDOR dataset. In [22], the
study employed the easy identification of retinal disease
using deep learning methods. The image preprocessing
procedures reduced the image’s dimensions using principal
component analysis (PCA) and also eliminated noisy data to
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FIGURE 3: Deep learning applications in various sectors.

produce better results. The fire-fly algorithm and standard
scalar strategies were used to normalize the data in the study.
The study in [23] proposed a Siamese-like structure with
a binocular network on CNN for taking fundus images of the
left and right eyes. Those features adapt the transfer learning
method for classification and prediction. The study com-
puted the quadratic kappa score as one of the metrics to find
accuracy and similarity between histogram matrix pre-
diction and actual images. The study in [24] proposed
a convolutional neural network with novel AlexNet, VggNet,
GoogleNet, and ResNet models for image classification to
automatically recognize a set of fundus images. To enhance
the performance of image datasets, hyperparameters and
transfer learning techniques are considered. Data stan-
dardization and data argumentation methods were imple-
mented to improve the quality of images.

The advancement in CNN architecture addressed the
CNN pooling layer’s low accuracy issue when specifying
image view characteristics. Matrix multiplication, dynamic
routing, and squashing functions are shown in CapsNet
architecture features on the MESSIDOR dataset for en-
hanced results [25]. In [26], the study proposed three dif-
ferent neural network models and preprocessing techniques
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to describe how to classify diabetic retinopathy fundus
images. The Fuzzy C-means algorithm trains fundus images
without sacrificing image quality and the labels cannot be
modified. The authors in [27] focused on retinal image le-
sions to identify the severity level of the illness. The study
explained a lesion localization model and a patch-based
technique on a deep neural network for various layers of
patches applied, wherein the localization of the red lesions
was conducted. The results revealed improvement in AUC
level, sensitivity, and specificity metrics. The authors in [28]
employed a convolutional neural network-based system that
works on an entropy image of a green component for
classification. Along with that, the grayscale unsharp-
masking (UM) technique of image extraction used grey-
scale images to improve the performance. In [29], the au-
thors proposed a bag of words model for detecting the level
of severity in diabetic retinopathy images on the basic ap-
plications of support vector machine and random forest.
Various preprocessing methods were included as multiclass
classifiers were used to classify various severity levels of the
disease. The authors in [30] developed a novel automated-
feature approach that worked on a large collection of fundus
image datasets. The proposed approach helped in the easy
identification of diabetic retinopathy using a computer-
aided model integrated with a visual heat map. The study
in [31] proposed a new dataset named DDR that was used for
fundus image collection. Those images for lesion recognition
and segmentation at each level recognized the four stages of
lesion detection annotations. The study in [32] presented
a deep learning interpretable classifier to organize retinal
images into various levels concerning the condition. In this
approach, a distribution score was obtained in the last layer
of image pixel classification, and the pixelwise score prop-
agation model identified the image visual maps.

The DNN (deep neural network) concentrates on a lay-
ered approach for feature extraction methods to compute
implicit results. Similarly [33], the authors surveyed different
computer vision-related approaches for classification, pre-
processing, and feature extraction methods recognizing the
irregularities in retinal blood vessels. The study in [34]
presented the training and test datasets, and DCNN worked
to classify fundus photographs. These outcomes indicated DR
and the presence of DME (diabetic macular edema). The
authors in [35] proposed to find the severity level of the
disease using fundus image classification techniques and an
image normalization approach to detect the size and shape of
the images. On the basis of the processed images, an
inception-v4 algorithm was used to enhance the quality of an
image. The study in [36] proposed machine learning algo-
rithms such as SVM, KNN (K-nearest neighbor), and bagged
trees applied to diabetic patients’ physical health records to
easily identify diabetic retinopathy. The model generated
a superior level of accuracy using the bagged trees prediction
method. The authors in [37] proposed a collective intelligence
approach (human + eye) for enhanced results in comparison
to the traditional artificial intelligence techniques to find the
various categories of diabetic retinopathy. The proposed
method used EfficientNetB3, EfficientNetB4, and Effi-
cientNetB5 to improve the accuracy of images that had

already been trained. This approach restricts a smaller
training dataset due to the variance and amount of data
distribution. The study in [38] presented a preprocessing
approach and a contrast-limited histogram method to refine
the images on a dataset and resulting in high-quality images.
A multiclass classifier transfer learning method trained with
GoogleNet architecture was used to extract the image features
to generate efficient results. The study in [39] proposed au-
tomatic diagnosis approaches implemented on retinal images
to identify the severity of the disease. In this proposed ma-
chine learning algorithm, the inception network architecture
is trained and tested on the EYEPACS dataset for classifying
the fundus images. These approaches yielded enhanced ac-
curacy results in comparison to the traditional approaches.
These deep learning and machine learning models also help to
detect and prevent various health-related issues, for example,
mental disabilities in humans [40]. The CNN model in [41] is
used to identify the patient’s condition based on image
emotion exposure. Moreover, deep learning methods were
used to process biomedical signal information. The prognosis
of dermatological diseases and related CNN implementations
are discussed in [42]. A summary of the various studies
reviewed and discussed in this section is presented in Table 2.

3.2. Performance Evaluation of the Reviewed DL/ML
Implementations. The various DL/ML techniques used in
DR diagnosis are critically reviewed. Each of the imple-
mentations were evaluated using commonly used metrics
such as accuracy, specificity, sensitivity, precision, recall, and
ROC. This section presents a comparative analysis of the
performance of these techniques as published in the
reviewed study. The section also identifies the limitations of
each of the implementations which enable researchers to
understand the associated challenges thereby providing
ideas for model optimization. The consolidated parametric
evaluation for performance analysis is presented in Table 3.

4. Significance of Deep Learning Applications
Using Medical Imaging Techniques

Applications of deep learning have had a significant impact
[43] on medical image analysis over the past few years. These
applications have helped ophthalmologists easily detect
various eye diseases and identify the severity levels of patient
conditions relevant to the disease. The significant applica-
tions of deep learning for medical image processing are
specified in Figure 4. The study in [44] stated that multiple
people were identified as suffering from any eye disease at its
initial stages by the ophthalmologists using various types of
classification rules and prediction techniques to generate the
best results. The study in [45], explained that the layered
approach of CNN helped to improve the accuracy of pre-
dictions concerned with fundus photographs.

The authors in [46], addressed a convolutional neural
network model, which was implemented as an effective way
to classify and predict the images in different layers leading
to optimized performance. It provided real-time classifica-
tion techniques to employ deep network features to achieve



Journal of Healthcare Engineering

bopnput uotspa1d 1omiau uondoour -doo aseje oL
jou st wAysAs sisoudord ofewnr pajewony  pue “Aoeindoe ‘Ayoyads AARISULS oM B f+ NNO-o2a 1STEP SOV [6€]
$9SBISIP IOUIW JO UOISN[IX Aoeinod yoroidde -I0pISSd
tp rouury SPXH v Surures] 1oysuen} + NND pue poyiow JHVTD [-OPISSSIN (€]
Aouatoyys panpar Aoeinooe pue a100s edde INIUID Uk SI9)[J UeISSne aseje AL
01 Surpeay joseIRp pPIdUR[RQ JO UOISN[OXY P ! 1PNIUIDH p Y Uelssnes 19sBIBp SOV JIAY [£€]
2I9PISUOD JOU dIe sjasejep 1agre £oemod uojssaigas Ul
PPt } 1seep 1 v Teaur] pue (sisd[eue Juauodwod edpunid) yDJ  [enuad ur syuened woIj pajoddod e [9¢]
sjosejep
PapN[OUT JOU 31 SUTEWIOP JAYI0 WOIJ Ble(] [e2a1 pue ‘uorsard £oemdsoy unyurodye A -uondaour yim ppowr NNO dooq  eyyydo-g pue ‘MATATI ‘TIVILS TATIA [S¢]
YOAISSIN ‘TdA.LTIVIA ‘TIV.LS
JURWILOIIAUD [eIU U} vongjuduid(dur Aypyoads pue Ayanisuss ySt apowr paseq- -daa asejep [-IOPISSI]A pue - o4
Ppow jo Kmqmssod gy sopnpx IoYIads pue ANARISUSS YSTH [spowr paseq-NNO-d9aq Joseiep [-10PISSSN PU® 1-SOVJRAd  [¥€]
SIUDWAOURYUD ddueurroyrad J0§ uonu3oa1 UOISI[ J0J poyour sseren aSet
popnyoul Jou a1 Spoyou (T Isnqol pugAy  doueurroyrad Lyoymads pue L1anisusg uonejuawdas afewn + UOTIORIIXD 2INJLI,] sTep PHANA B HYV.LS (e€]
papnpur uonugoda1 UOISI[ 10§
jou ST $s9001d UONEOYNUAPT 21008 [9XId  2oueurtojrad Lyoygoads pue AAnISuLg 1opow Surueap daap uonesedoxd 21035 1oserep Axopsodar afiFeyy [ee]
paIapIsuod
‘ . UONROYIIUAPI UOISI[ Jo 2d4) yoes . . .
jou aye sjasejep oSewur 1o81e] Jo asn TedNLId TZT-19NPSUS( pue 19N2[300D) ‘§T-1ONSY
I0J SOLIOUWI (UOIUN ISA0 UOIDISIINUIL) ; jaserep yada [1€]
axe saanoadsiod snotrea woiy suorsay aewr 9T-19NDD A-swyjLioS[e yromiau [einau dooq
No1 pue (Jv) uorsaxd aferoay
SNpuny Jo UOKLIUSWSS pue UONdIJ
saoueLIeA A[dnnur YIIM josejep I10j . . UOT)ORIIXD i
A)1ATISUSS PaseaIdUT pue JUIUNSUOI-dWI], onv pue Aipypads “funisuds ainyedy doop 10§ wyLIod[e usALIp-eIeq saseqerep eupydo-g pue THOAISSAN  [0€]
pajusuradut Aoemooy sanbruyoe) 15910, WoOpUERI pue JNAS o133ey] woiy uaye) saSewt 0pz sey Jasereq [6¢]
JOU 9I€ SPOYIRW JSYISSed et SAT eUIN[Y : :
eyep aSewu pajIwIl Jo asn A[Is0d . . ) .
St ppow SuIPqe] PARPUNSIp FULISPISUOD Aoygads pue Aanisuss AoeInooy NNJ paseq-yored sadewrt ¢z1°17 Jo 1oserep 9[38ey [82]
. . poyrowr (AN) Sunysewr-dreysun (19@13avIa)
sjosejep 19818 JO UOISNPUIUON Aypypads pue ‘Aianisuss Aoemoy sressAesd safewr Adonus yum NND aseqejep Ayjedounar oneqerp plepuelg [4T]
$95IN0S
BJEP PONWI] PAIOPISUOD JUIWUOIIAUD £oemooy wnyjuode sueaw-)) Azzng o133ey ay3 woxy safewr ooz sey 1asereq [97]
Ndo ut payusuapdur jou st wayshg
1Nsded ut pauren Aoernoo 2In309)IydIe YIomau snsde aseje
jou a1 sjesejep 29ewr jo sassep ajo[duro) v UL HIOMIU IMSAED 1S8R HOAISSAN [sz]
£oemdoe [ppowr aaoidur 0) paIapIsuod Jou fypypods pue Kyapisuss hoemdoy popowr Suruny o33ey b2l
9Ie SPOYIoW UONeIYIssed dFewl J[qeLIe A o e 10joweredrodAy pue Surures] 1ojsuer) armjed]  wWoJy saSewr snpuny 9zISE YIM Jasere
juoned
SUIES WIOJJ PI)OS[[0d oIk sanjea JurssTur 21035 vddey ST SI[ISIUILLS joselep SOV Jo4T [£7]
Suravy eyep SFewn snpuny panwi| Jo 957 onerpenb pue Apywads Ayranisusg M YIOMISU JB[NOOUIq Paseq-NND
SUTRWOP SNOLIBA fyoyoads pue wryrode SSE1ED 7
ur ejep [euorsuaWIP-ySIy 10§ o[qeIms JoN  ‘AJANISUSs esar ‘uorsoard Aoermooy Aoy ynm (yDd) sisAreue jusuoduwrod redmourig 1STEP THOAISSIN [ez]
uonenyeAd adueurojrod 10j PaIopISUOd  SUBIWI-L) pUe ‘DI00S- ‘[[ed2I ‘UOIsIaId spoyjow uonezijenbs urerdosiy saSeu I aseqEle
10U 2Je $aseqejep [eSIPIW JATJRUINY “oemooe ‘Ayoyoads Aj1anisusg aandepe pajwun] pue uonezienbs werdoist t 007 Gt 9©Iep YOAISSAN (1]
papnour jou spppowr are 10308} uotsaId [opowr Sseqele
UOT)BOYISSe]d JUIIPIP Jo uonejudwadu] pue “Aoernooe Ayoyads Aranisusg ¥ A-(uondoour Guruny 1ejowrerediadAy) [T.dH qHIEP AOAISSAN [oz]
saguo[eyd yoIreasay SOLIJAW pue SIWOdINQ) poyiowr pas jasere ‘194

‘sisfreue Surdew [eorpowr ur spoyiowr Jurures] desp pue suryoeW JUBOYIUZIS SNOLIBA 7 TAV],



Journal of Healthcare Engineering

S3SBASIP IOUTW }0239p 0} AJI[Iqeu]

S)[NS2I UOIJBOYISSL]d paserq

§/ = AoeInooy Sururea] 19suen) M NND
76 = Ayanisuag
56 = Kyoynadg yoeoxdde Surures] soysuely,
16 = AoeInooy

[8¢]

[¥2]

sayoeordde Sururesy ropsuely,

payuswarduit jou st poygawr sisouord sfewn pajewoiny

€6 = UOISIAI]
18 = A)anIsusg
76 = £1oy103dg
76 = Aoenooy

9¢°0 = 2100s eddey

popew wondaour yym NND deaq

1oseIep padue[eqUN WOIJ Pajelousd are s)nsal paserg POyl JONPATIIYH

papnput jou

are synsax uo joeduur o[qrsnerd YIm sUTEWOp I9YI0 WIOIJ UOTJRUWLIOJUT
JUSUWIUOIIAUD [ed1ur]d ur uonejuawd[dwr sanifiqissod papnpoxe ura)sig

s)nsax aaoxdur o) sanbruyos) T 1SNQOI 10§ PN

S}ose)ep PAYIWI[ JO UOISN[OU]
saanjeay aSewrt payrwi| jo Sururely,

89°0=00NV

¥6=11e>Y
96 = UOISAI Ppouwr §A-uondasur yim NND doag
88 = foemooy
06 = £yoyadg
16 = Ay1anisuag

JSTREVER
I parenpead [[esax pue ‘uorspard Aoemoy
86 = LoeIOoy sueaw-)) Azzn,g
66 = Aorndoy sromiau amnsde)
$78°0 = 9100s eddey]

epowr NND doaq

SPOYoUWI UOT)EJUIWIS + UOTIOLIIXD 2INJBd]

S)[Nsa1 paserq 0) SuIped] ejep pajrwi| Jo AN[IQe[IeAy £ =Kyanisuag JI0M]U Je[noouIq Paseq-NND

pastaoxdwr aq 03 spaau Apenb aewy

SPOY}OW UOTIBIYISSE]D J[NESIaA Jo Juswko[durs paaN

78 =Aipdyadg

6 =SUBIN-D

$6=9100S [

16 = UOISAI] spoyjowr

$6 = ANAT)ISUIS uonezienba wrerdoisty sandepe pajrwr
86 = Lyoyadg
16 = AoeInooy
16 = UOISD3I
66 = A1anIsuag
86 = Qidyadg
66 = £oeInOoy

epow A uondeour Suruny 1ojourerediodApy

l6€]

[L£]

[s€]

[¥€]

[c€]

[97]
[s7]

[€7]

[12]

(4]

sayoeordde paseq-NND

SISA[EUR 2OUBULIOJIdJ

(%) so1IPIN SPOYIdIN

AL

.mw—a@wﬁ&uwa Uo1nd3)ap Y(Jd snoLrea jo to&wh wmeAﬁQO QUGNEMOMMQQ ], ¢ TdV],



Journal of Healthcare Engineering

10

Pa19pISU0D Jou dIe sjasejep 1adre
pajudwa[dwir Jou dIe SPOYIOW IOYISSe[d aFewr pasueyuy

76 = Aoeanooy
06 = £oeINO0Y

UoI18$31391 IedUI] YIIM VD d
sonbruyoa) 1s910] WopuUeI pue AS

[9€]
34]

saypeordde
paseq-Surures] suTYIRA

PapNOUI 10U ST [9pOW UONEIYNUPT 21008 [oxid aewu]

sjasejep 1adre[ jo yoe]

1505 Teuonenduwrod Y3y

1500 padueqUD 0} SUIPE3] BIep PajIWI] JO 3]

Pa2I9pISUOD JOU aIe elep [euoIsusaWIp-MmoOT

06 = Q1dyadg
16 = A1anIsuag
LT°0 = (UoTun I9A0 UOI}IISIdNUIL) NO]
88°0=(dV) uorsaid aderoay
£6°0=9AI0 DNV

86 = Lypyadg
76 = Aanisuag

76 = Lnanisuag

56 =Aioyradg

16 = AoeInooy

96 =1[e29Y

96 = UOISTIAIJ

76 = Lnanisuag

6 = fypyadg

16 = AoeInooy

poyowr uonededoxd a10og
swyIose NN

poouwr uordenxd anjedj deoq

yoeoadde paseq-ypred NN

NNQ Sutsn wLiod[e Aya1y qm vOd

[zl

[1€]

[og]

[L2]

[cT]

sayoeoidde
paseq-yromiau [emnau doog

sIsA[eue 9OURULION

(%) SoPIN

SPOYIdIN

2

‘panunuo)) ¢ F14V],



Journal of Healthcare Engineering

,

Prostate Image
Analysis

-

Fetal Localization

11

Thyroid Diagnosis

Brain Tumor
Detection

Deep Learning
° _—

T

Lung Nodule
Classification

4

|
2

Covid-19

Cancer Detection Detection

Cardiac Functioning

Diabetes Identification

FI1GURE 4: Applications of deep learning for various medical image processing.

accurate results. The study in [47] discussed medical imaging
processes that were used as an effective way to grade the
severity levels using a neural network classifier for fundus
images. A multistage classification deep neural network was
used in association with a shallow dense layer, being applied
to the diabetic retinopathy dataset that generated grading of
the disease with enhanced accuracy. The study also imple-
mented a graded equalization method to improve the ef-
fectiveness and transparency of the pictures for
microaneurysm detection.

4.1. Classification Techniques. In image processing, the
fundus images are classified using a CAD (computer-aided
diagnosis) system by implementing various imaging tech-
niques to achieve early diagnosis and clarity regarding pa-
tient health conditions. The previous studies explain several
preprocessing procedures for DR-related images and classify
the presence of DR in a patient. Studies have implemented
various classifiers incorporating CNN layers to predict the
disease. Also, multicast lesion detection procedures and
modified-CNN applications are implemented on fundus
images to classify normal PDR and severe NPDR, thereby
generating a PDR histogram, threshold edge values, accu-
racy, and specificity [48, 49]. The authors in [50] used an
automatic screening tool for reducing manual interruption
and ensuring the diagnosis of the disease in a shorter time
frame. These screening methods are implemented in dif-
ferent datasets to classify and detect the DR grade levels
thereby implementing different levels of image-enhancing
rules such as normalization and extension of the quality of
lesions. These lesions can be classified using image-level
descriptors to monitor the patient’s condition and grade

the level of severity [51]. The study in [52] surveyed various
traditional works that were performed using several
screening methods for early detection of DR. These
screening methods are used for image cropping, rotating,
and resizing aspects to find mild variations in retinal vessels
that generate optimized outcomes.

Additional approaches for evaluating DR levels at the
initial stage include using the visual graphic (VG) method
for the classification of images and then the performance is
calculated using error-correcting output codes (ECOC)
classifier [53]. The study in [54, 55], explained the use of
pretrained CNN models with a transfer learning approach
for the refinement of images. These models classify images
using a support vector machine (SVM) considering publicly
available databases. DR detections and lesions identification
problems can also be resolved using deep MIL (multiple
instance learning) wherein handling of the improper DR
lesions is performed using a well-trained framework to
achieve enhanced quality The earliest sign of retina disease
include the identification of exudates, namely, soft and hard
exudates. These exudates were identified in terms of yellow
color cotton wool spots using morphological methods in-
volving multiple numbers used for the filtering of the retina
lesions. The authors in [56, 57] proposed a training method
that efficiently identified the existence of exudates using
CNN-based framework. Various studies show how nor-
malizing pixel values for training and testing images can be
performed with the help of image-enhancing techniques. In
[58], the authors proposed a multilayer deep CNN and SVM
classifier method that performed DR segmentation and
detection. These retinal images were preprocessed using the
gaussian filtering method. This method also explained about
ways to find the age-related retinal abnormalities along with



12

DR classification. The authors in [59] presented an optical
coherence tomography (OCT) approach using 3D-Markov
Gibbs random field (MGRF) for extracting higher-order
image features. These image features are applied to each
layer of the artificial neural network (ANN) classifier to
detect DR disease more accurately.

4.2. Detection Techniques. Detection means identifying an
object or specific part of important data in images. This
mechanism mainly worked on the medical imaging process,
identifying the defects, and security of the surveillance
system. These approaches are bound with computer vision
techniques that computed the human vision system com-
plications. In this scenario, artificial intelligence techniques
computed enhanced results in image recognition. When it
comes to multiimage recognition methods, machine
learning and deep learning mechanisms are effectively
performed. The study in [60] proposed the detection of
medical images using deep learning applications. This study
implemented blood vasculature method to detect the retina
blood vessels’ position in the affected area on images. These
vascular results are used by ophthalmologists to give
treatment to patients at early stages. The study in [61],
explained the SVM method to detect NPDR. The SVM
classifier estimated the disease’s severity using around 400
test images from the CHASE dataset. Apart from that,
a confusion matrix was used to evaluate the results.

Another study in [62] developed a hybrid machine learning
method as a detection tool to identify if a patient has reti-
nopathy or not using retinal images. This technique used
multiple instances of learning strategies and feature extraction
techniques for the results generated. The study in [63], sur-
veyed the results of numerous studies on diabetic retinopathy
disease detection and classification issues. It also reviewed
microaneurysms, exudates, hemorrhages, and optic disc dis-
orders and their prognosis details. These were used to create
awareness on potential future research studies. The authors in
[64] developed a DTL (deep transfer learning) approach to
detect the various layers of CNN architecture using the
inception-v3 algorithm. These methods divided the network
into depths and widths to reduce noisy data for enhanced
computation results such as sensitivity and specificity.

The study in [65], proposed an image processing method
instead of using lesion segmentation and implemented an
image classification method. These approaches helped to
identify the retinal lesion patches and classified viable retinal
vascular along with encoding the texture of the image with
local binary patterns. The study in [66] demonstrated an
image recognition system for the neurovascular retinal
detection method that used a matching filter and a fuzzy
entropy-based technique. This technique employs a gaussian
filter to precisely recognize small retinal blood vessels in
datasets such as MESSIDOR and DRIVE with precise
measurements. The study in [67] proposed toboggan seg-
mentation and the multiagent process that worked on the
two-sided segmentation of damaged retinal vessels. These
were assessed to enhance the quality of the image using
filters such as the gaussian and modified kirsch. The authors

Journal of Healthcare Engineering

in [68] explained retinal images based on color character-
istics extraction with an ensemble machine learning ap-
proach. In this approach, the image analysis, image
cropping, resizing, and removal of irrelevant image data
were performed using the data source available from the
Kaggle repository. Finally, the improved classification
metrics were achieved under the ROC curve. The study in
[69] presented a novel transfer learning approach for
detecting the exudates in retinal images using ResNet-50,
inception-v3, and VGG- 19 techniques. These were trained
using a CNN model that had already been trained, and then
they were applied to one-Ophtma and DIRETDBI data
sources to get accurate classification results.

4.3. Segmentation Techniques. Segmentation is a technique
for partitioning images into subgroups or segments to re-
duce complexities in subsequent processing and analysis.
The purpose of segmentation is always to change the ori-
entation of an image so as to evaluate it more easily. Also, it
could be used to partition the image into sets of pixels, and
each pixel gives a clear contrast. This technique yields a high
degree of accuracy and enhanced results. In [70], the study
proposed a segmentation method that worked on several
tissues in the human brain, facial parts, ears, and eyes easily
segmented on the visual Chinese human head (VCH) model.
Deep learning-based techniques were used on five separate
MRI imaging datasets to identify the disease’s consequences.
It results achieved enhanced accuracy in comparison to the
manual segmentation processes. This technique had limi-
tations and is not suited to very big MRI datasets. In [71],
The study described how to predict leaf disease and segment
it for easy identification, as well as how to use color
transforms to find the affected leaf. This study used a k-
means clustering algorithm to categorize disease symptoms
and separate them as clusters at various stages. The study in
[72], proposed a new wavelet-based image segmentation
method that involves transforming input images into dif-
ferent orientations while maintaining the standard pixels
needed to detect image alterations. To state a clear repre-
sentation of the specific item, we used morphological ap-
proaches to retain specific image segment frontiers.

The authors in [73] proposed a deep-learning archi-
tecture with 2D and 3D images for cardiac function seg-
mentation. In this work, 2D modified U-Net architecture
was implemented in CNN models segmented on short-axis
MR images, resulting in enhanced performance. The authors
in [74] stated that segmentation applications play an im-
portant role in medical images and Francis’ investigation of
iris, biometric, and vein segmentation for real-world
problems. Deep learning models used encoder-decoder
architecture and pretrained classifiers such as VGG-Net,
DenseNet, and ResNet to get information that could be used
on a large scale. The study in [75] explained MRI brain
tumor images and observed a typical tissue to remove noise.
The proposed method concentrated on decreasing the noise
from a tumor cell and used image segmentation models such
as FSSN (Fernandez-Steel Skew Normal), GMM (Gaussian
Mixture Model), and Fuzzy C-means.
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4.4. Registration Techniques. Image registration is an im-
portant aspect of the imaging system because it aids in the
completion of certain tasks in medical image processing. In
feature and intensity-based classifications, image attributes
such as image alignment and different measurements are
required to acquire results from the target image. The au-
thors in [76] proposed various image registration frame-
works for enhanced outcomes based on picture longitudinal
values. This study focused on removing noisy data from
retinal vessels for enhanced outcomes using quadratic, lower
order, and elastic transformation framework models that
eliminate errors. The study in [77] proposed fluorescein
angiography (FA) and optical coherence tomography (OCT)
methods that were identified as scanning laser ophthal-
moscope images for future extraction purposes. The re-
sultant extracted features were highly successful in
generating global registration results of the complex blood
vessel networks pertinent to retinal images. Also, deformable
and intensity-based transformations were implemented to
improve the motion magnitude of FA and OCT images.
The study in [78] proposed a supervised multispectral
fundus image registration (MSI-R-NET) method by ana-
lyzing various levels of blood vessel structures in the retina.
It also observed the eye movement of retinal vessels for
a short period and worked on image irregularity positions.
These multispectral images were forecasted without classi-
fication and improved outcomes in the training and testing
parts. The retinal vessel complications lead to complete
vision loss in adults. The authors in [79] presented a novel
volume of interest (VOI) for various levels of OT image
registration, which offered superior results in B-spline
transformations, utilizing a stochastic gradient descent
optimizer. Also, it used the Jacobian determinant trans-
formations expansion on retinal vessels and monitored
precise values. The study in [80] mentioned the fact that
complete image rotations, intensity, and scaling factors are
all key challenges in image registrations. To achieve ap-
propriate image feature augmentation, the feature descriptor
statistical properties (FiSP) models were employed to ensure
minimal scalability. The resized parameters were regulated
efficiently, and the resultant outcomes were superior in
comparison to traditional approaches. The authors in [81]
focused on enhancing the accuracy of retinal images using
the SIFT (scale-invariant feature transform) registration
method. This method helped in depicting an image of
a higher pixel value without using noise data. The automatic
image scalability and image alterations were applied to the
FIRE dataset to obtain robust values to enable refined scaling
and brightness of images, ensuring enhanced performance.

5. Deep Learning Algorithms for Diabetic
Retinopathy Diagnosis: Case Studies

5.1. Use Case 1: Remote Image Analysis Was Used to Diagnose
Diabetic Retinopathy in Mexican Patients. The problem of
diabetic retinopathy occurs in young- and middle-aged
people. The study in [82] suggested the development of
an assistive index framework for identifying diseases that are
unlikely to be controlled. This study responded to the
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immediate demand for Al-based DL methods combined
with radiographic imaging technology in Mexico to ensure
the rapid expansion of artificial intelligence (AI) methods in
diagnosis, prognosis, and the provision of quality medical
services. ARIA (automated retinal image analysis) is a basic
premise of a web-based resource platform consisting of an
image analysis module for referable and nonreferable DR
classification. The hospital administration provided high-
quality services to eye technicians to check the patient’s
condition and determine the severity of the illness. Both the
ophthalmologists’ and the ARIA system’s results were used
to determine the patient’s condition. It is an extreme en-
vironment to recognize chronic eye diseases such as glau-
coma and the DR diagnosis. It also required more
ophthalmologists to meet the extremely high standards.

5.2. Use Case 2: Andalusian Reginal Government (Spain) to
Develop an Automatic Diagnosis Diabetic Retinopathy Pre-
vention Strategy for the Early Stages. The study in [83]
addressed the Andalusian Reginal Government of the health
ministry of Spain and established an automatic diagnosis
preventive system at the beginning stage of diabetic retinopathy.
The study used supervised classification algorithms on 1058
images of 529 diabetic retinopathy patients identified by three
eye specialists. These experts were from Huelva’s Juan Ramon
Jimenez Hospital (JRJHH), Cordoba’s NASMC (North Area of
Sanitary Management), and Seville's VMUHS (Virgen de
Macarena University Hospital) who worked on ground truth
image assessments to identify the earliest pace of the disease.
The complication of diabetic retinopathy caused blindness in
4-11 percent of Spaniards. To ensure the safety of patients, the
researchers used an automatic prescreening method to detect
hemorrhages and microaneurysms. This system thus needs to
concentrate on all eye-related diseases for diabetes patients.

5.3. Use Case 3: Monitoring of Diabetic Retinopathy at the
Initial Stage in Chinese Patients-A Case Study. The authors in
[84] developed the Triglyceride-Glucose Index (TyG) to an-
alyze the diabetes results in Chinese patients. Diabetic patients
were registered in 2018 and evaluated by the endocrinology
department of a diabetic eye disease center at China Medical
University. The two ocular clinical experts on the team
classified the patient’s condition as mild, moderate, or severe.
This study concentrated on the results of the TyG index, BMI
(body mass index), and HbA1 (hemoglobin Alc) to predict
the level of diabetic retinopathy in people who have had
diabetes for a long time. These advancements will be used in
the future to enhance diabetic retinopathy prognosis and
detect other eye diseases in diabetic-assisted patients.

5.4. Use Case 4: Diabetic Retinopathy Affected Regions in
America, Chinag, and India. The authors in [85], highlighted
diabetic retinopathy to be the primary reason for blindness
in America and 99 percent of cases in India. India and
China have over 90 million patients suffering from diabetis
which could result in unprecendted number of individuals
becoming blind in the next few years unless detected early
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enough. Aravind Eyecare hospitals provide high-quality
ophthalmic care. In this study, WiLDNet (Wifi-based
Long Distance Networks) technique was used to com-
municate with patients in rural locations over the online
platform. This system ran a mobile health organization for
the people who lived in rural areas, which increased the
number of patients with favorable prognoses. In this study,
various layers of retinal vascular architecture and the
system’s overfitting of specific dimensions methods
implementations cannot be precise. To address such issues,
the organization intended to use a large fundus image
dataset to improve its performance.

5.5. Use Case 5: Computer-Assisted Screening and Detection
System in Europe Countries: A Case Study. In this study in
[86], according to the World Health Organization (WHO),
approximately 422 million people in low- and middle-
income countries suffer from diabetic retinopathy. Many
people in Europe struggle with vision impairment which can
lead to total blindness as well as eye screening programs for
diabetic patients are ineffective. During the COVID-19
pandemic, many patients were diagnosed with telemedicine
and internet connectivity to consult doctors via online media
sources. To accomplish these methods one should be in
online mode to save time which is necessary to raise the
number of persons registered to a large extent. In [87], the
authors discussed fractional-order filters for edge identifi-
cation in biomedical imaging technologies. The study
employed left-sided and right-sidedfractional-order mask
filters to fine-tune the image with whole edges detected
without noisy data and the performance evaluation of
fundus images on the STARE dataset. This process provides
complete noise-free images for disease diagnosis.

In the study in [88], the authors proposed a case study to
prevent risk factors in diabetic retinopathy in diabetic patients
at Tikur Anbessa hospital. A person suffering from diabetes
and related complications fail to maintain the required glu-
cose level in the body. On the contrary, such individuals tend
to eat healthy diet which have contrareactions of increased
blood pressure level and consequential neovascularization.
This study suggested frequent health check-ups and glucose
levels were used to identify diabetic retinopathy problems in
the early years. The study in [89], described the significant
factors for the occurrences of diabetic retinopathy in those
who had diabetes recognized in Debre Markos Referral
hospital in Northwest Ethiopia. Various patients from this
hospital maintained retinal vascular images examined using
binary and multiple logistic regression approaches. The pri-
mary aim of this study is to prevent the occurrences of this
disease and conduct a systematic review of screening methods
to maintain a healthy glycaemic level.

6. Various Issues, Challenges, and
Lessons Learned

6.1. Lessons. The processing of medical images in a deep-
learning environment ensures accurate results. In this study,
various methods stated the performance level in 2D images.
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It is still an ongoing process to be found in deep learning
previous work problems, as shown below:

(i) Most of the cases in traditional works lacked the high
resolution of quality images in larger datasets. As
aresult, creating a proper dataset that collects images
of the required quality is necessary. Those images
came from several sources, including public and
private, and are combined to yield positive results.

(ii) Improved image enhancement and contrast are
needed to detect damaged retinal vessels. Because
retinal images are small and noisy, it is difficult to
identify the disease in the early stage.

(iii) The lack of standardization in data collecting is one
of the most significant issues in medical image
analysis. It is vital to remember that as the amount
of data available grows, so does the necessity for big
datasets to ensure that deep learning models pro-
duce realistic results.

6.2. Issues and Challenges of Diabetic Retinopathy. The fol-
lowing are the challenges and concerns specific to medical
image analysis for deep learning applications in the early
screening of diabetic retinopathy:

6.2.1. Limited Real-Time Data for Training. Training a large
number of images in deep-learning applications is one of the
most challenging tasks. The activity of an image dataset with
limited images may be tough to integrate with real-time data
from other sources, such as hospitals. Also, it obtained
enhanced classification and detection accuracy when
working with larger datassets.

6.2.2. For Medical Images Collective DL Architecture. In
medical image processing, transfer learning approaches were
used to identify object detection and classification to achieve
enhanced accuracy. But there are scenarios where these
approaches failed to deliver optimal classification accuracy.
In such cases, it becomes necessary to retrain the model to
achieve enhanced accuracy.

6.2.3. The Process of Incorporating DL Applications and
Telemedicine. In rural areas, neither medical nor hospitality
resources are available to diagnose health issues, especially
eye diseases, for which there are no routine screenings. The
integration of telemedicine with cloud data sources enables
the use of AI techniques to upload images of the retina.

6.2.4. Pool-Based Data Sampling. In this article, traditional
image datasets are usually classified as either deep learning
or machine learning models. The main concern is that it uses
a large volume of records for DR classification and uses both
a large amount of processing capacity and memory.

6.2.5. Low Computational Power and Network Size. Two
major factors contributed to the deep learning model’s
overfitting needs: computational power and network size.
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An object-based screening model is identified as more
comfortable in comparison to the image-based screening
method popular in medical image processing that examines
hemorrhages and other ocular lesions.

7. Conclusion and Future Directions

7.1. Conclusion. Deep learning is regarded as an effective
technique for offering technical solutions in disease pre-
diction and classification. This study discusses various
machine and deep learning techniques for the early di-
agnosis of diabetic retinopathy. These studies were con-
ducted in various geographical locations wherein various DL
applications for medical image processing were imple-
mented in the last century. DL has been used to achieve DR
identification solutions employing medical imaging tech-
niques such as classification, detection, segmentation, and
registration. But, all these various applications of DL in-
corporating medical image processing methods require
enhancement in accuracy, performance, and reduction in
computational cost. This study presents an exhaustive review
of the various deep learning and image processing-based
techniques and relevant applications of the same in DR
detection. It also enlists the challenges identified in the
earlier studies, namely, relevant to the availability of real-
time data, computational power, network size, and various
others. Finally, the study mentions certain recommenda-
tions for future scope in research that would enable diabetic
retinopathy detection at an early stage. These research de-
tections involved facilitating effective hybridization tech-
niques and the implementation of advanced hyperparameter
tuning methods to overcome some of the prominent chal-
lenges identified in DR detection using DL techniques.

7.2. Future Directions. Deep learning algorithms have
gained immense momentum in improving diagnosis in
medical imaging systems. The traditional studies are con-
centrated on CNN models and deep-layered architectures to
detect diabetic retinopathy. Furthermore, it specifies the use
of the massive amount of data presented on image datasets,
which was combined with retinal lesions to design a robust
model for effective implementation. Due to the limited
number of publicly available datasets, DR diagnosis remains
a challenge. The recent advancements in DL have produced
promising classification results despite having difficulty
identifying the damaged lesions. For example, the study in
[90, 91] identified segmented intraretinal variations. Images
were classified according to their severity level using the
multiclass classification approach. This system performed
well on various fundus image datasets and identified the
patient’s condition. These techniques have promising po-
tential in the detection of different eye disorders, namely,
glaucoma and other intraretinal abnormalities.

Another future enhancement is identified DR at very
large image datasets such as Messidor and EyePACS. To
classify the severity level, this system completely relies on the
quality of the images that are presented easily. Those images
are retrained using the transfer learning method to detect the
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lesions easily [92]. To develop a system with minimal
configuration, overfitting and computational cost need to be
reduced.

To overcome the data argumentation issues mentioned
in [93], use of more features on the large dataset need to be
analyzed to improve accuracy. Both data preprocessing
methods and feature enhancement techniques are combined
to design a robust hybrid deep learning model for detecting
the DR classification and detection. These methods were
used to evaluate the information about different patients. It
also provides the best outcomes for DR and other eye-related
diseases in further proceedings.
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