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In this paper, we proposed and analyzed three new root-finding algorithms for solving nonlinear equations in one variable. We
derive these algorithms with the help of variational iteration technique. We discuss the convergence criteria of these newly
developed algorithms. �e dominance of the proposed algorithms is illustrated by solving several test examples and comparing
them with other well-known existing iterative methods in the literature. In the end, we present the basins of attraction using
some complex polynomials of different degrees to observe the fractal behavior and dynamical aspects of the
proposed algorithms.

1. Introduction

Most of the problems in Mathematics, Physics, and Engi-
neering sciences are linked with the solution of nonlinear
equations of the following form:

f(x) � 0, (1)

where f: X ⊂ R⟶ R is a scalar function defined on an
open connected set X.

Mostly, the roots of such equations cannot be found
directly, and therefore, we need to adopt an iterative method
for approximating the roots of such type of equations. In an
iterative method, we start the process by choosing an initial
guess x0 which is refined sequentially by means of iterations
until the approximated solution is achieved. Some of the
basic and classical methods are given in [1–9] and the
references therein.

�e most famous and well-known method for finding
roots of nonlinear equations is of the following form:

xn+1 � xn −
f xn( 􏼁

f′ xn( 􏼁
, (2)

which is quadratically convergent Newton’s method [10] for
the solution of nonlinear equations.

To improve its convergence, a large number of iteration
schemes have been proposed by means of various types of
techniques such as Adomian decomposition method, Tay-
lor’s series, perturbation method, quadrature formula, in-
terpolation, and finite difference techniques for removing
higher-order derivatives and variational iteration tech-
niques, see [10–22] and the references therein.

In this paper, we proposed three new algorithms using
variational iteration technique by considering two auxiliary
functions ϕ(x) and ψ(x). �e first one, ϕ(x), behaves like a
predictor function having convergence order q, where q≥ 1
and helps to attain iterative methods of convergence order
q + r, where r≥ 1 is the order of convergence of the second
auxiliary function ψ(x). Using variational iteration tech-
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nique, we develop some new higher order root-finding al-
gorithms with best performance and efficiency. �e varia-
tional iteration technique was introduced by Inokuti et al.
[15] in 1978. Using this technique, Noor and Shah [20, 21]
proposed some iterative methods for the solution of non-
linear equations.�e purpose of this technique was to solve a
variety of diverse problems [12–14].

Now, we apply the described technique to obtain higher-
order root-finding algorithms. New algorithms are very fast
using less number of iterations to reach the required root, free
from 3rd and higher derivatives with ninth order of con-
vergence which raises the efficiency index of these algorithms.

�e rest of the paper is divided as follows. �e new
iteration schemes are described in Section 2. In Section 3, the
convergence criteria of the proposed algorithms have been
discussed. In Section 4, various test examples have been
solved to show their performance as compared to the other
similar existing methods in the literature. �e basins of
attraction for some complex polynomials have been pre-
sented in Section 5 which shows the dynamical and fractal
behavior of the proposed algorithms. Finally, the conclusion
of the paper is given in Section 6.

2. Construction of Root-Finding Algorithms
Using Variational Iteration Technique

In this section, we construct some new root-finding algo-
rithms with the help of variational iteration technique.�ese
algorithms are multistep iterative methods which involve
predictor and corrector steps. �e proposed algorithms
possess higher order of convergence than one-step methods.
By applying variational iteration technique, we derive some
new root-finding algorithms of order q + r where q, r≥ 1 are
the orders of convergence of the auxiliary iteration functions
ϕ(x) and ψ(x). Now, consider the nonlinear equation of the
following form:

f(x) � 0. (3)

Suppose that α is the simple root and c is the initial guess
sufficiently close to α. For better understanding and to
deliver the basic idea, we suppose the approximate solution
xn of (3) such that

f xn( 􏼁≠ 0. (4)

We consider ϕ(x) and ψ(x) as two iteration functions of
order q and r, respectively. �en

xn+1 � ϕ xn( 􏼁 + μ f ψ xn( 􏼁( 􏼁g ψ xn( 􏼁( 􏼁􏼂 􏼃
t
, (5)

where t � q/r, is a recurrence relation which generates iter-
ativemethods of order q + r and g(x) is any arbitrary function
which later on is converted to g(ψ(xn)) and μ is a parameter,
called the “Lagrange’s multiplier” and can be determined from
(5) by using the optimality criteria as follows:

μ� −
ϕ′ xn( 􏼁 f ψ xn( 􏼁( 􏼁g ψ xn( 􏼁( 􏼁􏼂 􏼃

1−t

tψ′ xn( 􏼁 f′ ψ xn( 􏼁( 􏼁g ψ xn( 􏼁( 􏼁 + f ψ xn( 􏼁( 􏼁g′ ψ xn( 􏼁( 􏼁􏼂 􏼃
.

(6)

From (5) and (6), we get

xn+1 � ϕ xn( 􏼁 −
ϕ′ xn( 􏼁

tψ′ xn( 􏼁

·
f ψ xn( 􏼁( 􏼁g ψ xn( 􏼁( 􏼁

f′ ψ xn( 􏼁( 􏼁g ψ xn( 􏼁( 􏼁 + f ψ xn( 􏼁( 􏼁g′ ψ xn( 􏼁( 􏼁􏼂 􏼃
.

(7)

Now, we are going to apply (7) for constructing a general
iterative scheme for iterative methods. For this, suppose that

ψ xn( 􏼁 � yn � xn −
f xn( 􏼁

f′ xn( 􏼁
−

f
2

xn( 􏼁f″ xn( 􏼁

2f′
3

xn( 􏼁
, (8)

which is well-known Househölder’s method with cubic
convergence [7]. With the help of (7) and (8), we can write

xn+1 � ϕ xn( 􏼁 −
ϕ′ xn( 􏼁f yn( 􏼁g yn( 􏼁

tyn
′ f′ yn( 􏼁g yn( 􏼁 + f yn( 􏼁g′ yn( 􏼁􏼂 􏼃

. (9)

Let

ϕ xn( 􏼁 � zn � yn −
f yn( 􏼁

f′ yn( 􏼁
, (10)

where yn � xn − f(xn)/f′(xn) − f2(xn)f″(xn)/2f′
3
(xn),

which is the two-step iterative method having convergence
of order six. Differentiate equation (10) w.r.t “x,” we have

ϕ′ xn( 􏼁 � zn
′ �

f yn( 􏼁f″ yn( 􏼁

f′
2

yn( 􏼁
yn
′, (11)

and from Taylor’s series, we can write

f zn( 􏼁 ≈ f yn( 􏼁 + zn − yn( 􏼁f′ yn( 􏼁 +
zn − yn( 􏼁

2

2
f″ yn( 􏼁

�
f
2

yn( 􏼁f″ yn( 􏼁

2f′
2

yn( 􏼁
.

(12)

�e last expression has been obtained by putting the
value of zn − yn from (10).

From (11) and (12), we have

ϕ′ xn( 􏼁 �
2f zn( 􏼁

f yn( 􏼁
yn
′, (13)

with the help of (9), (10), and (13), we get

xn+1 � zn −
2f zn( 􏼁g yn( 􏼁

t g′ yn( 􏼁f yn( 􏼁 + g yn( 􏼁f′ yn( 􏼁􏼂 􏼃
, (14)

where t � 6/3 � 2, which is according to the above described
technique. �en, equation (14) becomes

xn+1 � zn −
f zn( 􏼁g yn( 􏼁

g′ yn( 􏼁f yn( 􏼁 + g yn( 􏼁f′ yn( 􏼁􏼂 􏼃
. (15)

Relation (15) is the main and general iterative scheme,
which we use to deduce some new root-finding algorithms
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by considering some particular cases of the auxiliary
function g, keeping in mind that it should not be zero or
small for all iterations. If g obtains zero value, then (15)
reduces to xn+1 � zn which is similar to (10) and we are
unable to derive new algorithms.

2.1. Case 1. Let g(xn) � exp(−βxn), then g′(xn) � −βg(xn).
Using these values in (15), we obtain the following
algorithm.

Algorithm 1. For a given x0, compute the approximate
solution xn+1 by the following iterative schemes:

yn � xn −
f xn( 􏼁

f′ xn( 􏼁
−

f
2

xn( 􏼁f″ xn( 􏼁

2f′
3

xn( 􏼁
, n � 0,1,2, . . . ,

zn � yn −
f yn( 􏼁

f′ yn( 􏼁
,

xn+1 � zn −
f zn( 􏼁

f′ yn( 􏼁 −βf yn( 􏼁􏼂 􏼃
.

(16)

2.2. Case 2. Let g(xn) � exp(−βf(xn)), then g′
(xn) � −βf′(xn)g(xn). Using these values in (15), we obtain
the following algorithm.

Algorithm 2. For a given x0, compute the approximate
solution xn+1 by the following iterative schemes:

yn � xn −
f xn( 􏼁

f′ xn( 􏼁
−

f
2

xn( 􏼁f″ xn( 􏼁

2f′
3

xn( 􏼁
, n � 0,1,2, . . . ,

zn � yn −
f yn( 􏼁

f′ yn( 􏼁
,

xn+1 � zn −
f zn( 􏼁

f′ yn( 􏼁 −βf yn( 􏼁f′ yn( 􏼁􏼂 􏼃
.

(17)

2.3. Case 3. Let g(xn) � exp(−βx2
n), then g′

(xn) � −2βxng(xn). Using these values in (15), we obtain the
following algorithm.

Algorithm 3. For a given x0, compute the approximate
solution xn+1 by the following iterative schemes:

yn � xn −
f xn( 􏼁

f′ xn( 􏼁
−

f
2

xn( 􏼁f″ xn( 􏼁

2f′
3

xn( 􏼁
, n � 0, 1, 2, . . . ,

zn � yn −
f yn( 􏼁

f′ yn( 􏼁
,

xn+1 � zn −
f zn( 􏼁

f′ yn( 􏼁 − 2βynf yn( 􏼁􏼂 􏼃
.

(18)

To obtain best results in all above algorithms, always
choose that values of β which makes the denominator
nonzero and largest in magnitude.

3. Convergence Analysis

In this section, we discuss the convergence criteria of the
general iteration scheme described in relation (15).

Theorem 1. Assume that α ∈ I be the simple root of the
differentiable function f: I ⊂ R⟶ R on an open interval I.
If the initial guess x0 is sufficiently close to α, then the
convergence order of the main and general iteration scheme
described in relation (15) is at least nine.

Proof. To prove the convergence of the main and general
iteration scheme described in relation (15), we assume that α
is the simple root of the equation f(x) � 0 and en be the
error at nth iteration, then en � xn − α and by using Taylor
series about x � α, we have

f xn( 􏼁 � f′(α)en +
1
2!

f′(α)e
2
n +

1
3!

f
‴

(α)e
3
n

+
1
4!

f
(iv)

(α)e
4
n +

1
5!

f
(v)

(α)e
5
n +

1
6!

f
(vi)

(α)e
6
n

+ · · · + O e
10
n􏼐 􏼑,

(19)

f xn( 􏼁 � f′(α) en + c2e
2
n + c3e

3
n + c4e

4
n + c5e

5
n􏽨

+ c6e
6
n + · · · + O e

10
n􏼐 􏼑􏽩,

(20)

where

cn �
1
n!

f
(n)

(α)

f′(α)
, (21)

f′ xn( 􏼁 � f′(α) 1 + 2c2en + 3c3e
2
n + 4c4e

3
n + 5c5e

4
n + 6c6e

5
n + 7c7e

6
n + · · · + O e

10
n􏼐 􏼑􏽩,􏽨 (22)

f″ xn( 􏼁 � f′(α) 2c2 + 6c3en + 12c4e
2
n + 20c5e

3
n + 30c6e

4
n + 42c7e

5
n + 56c8e

6
n + · · · + O e

10
n􏼐 􏼑􏽨 􏽩. (23)
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With the help of (20)–(23), we get

yn � α + −c3 + 2c
2
2􏼐 􏼑e

3
n + 12c2c3 − 9c

3
2 − 3c4􏼐 􏼑e

4
n + 15c

2
3 − 63c3c

2
2 + 30c

4
2 + 24c2c4 − 6c5􏼐 􏼑e

5
n

+ 10c6 + 40c2c5 + 55c4c3 − 112c4c
2
2 − 136c2c

2
3 + 251c3c

3
2 − 88c

5
2􏼐 􏼑e

6
n + · · · + O e

10
n􏼐 􏼑,

(24)

f yn( 􏼁 � f′(α) −c3 + 2c
2
2􏼐 􏼑e

3
n + 12c2c3 − 9c

3
2 − 3c4􏼐 􏼑e

4
n + 15c

2
3 − 63c3c

2
2 + 30c

4
2 + 24c2c4 − 6c5􏼐 􏼑e

5
n􏽨

+ −10c6 + 40c2c5 + 55c4c3 − 112c4c
2
2 − 135c2c

2
3 + 247c3c

3
2 − 84c

5
2􏼐 􏼑e

6
n + · · · + O e

10
n􏼐 􏼑􏽩,

(25)

f′ yn( 􏼁 � f′(α)
1 + −2c2c3 + 4c

3
2􏼐 􏼑e

3
n + 24c3c

2
2 − 18c

4
2 − 6c2c4􏼐 􏼑e

4
n + 30c2c

2
3 − 126c3c

3
2 + 60c

5
2 + 48c4c

2
2 − 12c2c5􏼐 􏼑e

5
n

+ −20c2c6 + 80c
2
2c5 + 110c2c4c3 − 224c4c

3
2 − 284c

2
2c

2
3 + 514c3c

4
2 − 176c

6
2 + 3c

3
3􏼐 􏼑e

6
n + · · · + O e

10
n􏼐 􏼑

⎡⎢⎢⎣ ⎤⎥⎥⎦, (26)

g yn( 􏼁 � g(α) + g′(α) −c3 + 2c
2
2􏼐 􏼑e

3
n + g′(α) 12c2c3 − 9c

3
2 − 3c4􏼐 􏼑e

4
n + g′(α) 15c

2
3 − 63c3c

2
2 + 30c

4
2 + 24c2c4 − 6c5􏼐 􏼑e

5
n

+ g′(α) −10c6 + 40c2c5 + 55c4c3 − 112c4c
2
2 − 136c2c

2
3 + 251c3c

3
2 − 88c

5
2􏼐 􏼑 + 2g″(α) −

c3

2
+ c

2
2􏼒 􏼓

2
􏼢 􏼣e

6
n + · · · + O e

10
n􏼐 􏼑,

(27)

g′ yn( 􏼁 � g′(α) + g″(α) −c3 + 2c
2
2􏼐 􏼑e

3
n + g″(α) 12c2c3 − 9c

3
2 − 3c4􏼐 􏼑e

4
n + g″(α) 15c

2
3 − 63c3c

2
2 + 30c

4
2 + 24c2c4 − 6c5􏼐 􏼑e

5
n

+ g″(α) −10c6 + 40c2c5 + 55c4c3 − 112c4c
2
2 − 136c2c

2
3 + 251c3c

3
2 − 88c

5
2􏼐 􏼑 + 2g″(α) −

c3

2
+ c

2
2􏼒 􏼓

2
􏼢 􏼣e

6
n + · · · + O e

10
n􏼐 􏼑.

(28)

With the help of (24)–(26), we have

zn � α + 4c
5
2 − 4c3c

3
2 + c2c

2
3􏼐 􏼑e

6
n + · · · + O e

10
n􏼐 􏼑, (29)

f zn( 􏼁 � f′(α) 4c
5
2 − 4c3c

3
2 + c2c

2
3􏼐 􏼑e

6
n + · · · + O e

10
n􏼐 􏼑􏽨 􏽩.

(30)

Using equations (20)–(38) in general iteration scheme
(15), we get the same result as follows:

xn+1 � α +
16 c

2
2 − c3/2􏼐 􏼑

3
g(α)c2 + 1/2g′(α)􏼂 􏼃c2

g(α)
e
9
n + O e

10
n􏼐 􏼑,

(31)

which implies that

en+1 �
16 c

2
2 − c3/2􏼐 􏼑

3
g(α)c2 + 1/2g′(α)􏼂 􏼃c2

g(α)
e
9
n + O e

10
n􏼐 􏼑,

(32)

which shows that the main and general iteration scheme (15)
is of ninth order of convergence and all algorithms deduced
from it have also the same order of convergence. □

4. Numerical Results

In this section, we included some nonlinear functions to
demonstrate the performance of newly proposed algorithms
for β � 1. We compare these algorithms with the following
well-known iterative methods:

4.1. Newton’s Method (NM). For a given x0, compute the
approximate solution xn+1 by the following iterative scheme:

xn+1 � xn −
f xn( 􏼁

f′ xn( 􏼁
, (33)

which is well-knownNewton’s method [10] for finding zeros
of nonlinear functions, having quadratic order of
convergence.

4.2. Halley’s Method (HM). For a given x0, compute the
approximate solution xn+1 by the following iterative scheme:

xn+1 � xn −
2f xn( 􏼁f′ xn( 􏼁

2f
2

xn( 􏼁 − f xn( 􏼁f″ xn( 􏼁
. (34)

�is is so called Halley’s method [2] for root-finding of
nonlinear functions, which converges cubically.

4.3. Traub’s Method (TM). For a given x0, compute the
approximate solution xn+1 by the following iterative
schemes:

yn � xn −
f xn( 􏼁

f′ xn( 􏼁
,

xn+1 � yn −
f yn( 􏼁

f′ yn( 􏼁
,

(35)
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which is known as Traub’s method [10] for finding roots of
nonlinear functions and possesses fourth order of convergence.

4.4. Modified Halley’s Method (MHM). For a given x0,
compute the approximate solution xn+1 by the following
iterative schemes:

yn � xn −
f xn( 􏼁

f′ xn( 􏼁
,

xn+1 � yn −
2f xn( 􏼁f yn( 􏼁f′ yn( 􏼁

2f xn( 􏼁f′
2

yn( 􏼁 − f′
2

xn( 􏼁f yn( 􏼁 + f′ xn( 􏼁f′ yn( 􏼁f yn( 􏼁
,

(36)

which is modified Halley’s method [23] for finding the
solution of nonlinear functions, having fifth order of
convergence.

In order to make numerical comparison of the above
described methods with the newly developed algorithms, the
following test examples have been solved:

f1(x) � x
3

+ 4x
2

− 10, x0 � −0.3,

f2(x) � (x − 1)
3

− 2, x0 � 0.1,

f3(x) � (x + 2)e
x

− 1, x0 � 3.1,

f4(x) � xe
x2

− sin2 x + 3 cosx + 5, x0 � −2,

f5(x) � sin2 x − x
2

+ 1, x0 � 5,

(37)

as shown in Table 1.
Table 1 shows the numerical comparison of our developed

algorithms (for β � 1) with Newton’s method, Halley’s
method, Traub’s method, and modified Halley’s method. �e
columns represent the number of iterations N, the magnitude
|f(x)| of f(x) at the final estimate xn+1, the approximate root
xn+1, and the computational order of convergence (COC) that
can be expressed mathematically using the following formula:

COC ≈
ln xn+1 − xn( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌/ xn − xn−1( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

ln xn − xn−1( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌/ xn−1 − xn−2( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
, (38)

which was suggested by Cordero and Torregrosa in (2007)
[24].

When we look at the numerical results of Table 1, we come
to know that our proposed algorithms are showing best per-
formance as compared to the other ones. For example, in first
test examplef1 of Table 1, Algorithm 3 is the best as it took less
number of iterations among the all other compared methods
with great precision. In second, third, and fifth test examples,
Algorithm 1 performed better than the other ones. In the
fourth one, Algorithm3 looks superior to the othermethods. In
short, we can say that the proposed algorithms are best in terms
of accuracy, speed, number of iterations, and computational
order of convergence as compared to the other well-known
iterative methods. All numerical examples have been solved
using the computer program Maple 13 by taking the accuracy
ε � 10− 15 for the following stopping criteria:

xn+1 − xn

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌< ε. (39)

Table 2 shows the comparison of the number of itera-
tions required for different iterative methods with our de-
veloped algorithms (for β � 1) to approximate the root of the
given nonlinear function with the accuracy ε � 10−100. �e
columns represent the number of iterations for different
functions along with initial guess x0.

�e numerical results as shown in Table 2 again certified
the fast and best performance of the proposed algorithms in
terms of number of iterations for the above defined stopping
criteria with the given accuracy. In all test examples, the
proposed algorithms consumed less number of iterations as
compared to the other iterativemethods. All calculations have
been carried out using the computer program Maple 13.

Table 3 shows the effect of parameter on the proposed
algorithms by taking three different values of β. We applied
the proposed algorithms on different test examples and the
obtained results showing that the numeric behavior of the
proposed algorithms changes with the change of the pa-
rameter β. A major change can be seen in first test example
f1 of Table 3. Here, the Algorithm 1 took six iterations for
β � 1, thirty-two iterations for β � 0.10, and thirteen iter-
ations for β � 0.25. Similar changes can be observed from
the other examples of Table 3. By looking at the overall
results of Table 3, we can conclude that β � 1 is the best
choice of parameter for the proposed algorithms, which we
have already used in Tables 1 and 2.

5. Basins of Attraction

An attractor’s basin of attraction is the region of the phase
space, over which iterations are defined, such that any point
(any initial condition) in that region will eventually be
iterated into the attractor. Equations or systems that are
nonlinear can give rise to a richer variety of behavior than
can linear systems. �e basins of attraction describe the
dynamical aspects and characteristics of an iterative method
that is being under consideration over a large number of
examples and sets of parameter values, see [25, 26] and
references cited therein. �e basin of attraction for complex
Newton’s method was first considered and attributed by
Cayley [27]. �e aim of this section is to represent the basins
for the proposed algorithms by using graphical tools. In
order to represent the basins of attraction via different
computer programmes, we have to choose an initial rect-
angle R which contains the roots of the considered poly-
nomial. �en, for every point z0 in the region, we run an
iterative method and then color the point corresponding to
z0 which is depended upon the approximate convergence of
the truncated orbit to a root, or lack thereof. �e resolution
of the image depends upon our discretization of the rect-
angle R. For example, if we discretize R into a 2000 by 2000
grid, then the result would be a high-resolution image.

�e basins of attraction using different algorithms have
various applications in different fields such as Mathematics,
Science, Education, Art, and Design. From the Fundamental
�eorem of Algebra, any complex polynomial with complex
coefficients bn, bn−1, . . . , b1, bo􏼈 􏼉:
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p(z) � bnz
n

+ bn−1z
n−1

+ · · · + b1z + bo, (40)

or by its zeros (roots) z1, z2, . . . , zn−1, zn􏼈 􏼉:

p(z) � z − z1( 􏼁 z − z2( 􏼁 . . . z − zn( 􏼁, (41)

of degree n has exactly n roots which may be distinct or
repeated. �e polynomial’s degree illustrates the number
of basins of attraction and placing roots on the complex
plane. �e localization of basins can be controlled man-
ually. Usually, the colors of basins of attraction depend
upon the considered iterative method and the total
number of iterations required to attain the approximate
solution of some polynomials with a given accuracy. �e
detailed study of basins of attraction, its theoretical
background, and interesting applications are discussed in
[28–36].

5.1. Applications. In a numerical algorithm that is purely
based on an iterative process, we always require stopping
criteria for the whole process, i.e., a test which provides us
information that the process has converged or it is very close

Table 1: Comparison of NM, HM, TM, MHM, and Algorithms 1–3.

Method N |f(xn+1)| xn+1 COC

f1(x), x0 � −0.3
NM 54 8.127500e − 30 1.36523001341409684576080682898215825 2
HM 58 6.815871e − 25 1.36523001341409684576080687025645640 3
TM 27 8.127500e − 30 1.36523001341409684576080682898215825 4
MHM 22 2.439119e − 36 1.36523001341409684576080682898166608 5
Algorithm 1 6 7.091332e − 18 1.36523001341409684619023581318459998 9
Algorithm 2 5 6.372651e − 34 1.36523001341409684576080682898166612 9
Algorithm 3 5 4.284994e − 42 1.36523001341409684576080682898166608 9

f2(x), x0 � 0.1
NM 13 3.733284e − 27 2.25992104989487316476721060806216888 2
HM 9 6.698145e − 33 2.25992104989487316476721060727822976 3
TM 7 2.322902e − 54 2.25992104989487316476721060727822835 4
MHM 7 1.851813e − 15 2.25992104989487355362353142711262157 5
Algorithm 1 2 2.424093e − 19 2.25992104989487316481811338069301035 9
Algorithm 2 3 5.354563e − 75 2.25992104989487316476721060727822835 9
Algorithm 3 3 1.555712e − 62 2.25992104989487316476721060727822835 9

f3(x), x0 � 3.1
NM 9 4.410873e − 15 −0.44285440100238589718912232041863157 2
HM 5 3.594315e − 16 −0.44285440100238836426950684368990422 3
TM 5 8.240223e − 30 −0.44285440100238858314132799999431903 4
MHM 5 1.172300e − 56 −0.44285440100238858314132799999933682 5
Algorithm 1 3 5.050188e − 47 −0.44285440100238858314132799999933682 9
Algorithm 2 4 2.382120e − 52 −0.44285440100238858314132799999933682 9
Algorithm 3 4 1.515125e − 87 −0.44285440100238858314132799999933682 9

f4(x), x0 � −2.0
NM 8 5.538944e − 20 −1.20764782713091892701214430654168756 2
HM 4 6.330594e − 16 −1.20764782713091895818322677251719839 3
TM 4 5.538944e − 20 −1.20764782713091892701214430654168756 4
MHM 41 4.223498e − 29 −1.20764782713091892700941675835816388 5
Algorithm 1 3 1.388738e − 39 −1.20764782713091892700941675835608410 9
Algorithm 2 3 2.255420e − 25 −1.20764782713091892700941676946247375 9
Algorithm 3 2 1.733403e − 25 −1.20764782713091892700941676689190004 9

f5(x), x0 � 5.0
NM 7 1.502508e − 22 1.40449164821534122603514734244588648 2
HM 4 2.649470e − 38 1.40449164821534122603508681778686808 3
TM 4 7.125700e − 45 1.40449164821534122603508681778686808 4
MHM 3 4.868406e − 35 1.40449164821534122603508681778686810 5
Algorithm 1 2 2.062348e − 20 1.40449164821534122602677918211795854 9
Algorithm 2 3 6.624520e − 76 1.40449164821534122603508681778686808 9
Algorithm 3 3 1.970835e − 56 1.40449164821534122603508681778686808 9

Table 2: Comparison of number of iterations required for different
iterative methods for ε� 10–100.

Method f1(x) f2(x) f3(x) f4(x) f5(x)

x0 � −0.3 x0 � 0.1 x0 � 3.1 x0 � −2.0 x0 � 5.0

NM 56 15 12 11 10
HM 60 11 7 6 5
TM 28 8 6 6 5
MHM 23 9 6 42 4
Algorithm 1 7 3 4 4 3
Algorithm 2 6 4 5 3 4
Algorithm 3 6 4 5 3 4
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to the solution. Such type of test is called a convergence test
having the following standard form:

zn+1 − zn

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌< ε, (42)

where zn+1 and zn are two consecutive points in the iteration
process and ε> 0 is a given accuracy. In this paper, we also use
the stopping criteria (42). Using newly developed algorithms,
we presented basins of attractions of various polynomials that
weremuch attractive, colorful, and aesthetic ones.�e different
colors of an image was based on the number of iterations
required to approximate the root with the defined accuracy ε. A
large number of such images can be generated by giving
different values to the parameter k, where k represents the
upper bound of the number of iterations.

Here, we present the basins of attractions using the
following complex polynomials of different degrees:

p1(z) � z
3

− 1, p2(z) � z
3

− 1􏼐 􏼑
2
,

p3(z) � z
4

− 1, p4(z) � z
4

− 1􏼐 􏼑
2
,

p5(z) � z
5

− 1, p6(z) � z
5

− 1􏼐 􏼑
2
.

(43)

All the figures have been generated using the computer
program Mathematica 10.0 by taking ε � 0.01,
A � [−2, 2] × [−2, 2], and k � 15, where ε shows the accu-
racy of the given root, A represents the area in which we
draw the basins of attraction, and k represents the upper
bound of the number of iterations.

Example 1. Basins of attraction using the complex poly-
nomial p1(z) for proposed algorithms.

Example 2. Basins of attraction using the complex poly-
nomial p2(z) for proposed algorithms.

Example 3. Basins of attraction using the complex poly-
nomial p3(z) for proposed algorithms.

Example 4. Basins of attraction using the complex poly-
nomial p4(z) for proposed algorithms.

Example 5. Basins of attraction using the complex poly-
nomial p5(z) for proposed algorithms.

Example 6. Basins of attraction using the complex poly-
nomial p6(z) for proposed algorithms.

In Examples 1–6, basins of attraction for the complex
polynomials of different degrees through our proposed al-
gorithms (for β � 1) have been shown.

In the first experiment, we have run all the proposed
algorithms to obtain the simple zeros of the cubic poly-
nomial p1(z). �e results of the basin of attractions are
given in Figure 1. For each distinct root of the considered
polynomial, there exists a unique color on the corre-
sponding basins of attraction, so there exists three unique
colors, namely, brown, yellow, and red that can be easily
seen from Figure 1. In the next experiment, we consider
the polynomial p2(z) which has three distinct roots with
multiplicity 2. �e basins of attraction are presented in
Figure 2. �ree unique colors corresponding to the dis-
tinct roots can be seen in Figure 2. �e repeated roots
appeared with the same colors on the basins of attraction.
In Examples 3 and 4, we ran the proposed algorithms for
the complex polynomials p3(z) and p4(z). �e results are
given in Figures 3 and 4. Both the polynomials have four
distinct roots, and the corresponding four colors can be
easily seen in Figures 3 and 4, respectively. �e later
polynomial p4(z) has all roots with multiplicity 2. �e
basins of attraction for the complex polynomials p5(z)

and p6(z) through our proposed algorithms have been

Table 3: �e effect of parameter β on the proposed algorithms.

Method
Number of iterations

For β � 1 For β � 0.10 For β � 0.25
f1(x), x0 � −0.3

Algorithm 1 6 32 13
Algorithm 2 5 5 5
Algorithm 3 5 4 5

f2(x), x0 � 0.1
Algorithm 1 2 3 3
Algorithm 2 3 2 3
Algorithm 3 3 2 2

f3(x), x0 � 3.1
Algorithm 1 3 4 3
Algorithm 2 4 4 4
Algorithm 3 4 3 3

f4(x), x0 � −2.0
Algorithm 1 3 3 3
Algorithm 2 3 3 3
Algorithm 3 2 3 3

f5(x), x0 � 5.0
Algorithm 1 2 3 3
Algorithm 2 3 3 3
Algorithm 3 3 3 2
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presented in Figures 5 and 6, respectively. �ese poly-
nomials have five distinct roots, but the zeros of the later
polynomial p6(z) are not simple and have multiplicity 2.

�e five unique colors corresponding to these roots
appeared on the basins of attraction that can be seen from
Figures 5 and 6.

(a) (b) (c)

Figure 1: Basins of attraction associated with the polynomial p1(z) for β � 1. (a) Stands for Algorithm 1, (b) for Algorithm 2, and (c) for
Algorithm 3.

(a) (b) (c)

Figure 2: Basins of attraction associated with the polynomial p2(z) for β � 1. (a) Stands for Algorithm 1, (b) for Algorithm 2, and (c) for
Algorithm 3.

(a) (b) (c)

Figure 3: Basins of attraction associated with the polynomial p3(z) for β � 1. (a) Stands for Algorithm 1, (b) for Algorithm 2, and (c) for
Algorithm 3.
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When we look at the generated images, we can read two
important characteristics. One of them is the convergence
speed of the considered algorithm, which can be depicted by

the shade of the color. �e darkness of the colors shows less
number of iterations of the considered algorithm and vice
versa. �e second one is the dynamical aspects of the

(a) (b) (c)

Figure 4: Basins of attraction associated with the polynomial p4(z) for β � 1. (a) Stands for Algorithm 1, (b) for Algorithm 2, and (c) for
Algorithm 3.

(a) (b) (c)

Figure 5: Basins of attraction associated with the polynomial p5(z) for β � 1. (a) Stands for Algorithm 1, (b) for Algorithm 2, and (c) for
Algorithm 3.

(a) (b) (c)

Figure 6: Basins of attraction associated with the polynomial p6(z) for β � 1. (a) Stands for Algorithm 1, (b) for Algorithm 2, and (c) for
Algorithm 3.
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algorithm. Low dynamics are in those specific areas which
contain small variation of colors, whereas in areas having
large variation of colors, the dynamics are high. �e black
color in images locates those places where the solution
cannot be achieved for the given number of iterations. �e
areas with the same colors in above figures indicate the same
number of iterations needed to approximate the solution
and give similar look to the contour lines on the map.

6. Concluding Remarks

Using variational iteration technique, three new root-finding
algorithms for the solution of nonlinear equations in one
variable have been established, having ninth order of con-
vergence. By using some test examples, the performance and
efficiency of the proposed algorithms have been analyzed.
Tables 1 and 2 show the best performance of the proposed
algorithms in terms of accuracy, speed, number of iterations,
and computational order of convergence as compared to
other well-known existing iterative methods. We have also
presented the basins of attraction using some complex
polynomials through newly developed algorithms which
describe the fractal behavior and dynamical aspects of the
proposed algorithms.�e variational iteration technique can
be applied to derive a broad range of new algorithms for
solving a system of nonlinear equations in one dimension.
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