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In this paper, small modification on Improved Euler’s method (Heun’s method) is proposed to improve the efficiency so as to solve
ordinary differential equations with initial condition by assuming the tangent slope as an average of the arithmetic mean and
contra-harmonic mean. In order to validate the conclusion, the stability, consistency, and accuracy of the system were evaluated
and numerical results were presented, and it was recognized that the proposed method is more stable, consistent, and accurate

with high performance.

1. Introduction

Differential equations, either ordinary derivatives or partial
derivatives, are equations which contain derivatives. An
ordinary differential equation together with initial condition
is an initial value problem (IVP) which specifies the value of
the unknown function at a given point in the domain. There
are a lot of physical problems in science and engineering
which exist in the form of differential equations and are also
commonly used in physics, chemistry, biology, and eco-
nomics [1].

To determine the solution of differential equations, there
are different analytical methods available. In certain cases,
however, analytical methods are not capable of solving such
complicated or complex differential equations. Numerical
methods are used to achieve the solution to the complicated
differential equations [2, 3]. With the help of computer
programming, numerical methods are very valuable tools for
solving complex problems very quickly.

Numerous numerical methods for solving ordinary
differential equations (ODEs) with initial value problems
(IVPs) have been developed by many researchers. Many
authors have attempted to solve initial value problems (IVP)
to obtain high accuracy rapidly by using a numerous

methods, such as Euler’s method and Heun’s method, and
some other methods. Euler’s method uses the line tangent to
the function at the beginning of the interval as an estimate of
the slope of the function over the interval. However, Heun’s
method considers the tangent lines to the solution curve at
both ends of the interval. And some of them have attempted
to enhance these precision methods, where others have
improved these methods for better accuracy, stability, and
consistency [4-7]. Some improvements have been made
from time to time in numerical methods to get better
performance according to our needs.

In this paper, Heun’s method and its modification are
applied for solving ordinary differential equation in initial
value problems. The numerical results are very encouraging.
This demonstrates improved performance and better ac-
curacy compared to other well-known methods of second
order present in the literature.

2. Methodology of Research of the
Proposed Method

Let us consider the first-order differential equation with
initial value problem (IVP):
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d

d_a)c’ = f (x, y) with initial condition y (x,) = y,. (1)
In order to solve (1), the most known and simplest

method is the explicit Euler’s (Forward Euler) method with

step length h and is given by

y£+1 = yn+hf(xn’ yn) (2)

This formula comes from approximating the derivative
¥y, at x = x,, by a forward difference.

Improved Euler’s method (Heun’s method) has a slope
which is the average of the slopes of the tangents to the
integral curve at the endpoints of the interval [x;, x;,,] given

by

y;+1 In T [ (xn’yn)+f( n+1’yn+1)] (3)
Improved Euler’s method is also known as Heun’s
method. In this method, Euler’s method is used as predictor
step and a mean slope is used as a corrector step.
In [8-10], a second stage of the second-order harmonic
mean method is given by

2

K} + K,
Vel = yn+h<ﬁ>whereK @
4

= f(xn’ yn) andK2 = f('xn+1’ yn+1)'

Now, the new proposed method assumes the slope as the
average of the arithmetic mean and second-order harmonic
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mean of the slopes of the tangents which is given by equation

(5) as
2 2
Vo1 =yn+g(K1 MRS +K2>, (5)

2 K, +K,

where K, = f(x,,y,)and K, = f (x,,, b)) = [ (x,+h,
Ynt+hf (X yn)).

3. Stability Analysis of the Proposed Method

The stability analysis of the proposed method can be ob-
tained using Dahlquist’s test problem [11]:

d
dﬁ Ay (%) = yor A e€C (6)

Heun’s method and the new proposed (improved
Heun’s) method require two evaluations of f (x, y) per step,
while Euler’s method requires only one. The local truncation
error with the improved Euler method is O (h?), rather than
O (h?) as with Euler’s method.

If K, = f(x,, y,)and K, = f(x,,,, ¥%,,), then the new
proposed (improved Heun’s) method is the average of the
artihmetic mean and the second order contra harmonic
mean which is given as

h(K, +K, K’+K2
y2+1=yn+5(1 e 2)

. 7
2 K, +K, @

In order to check the stability of the proposed method,
substitute (6) into (7), and we have

) + (A2,

)’C =y, += < +Ayn+1
ntl = Jn

+/\yn+1 >

h< VutA(y +h)Lyn)Jr
Inty

Ay)* + Ay, + hlyn)f)

Ay, +A(y, +hAy,) ®)

h (Myn +h\y,
n 2

( Ah )LhZ
1+

Ayn+)t(1+)th)2yn
2+ hA

/\h+/1h(1 +Ah)? )

4 2+hA

If we let z = hA, we have

+z(1+2)
G(Z) Ynt1 1+E Z_+Z Z( Z)
' 4 2+z
9)
—3+Z+Sz2 z# =2
T2 04 2
The stability region is
z 5,
G =3+-+-— < 10
G (2)] >t 212 (10)

Here, in Figure 1, the shaded region is the region of
unstability of the proposed method. In other words, the
proposed method is stable in the unshaded region.

4. Consistency Analysis

In order to check the consistency of the initial value problem
(IVP), the numerical formula expressed by [11], equation (1)
can be written in the form of

Yur1 :yn+h¢(xn’yn>h)’ (11)
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FiGgure 1: Stability region of the new proposed method.

and will be consistent if lim;,_,,¢(x,, y,, 1) = f(x,, ¥,.). In our case, in order to check the consistency of the
proposed method of equation (7), we have

1 K1 +K2 KT +K§ 1 f(xwyn) +f(xn+1’y£+l) [f(xn’yn)]z +[f(x”+1’y£+l)]2
¢(xn’yn’h):5< 5 +K1+K2>:§< 2 * G yn)+ (b))

From this,

(12)

(f(xn’yn) +f(xn+1>y£+1) + [f(xn’yn)]z +[f(xn+l’y£+1)]2> _ f(x .y ) (13)

hlimo ¢ (x,, Yo h) = lim !

h—02 2 f(xn’yn) +f('xn+1’ y£+l)
Therefore, the proposed method is consistent. method, assuming that everything fed into the method was
perfectly accurate.
5. Local Truncation Error The Taylor series expansion of y(x,,,) is

The local truncation error (LTE) of a numerical method is an
estimate of the error introduced in a single iteration of the

2 3

$ (o) = (5t ) = () 1y (5) + oy () + oy (x,) + O(K), (14
Y (%) = y(x,) +hf+h7 [fe+f1)] +% [fac+2f fay+ F2fyy+ 1+ fufy] +O(H). (15)

The Taylor series expansions of the slopes K, and K, of
the tangents are

K, :f(xn’yn) =/
W (16)
KZ :f(xn+l’y5+1) :f(xn+l’ yn+hf(tn’yn)) :f+h(fx+ffy)+7[fxx+2ffxy+f2fyy]



And then, the sum of arithmetic mean and contra
harmonic mean of K, and K, is given as

K, +K, Ki+K;
2 K, +K,

=2f +h(f.+ ff,)

(2 ATy 2t SRS S

Substituting (17) into the proposed equation (7), we
obtain

2

Yus =t s 2 11,45 (28 #4102 S0 2P L P

LTE = y(x,,1) — Y41 and hence LTE

s 1 1, 1 1 1 .2 1o L3
:h<_Efxx_ﬁffyy+§ffxy+gfxfy_§ffx_1ffxfy_gffy+

Therefore, the new proposed method has a local trun-
cation error of order O(h®) and hence, the order of the
proposed method is of order 2.

6. Numerical Results and Discussion

In this section, numerical solutions y, of y(x) for the
initial value problem (IVP) using Heun’s method and the
new Proposed method has been discussed in Examples
1-3, and Tables 1-6 show the numerical solutions and
errors made, while Figures 2-4 show the graphs of
the numerical solutions using Heun’s method for dif-
ferent step lengths and the exact solution. Figures 5 and 6
show the graphs of the numerical solutions using the
new proposed method, and Figures 7 and 8 show the
errors made using the new proposed method and Heun’s
method based on different h— values, and the
results are computed with the help of MATLAB software
[12].

Example 1. Solve the initial value problem (IVP)
y' = x%" % -2y; y(0) = 1 using Heun’s (improved Euler)
method and the proposed method with step sizes h = 0.1 and

h =0.05 and compare the errors.
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(17)
1
2

; (fet ffy)2> +o(1).

(fo+ ffy)z) +O(h3)].

(18)

1
f2

After comparing equations (15) and (18), the local
truncation error (LTE) is given by

B (19)

lr s fy)z) +O(h*)

Example 2. Solve y' =-2x-y;y(0)=-1 using Heun’s
(improved Euler) method and the proposed method for
h=0.1andh = 0.05.

Example 3. Solve the IVP y' = yx? —1.2y; y(0) = 1 for h =
0.5 and h = 0.25.

Solution: for Example 1, Table 1 shows results using
Heun’s method and the new proposed method with step
sizes h=0.1 and h=0.05 and the exact solution, while
Table 2 shows the error made using Heun’s method and the
new proposed method to find approximate values of the
solution of the initial value problem.

For Example 2, Table 3 shows results using Heun’s
method and the new proposed method with step sizes h =
0.1 and A = 0.05 and the exact solution, while Table 4 shows
the error made using Heun’s method and the new proposed
method to find approximate values of the solution of the
initial value problem.

For Example 3, Table 5 shows results using Heun’s
method and the new proposed method with step sizes h =
0.5 and & = 0.25 and the exact solution, while Table 6 shows
the error made using Heun’s method and the new proposed
method to find approximate values of the solution of the
initial value problem.
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TaBLE 1: Numerical solutions and exact solution for Example 1.

Heun’s method The proposed method Exact solution
X h=0.1 h=0.05 h=0. h=0.05 Exact
0.0 1.0 1.0 1.0 1.0 1.0
0.1 0.820040937 0.819050572 0.818925018 0.818788307 0.818751221
0.2 0.672734450 0.671086455 0.670549080 0.670635942 0.670588174
0.3 0.552597643 0.550543878 0.549804050 0.549977452 0.549922980
0.4 0.455160637 0.452890616 0.451998258 0.452255545 0.452204669
0.5 0.376681251 0.374335747 0.373345781 0.373668835 0.373627557
0.6 0.313970920 0.311652239 0.310601829 0.310980437 0.310952904
0.7 0.264287611 0.262067624 0.260988168 0.261433601 0.261398947
0.8 0.225267702 0.223194281 0.222112471 0.222583525 0.222570721
0.9 0.194879501 0.192981757 0.191921028 0.192427927 0.192412038
1.0 0.171388070 0.169680673 0.168661491 0.169165290 0.169169104
1 T T T T T T T T T
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—— Heun method; h = 0.1
—— Exact solution

F1GURrE 2: Numerical solution using Heun’s method and exact solution for Example 1.

09} i

0.8} i

0.7 1 i

0.6 | J

0.5} i

0.4} J

031 i

021 i

0.1 1 1 1 1 1 1 1 1 1
0 01 02 03 04 05 06 07 08 09 1

—— Proposed method; h = 0.1
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FIGURE 3: Numerical solutions using Heun’s method and exact solution for Example 2.
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—— Heun method; 7 =0.1
—— Heun method; & = 0.05
—— Proposed method; i = 0.1
—— Proposed method; h = 0.05

FIGURE 4: Numerical solutions and exact solution for Example 3.
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—— Heun method; h = 0.1
—— Heun method; & = 0.05
—— Exact solution

FIGURE 5: Numerical solution using the proposed method and exact solution for Example 1.
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FIGURE 6: Numerical solutions using the proposed method and exact solution for Example 2.
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FIGURE 7: Errors made by the stated methods for Example
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FIGURE 8: Errors made by the stated methods for Example 3.

TaBLE 2: Errors made by the stated numerical methods for Example 1.

No. of iteration

Error made during Heun’s method when

Error made during the proposed method

h=0.1 h =0.05 h=0.1 h =0.05

0 0 0 0 0

1 0.001289716 2.99351e - 004 1.73797e - 004 3.7086e - 005
2 0.002146276 4.98281e - 004 3.90940e - 005 4.7768e — 005
3 0.002674663 6.20898¢e — 004 1.18930e - 004 5.4472e - 005
4 0.002955968 6.85947e - 004 2.06411e - 004 5.0876e - 005
5 0.003053694 7.08190e — 004 2.81776e - 004 4.1278e - 005
6 0.003018016 6.99335¢ — 004 3.51075e - 004 2.7533e - 005
7 0.002888664 6.68677e — 004 4.10779e - 004 3.4654e - 005
8 0.002696981 6.23560e — 004 4.58250e - 004 1.2804e - 005
9 0.002467463 5.69719¢ - 004 4.91010e - 004 1.5889¢ - 005
10 0.002218966 5.11569¢ - 004 5.07613e - 004 3.8140e - 006
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TaBLE 3: Numerical solutions and exact solution for Example 2.

Heun’s method The proposed method Exact solution
x h=0.1 h=0.05 h=0.1 h=0.05 Exact
0.0 —~1.0000000 ~1.000000 —~1.0000000 ~1.0000000 ~1.0000000
0.1 ~0.9150000 ~0.914125 ~0.9140760 ~0.9144658 ~0.9145122
02 ~0.8570000 ~0.856392 ~0.8560341 ~0.8560892 ~0.8561922
0.3 ~0.8235250 ~0.822380 ~0.8222120 ~0.8224399 ~0.8224547
0.4 ~0.8122350 ~0.810974 ~0.8108372 ~0.8109677 ~0.8109601
0.5 ~0.82102288 ~0.819677 ~0.8191856 ~0.8195801 ~0.8195920

TaBLE 4: Errors made by the stated numerical methods for Example 2.

Stage of iteration

Error made during Heun’s method when

Error made during the proposed method
when

h=0.1 h =0.05 h=0.1 h =0.05
0 0 0 0 0
1 4.8780e — 004 3.8720e — 004 4.3620e — 004 4.64000e — 005
2 8.0780e — 004 1.9980e - 004 1.5820e — 004 1.23999¢ - 004
3 1.0703e - 003 1.3900e - 005 2.4269¢ - 004 1.47999e - 005
4 1.2749¢ - 003 1.3900e - 005 1.2280e — 004 7.60000e — 006
5 1.4308e-003 8.5000e — 005 4.0640e - 004 1.18999¢ - 005
TaBLE 5: Numerical solutions and exact solution for Example 3.

Heun’s method The proposed method Exact solution
X h=0.5 h=0.2 h=0.5 h=0.25 Exact
0.0 1 1 1 1 1
0.5 0.605 0.5838249511 0.5518037975 0.5695646193 0.5721618727
1.0 0.4405625 0.4302490203 0.3898803300 0.4173009294 0.4203503845
1.5 0.528675 0.5202891038 0.5060027000 0.5153490499 0.5091564206
2.0 1.178543625 1.2744211759 1.2075601286 1.3159147689 1.3056051721

TaBLE 6: Errors made by the stated numerical methods for Example 3.

Error made during Heun’s method when

Error made during the proposed method

Stage of iteration when

h=05 h=0.25 h=0.5 h=0.25
0 0 0 0 0
1 0.032838127300 0.01166307840 0.0203580752 0.00259725340
2 0.02021211550 0.009898635800 0.03047005450 0.00304945510
3 0.019518579400 0.01113268320 0.00315372060 0.006192629300
4 0.1270615471 0.0311839962 0.09804504350 0.01030959680

7. Conclusion

This research paper shows the possibility of constructing a new
proposed method on Heun’s method based on second-order
contra-harmonic mean to solve ordinary differential equations
(ODEs) with initial value problems (IVPs). The result of the
new proposed method has been compared with Modified Euler
method and Heun’s method (Improved Euler method). Ta-
bles 1 and 3 demonstrate the numerical solutions of Heun’s
method and the new proposed method with step lengths h =
0.1 and h = 0.05, and the results show that the new proposed
method at h =0.1 is by far better than Heun’s method at
h = 0.05. Tables 2 and 4 show the absolute errors of the nu-
merical solutions obtained under Tables 1 and 3, respectively.
Table 5 demonstrates the numerical solution of Heun’s method

and the new proposed method with step lengths & = 0.5 and
h =0.25, and Table 6 shows the absolute errors of the nu-
merical solutions obtained under Table 5.

The new proposed method has been constructed or
formed by combining the slopes K, and K, and using the
slope as the average of the arithmetic mean and contra-
harmonic mean. And also the stability and consistency have
been analyzed, and the local truncation error was computed
and found that the new proposed method is stable, con-
sistent, and second-order accurate.

Data Availability

The data used to support the finding of the study are
available within the article.
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