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A novel and efficient numerical method is developed based on interpolating scaling functions to solve 2D Fredholm integral
equations (FIE). Using the operational matrix of integral for interpolating scaling functions, FIE reduces to a set of algebraic
equations that one can obtain an approximate solution by solving this system. *e convergence analysis is investigated, and some
numerical experiments confirm the accuracy and validity of the method. To show the ability of the proposed method, we compare
it with others.

1. Introduction

In this work, we focus on developing the wavelet Galerkin
scheme for 2D Fredholm integral equations (2D-FIE), given
by

w(x, y) − 􏽚
1

0
􏽚
1

0
k(x, y, s, t)g(w(s, t))ds dt � f(x, y), (x, y) ∈ D,

(1)

where the functions k(x, y, s, t) and f(x, y) are continuous
functions on D ≔ Ω ×Ω and S with
S ≔ (x, y, s, t): x, s ∈ Ω, y, t ∈ Ω􏼈 􏼉, respectively, as pre-
scribed before. Function g is given and can be linear or
nonlinear. *e unknown w(x, y) is sought.

Most of the mathematical models for physical phe-
nomena use integral equations. Consequently, the applica-
tion of integral equations is a momentous subject within
applied mathematics. Also, this equation plays a significant
role in reformulations of other mathematical problems.
Principally, the Fredholm integral equation can be obtained
from converting boundary value problems [1]. Equation (1)
is an effective tool to model the problems that come from
electromagnetic scattering, computer graphics, and aero-
dynamics [2, 3].

Many papers studied the Fredholm integral equations
numerically. Among them, we can mention an effective

numerical method based on block-pulse functions [3]. Effati
et al. [4] utilized a neural network scheme for solving this
type of integral equation. A sparse representation based on
multiwavelets has been developed and utilized an efficient
algorithm for solving the system of FIE [5]. In [2], numerous
numerical methods are presented and investigated for
solving the numerical solution of FIE. For some related
works, we refer the readers to [6–8].

*ere are so many papers on developing and analyzing
the numerical methods for solving two-dimensional FIE. In
[9], a novel algorithm is developed to solve the problem
using the integral mean value theorem. Kazemi et al. [10]
proposed the iterative method based on quadrature formula
to solve 2D-FEI. A numerical method based on developing
the two-dimensional triangular orthogonal functions is
applied in [11]. Aziz et al. [12] used Haar wavelet method to
solve problem (1). *e principal advantage of the method is
that, unlike others, it does not apply numerical integration.
In [13], an Euler-type method is proposed to solve con-
sidering problems. Singh et al. [14] proposed a numerical
method based on Legendre scaling functions to solve the
multidimensional Fredholm integral equations. In [15], an
accurate scheme is developed for solving 2D Fredholm
integral equation by using the cosine-trigonometric func-
tions. In [16], an iterative algorithm based on sparse least-
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squares is used to solve the problem. For some related works,
we refer the readers to [17–20].

Multiwavelets are found an interesting basis for solving a
variety of equations [21–23]. Multiwavelets have some
properties of wavelets, such as orthogonality, vanishing
moments, and compact support. In contrast to the wavelets
and biorthogonal wavelets, they can have high smoothness
and high approximate order coupled with short support
[24]. Contrary to biorthogonal wavelets, multiwavelets can
have the high vanishing moments without enlarging their
support [25]. In general, the multiwavelets are a very
powerful tool for expressing a variety of operators. At the
present work, we apply the interpolating scaling functions
constructed in [6, 26].

An outline of the remaining part of the paper is as
follows. In Section 2, we devote the properties of interpo-
lating scaling functions and related projections. In Section 3,
we define the wavelet Galerkin method and investigate the
convergence analysis. In Section 4, we solve some numerical
examples to confirm the accuracy and efficiency of the
scheme and show its ability comparing with other methods.
Section 5 contains a few concluding remarks.

2. Interpolating Scaling Functions

Let J ∈ Z+ ∪ 0{ }. We consider the uniform finite dis-
cretizations Ω ≔ [0, 1] � ∪ b∈BXJ,b, where the subintervals
XJ,b ≔ [xb, xb+1] are determined by the point xb ≔ (b/(2J)),
with B ≔ 0, . . . , 2J − 1􏼈 􏼉. For k ∈R ≔ 0, 1, . . . , r − 1{ }, we
introduce the subspace Vr

J as a space of piecewise polyno-
mial bases of degree less than multiplicity parameter r that is
spanned by

V
r
J ≔ Span ϕk

j,b ≔ D2jTbϕ
k
, b ∈Bj, k ∈R􏽮 􏽯 ⊂ L

2
(Ω), r≥ 0,

(2)

where T and D are the translation and dilation operators,
respectively, and ϕk􏽮 􏽯

k∈R are the primal interpolating
scaling bases introduced by Alpert et al. [26]. Given nodes
τk􏼈 􏼉k∈R, which are the roots of Legendre polynomial of
degree r, the interpolating scaling bases are defined as

ϕk
(x) �

���
2
ωk

􏽳

Lk(2x − 1), x ∈ Ω,

0, o.w,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

where Lk(t)􏼈 􏼉k∈R are the Lagrange interpolating polyno-
mials at the point τk􏼈 􏼉k∈R and ωk􏼈 􏼉k∈R are the Gauss-Leg-
endre quadrature weights [22, 26]. *ese bases form
orthonormal bases on Ω with respect to the L2-inner
product. According to the definition of the space Vr

J, the
spaces Vr

j􏽮 􏽯
j∈Z+ ∪ 0{ }

have dimension N ≔ 2Jr and obviously
are nested

V
r
0 ⊂ V

r
1 ⊂ · · · ⊂ V

r
J ⊂ · · · ⊂ L

2
(Ω). (4)

Every function p ∈ L2(Ω) can be represented in the form

p ≈ Pr
J(p) � 􏽘

b∈BJ

􏽘
k∈R

p
k
J,bϕ

k
J,b,

(5)

wherePr
J is the orthogonal projection that maps L2(Ω) onto

the subspace Vr
J. To find the coefficients pk

J,b that are de-
termined by 〈p, ϕk

J,b〉 � 􏽒
XJ,b

f(x)ϕk
J,b(x)dx, we shall com-

pute the integrals. We apply the r-point Gauss-Legendre
quadrature by a suitable choice of the weights ωk and nodes
τk for k ∈R to avoid these integrals [5, 26] via

p
k
J,b ≈ 2

−J/2
���
ωk

2

􏽲

p 2−J τk + 1
2

+ b􏼒 􏼓􏼒 􏼓, k ∈R, b ∈BJ.

(6)

Convergence analysis of the projection Pr
J(p) is in-

vestigated for the r-times continuously differentiable
function p ∈ Cr(Ω) [26].

P
r
J(p) − p

����
����≤ 2−Jr 2

4r
r!

sup
x∈[0,1]

p
(r)

(x)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (7)

For the full proof of this approximation and further
details, we refer the readers to [6]. *us, we can conclude
thatPr

J(p) converges to p with rate of convergence O(2− Jr).
Assume that the vector function Φr

J ≔ [Φr,J,0,

. . . ,Φr,J,2J−1]
T with Φr,J,b ≔ [ϕ0

J,b, . . . , ϕr−1
J,b ] includes the

scaling functions and called multiscaling function. Ap-
proximation (5) may be rewritten using the vector P that
includes entries Pbr+k+1 ≔ pk

J,b as follows:

P
r
J(p) � P

TΦr
J, (8)

where P is an N-dimensional vector. *e building blocks of
these bases construction can be applied to approximate a
higher-dimensional function. To this end, one can introduce
the two-dimensional subspace Vr,2

J ≔ Vr
J × Vr

J ⊂ L2(Ω ×Ω)

that is spanned by

ϕk
J,bϕ

k′
J,b′ : b, b′ ∈BJ, k, k′ ∈R􏼚 􏼛. (9)

*us, by this assumption, to derive an approximation of
the function p ∈ L2(Ω ×Ω) by the projection operator Pr

J,
we get

p(s, t) ≈ Pr
J(p)(s, t) � ΦrT

J (s)PΦr
J(t), (10)

where components of the square matrix P of order N are
obtained by

Prb+(k+1),rb′+ k′+1( ) ≈ 2
−J

���
ωk

2

􏽲 ���
ωk′

2

􏽲

p 2−J 􏽢τk + b( 􏼁, 2−J 􏽢τk′ + b′( 􏼁􏼐 􏼑,

(11)

where 􏽢τk � ((τk + 1)/2). Consider the 2r-th partial deriva-
tives of p: Ω ×Ω⟶ R are continuous. Utilizing this as-
sumption, the error of this approximation can be bounded as
follows:

P
r
Jp − p

����
����≤Mmax

21−rJ

4r
r!

2 +
21−Jr

4r
r!

􏼠 􏼡, (12)

where Mmax is a constant [27, 28].
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3. Wavelet Galerkin Scheme (WGS)

For the completeness of this paper, we describe the wavelet
Galerkin scheme for two-dimensional Fredholm integral
equation (1). In the operator form, equation (1) can be
written as

(I − K)w � f, (13)

where I is the identity operator and the Fredholm operator

K(w)(x, y) ≔ 􏽚
1

0
􏽚
1

0
k(x, y, s, t)g(w(s, t))ds dt, (14)

is assumed to be compact on L2(D).
Suppose that the unique solution of (1) can be ap-

proximated as an expansion of the interpolating scaling
functions via

w(x, y) ≈ Pr
J(w)(x, y) � ΦrT

J (x)WΦr
J(y), (15)

where W is an N × N matrix whose elements must be found
and the projection operatorPr

J maps L2(D) on the subspace
Vr

J. Also, we can write the same expansion for function f.
*ese are substituted into (13), and the coefficients W are
determined by using the Galerkin method. For later use,
introduce the residual as

r
r
J ≔ I − λKr

J􏼐 􏼑w
r
J − f

r
J, (16)

where wr
J ≔ Pr

J(w), fr
J ≔ Pr

J(f), and Kr
J ≔ Pr

J(K). Due
to the Galerkin method, it is necessitous that
〈rr

J, [Φr
J]i[Φr

J]j〉 � 0, for i, j � 1: N. To derive the approx-
imate solution, we solve the system of algebraic equations

〈 I − λKr
J􏼐 􏼑w

r
J, Φr

J􏽨 􏽩
i
Φr

J􏽨 􏽩
j
〉 � 0. (17)

*is system can be linear or nonlinear and it depends on
the function g. *e critical step of this method is how to
approximate K(w). For this purpose, assume that

k(x, y, s, t)g(w(s, t)) ≔ Φr
J(s)Γ(x, y)Φr

J(t), (x, y, s, t) ∈ S,

(18)

where Γ(x, y) is an N × N matrix whose entries are obtained
by (11). Substituting (18) into (14), one can write

K(w)(x, y) ≔ 􏽚
1

0
􏽚
1

0
k(x, y, s, t)g(w(s, t))ds dt

� 􏽚
1

0
􏽚
1

0
Φr

J(s)Γ(x, y)Φr
J(t)ds dt

� IϕΦ
r
J(1)􏼐 􏼑

T
Γ(x, y) IϕΦ

r
J(1)􏼐 􏼑

� Φr
J(x)GΦr

J(y),

(19)

where G is an N × N matrix and Iϕ is the operational matrix
of integral for interpolating scaling functions introduced in
[22]. Due to this approximation, system (17) may be written
as

W − G � F, (20)

where f(x, y) ≔ ΦrT
J (x)FΦr

J.

3.1. Convergence Analysis

Theorem 1. Assume that K is a compact operator, I − K is
injective, and the sequence Kr

J: L2(S)⟶ L2(S) is point-
wise convergent to K and collectively compact.
0en, (I − Kr

J)− 1 exists and is uniformly bounded and the
solution of (13) satisfies the error estimate

w − wJ

����
����≤

I − K
r
J􏼐 􏼑

−1�����

�����

1 − εJ0
I − K

r
J􏼐 􏼑

−1�����

�����

w − P
r
Jw

����
���� + P

r
JK − P

r
JK

r
J􏼐 􏼑w

�����

�����􏼒 􏼓. (21)

Proof. Motivated by the hypothesis of the theorem, one can
conclude that

F
r
J − F􏼐 􏼑F

r
J

�����

�����⟶ 0, as J⟶∞. (22)

Using (22), for all sufficiently large J, we can write

(I − K)
−1

K
r
J − K􏼐 􏼑K

r
J

�����

�����< 1, (23)

and as a consequence of this, I − Kr
J is reversible.

Pick J≥ J0 such that

εJ0
≡ sup

J≥J0
K

r
J − P

r
JK

r
J

����
����<

1

I − K
r
J􏼐 􏼑

−1�����

�����

. (24)

Due to geometric series theorem, (I + (I − Kr
J)− 1

(Kr
J − Pr

JK
r
J))− 1 exists and is uniformly bounded, i.e.,

I + I − K
r
J􏼐 􏼑

−1
K

r
J − P

r
JK

r
J􏼐 􏼑􏼒 􏼓

−1�������

�������
≤

1

1 − εJ0
I − K

r
J􏼐 􏼑

−1�����

�����

.

(25)

*e investigation of convergence analysis is founded by
the approximation of I − Kr

J by I − Pr
JK

r
J,

I − P
r
JK

r
J � I − K

r
J􏼐 􏼑 + K

r
J − P

r
JK

r
J􏼐 􏼑

� I − K
r
J􏼐 􏼑 I + I − K

r
J􏼐 􏼑

−1
K

r
J − P

r
JK

r
J􏼐 􏼑􏼒 􏼓.

(26)

Taking norm of (26) and using (25), one can obtain

I − P
r
JK

r
J􏼐 􏼑

−1�����

�����≤
I − K

r
J􏼐 􏼑

−1�����

�����

1 − εJ0
I − K

r
J􏼐 􏼑

−1�����

�����

. (27)
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Applying the operator Pr
J to both sides of (13) and then

rearrange to get

I − P
r
JK

r
J􏼐 􏼑w � P

r
Jf + w − P

r
Jw􏼐 􏼑 + P

r
JK − P

r
JK

r
J􏼐 􏼑w.

(28)

Subtracting (28) of the original equation (13), we have

I − P
r
JK

r
J􏼐 􏼑 w − wJ􏼐 􏼑 � w − P

r
Jw􏼐 􏼑 + P

r
JK − P

r
JK

r
J􏼐 􏼑w.

(29)

Taking norm and using (27),

w − wJ

����
����≤

I − K
r
J􏼐 􏼑

−1�����

�����

1 − εJ0
I − K

r
J􏼐 􏼑

−1�����

�����

w − P
r
Jw

����
���� + P

r
JK − P

r
JK

r
J􏼐 􏼑w

�����

�����􏼒 􏼓. (30)

It is straightforward to show that
‖(Pr

JK − Pr
J

����
r

J
)w‖⟶ 0 as J⟶∞. Assume that wJ􏽮 􏽯 is a

sequence of continuous functions so that wJ⟶ w as
J⟶∞. Since the orthonormal projection Pr

J satisfies
‖Pr

J‖ � 1, we can obtain

w − P
r
Jw

����
����≤ w − wJ

����
���� + wJ − P

r
JwJ

����
���� + P

r
J w − wJ􏼐 􏼑

�����

�����

≤ 2 w − wJ

����
���� + wJ − P

r
JwJ

����
����.

(31)

*us, ∀ε> 0, there exists a number J0 so that, for any
J0 ≤ J, one can write ‖w − wJ‖≤ (ε/4). *is then implies that

u − P
r
Jw

����
����≤

ε
2

+ wJ − P
r
JwJ

����
����. (32)

*is implies that ‖w − Pr
Jw‖≤ ε, for sufficiently large

value of J and because ϵ is arbitrary, consequently,
Pr

Jw⟶ w as J⟶∞. □

4. Numerical Examples

To illustrate the accuracy and efficiency of the scheme, some
equations of form (1) solve by the proposed method. In this
section, the maximum absolute value error,

eJ � w − wJ

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, (33)

and L2-error are used to show the accuracy of the proposed
method. All numerical computations are carried out si-
multaneously using Maple and MATLAB software.

Example 1. Let us consider the following 2D linear Fred-
holm integral equation:

k(x, y, s, t) ≔
x

(8 + y)(1 + s + t)
,

f(x, y) ≔ (1 + x + y)
−2

−
x

48 + 6y
.

(34)

*e exact solution is w(x, y) � (1/(1 + x + y)2) [9, 11].
*e proposed method is compared with integral mean

value theorem [9] and 2D-TFs method [11] in Table 1. *e
results in Table 1 show that the proposed method has better
accuracy than other methods. Figure 1 shows the surfaces of
the approximate solution and the absolute error when r � 4
and J � 2. In Figure 2, we show the effect of the parameters r

and J on L2-error. It is obvious that increasing the pa-
rameters r and J reduces the error.*e order of convergence
is presented numerically for Example 1 in Table 2. As we
expected, the order of convergence must approach multi-
plicity r.

Example 2. Let us now consider the following 2D linear FIE:

k(x, y, s, t) ≔ xye
s+t

,

f(x, y) ≔ e
(−x−y)

.
(35)

*e exact solution w(x, y) � e(−x−y) − 1/2xy is given in
[9].

Table 3 illustrates a comparison among the numerical
results of the proposedmethod, integral mean value theorem
[9], and 2D-TFs method [11]. *e results show that the
proposed method is better than others. Figure 3 shows the
surfaces of the approximate solution and the absolute error
taking r � 4 and J � 2. Table 4 shows the effects of the
multiplicity parameter r and refinement level J for Example
2. *e order of convergence is presented numerically for
Example 2 in Table 5.

Example 3. Let us consider the nonlinear 2D-FIE given in
[10]:

w(x, y) �
(cos(1))

3
xy

2

36
−
cos(1)xy

2

12
+

xy
2

18
+ sin(y) − 􏽚

1

0
􏽚
1

0

xy
2
s

6
w

3
(s, t)ds dt. (36)
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Table 1: Comparison of maximum absolute value error with others for Example 1.

r
WGS [11] [9]

r � 4, J � 3 r � 3, J � 4 m � n � 32 m � n � 32
(0.2, 0.2) 1.12e − 06 6.21e − 06 9.54e − 03 2.58e − 06
(0.4, 0.4) 3.85e − 07 1.40e − 06 9.03e − 03 5.05e − 06
(0.6, 0.6) 1.44e − 07 5.83e − 07 1.55e − 04 7.39e − 06
(0.8, 0.8) 1.51e − 08 3.65e − 07 2.62e − 04 9.63e − 06

1 0.8 0.6 0.4 0.2 0.0 0.5 1
t

x

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

u 
(x

, t
)

(a)

00

0.5

1
–4

–3

–2

–1

0

1
×10–4

0.2
0.4

0.6
0.8

1

t
x

eJ

(b)

Figure 1: *e surfaces of the approximate solution and the absolute error taking r � 4 and J � 2 for Example 1.

1 1.5 2 2.5 3 3.5 4
J

–26

–24

–22

–20

–18

–16

–14

–12

–10

–8

–6

r = 2
r = 3
r = 4

lo
g 2 

(e
J)

(a)

2 2.2 2.4 2.6 2.8 3.2 3.4 3.6 3.8
r

J = 1
J = 2

J = 3
J = 4

–26

–24

–22

–20

–18

–16

–14

–12

–10

–8

–6

lo
g 2 

(e
J)

3

(b)

Figure 2: Effects of the multiplicity parameter r and refinement level J for Example 1.

Table 2: Order of convergence for Example 1.

r � 2 r � 3 r � 4
1.869939460 2.775646062 3.671674134
1.964618785 2.938599455 3.899885662
1.990323941 2.980891177 3.920293300
↓ ↓ ↓

P 2 3 4
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*e exact solution w(x, y) � sin(y) is given in [10].
In Table 6, we compare the proposed method and

quadrature formula proposed in [10]. It shows that the
proposed method is much more flexible than the method

presented in [10] and offers better accuracy using fewer
computations. Figure 4 shows the plots of the approximate
solution and the absolute error when r � 4 and J � 2.
Figure 5 shows the effects of the multiplicity parameter r and

Table 4: Effects of the multiplicity parameter r and refinement level J for Example 2.

r J � 1 J � 2 J � 3 J � 4
2 1.46e − 02 4.20e − 03 1.13e − 03 2.95e − 04
3 1.16e − 03 1.54e − 04 2.07e − 05 2.69e − 06
4 5.53e − 05 3.64e − 06 2.45e − 07 1.59e − 08

Table 5: Order of convergence for Example 2.

r � 2 r � 3 r � 4
1.797507136 2.925610000 3.925610000
1.894066555 2.885828980 3.893084796
1.937535913 2.943952690 3.950893907
↓ ↓ ↓

P 2 3 4

Table 6: Comparison of maximum absolute value errors with the proposed method in [10] for Example 3.

(0.1, 0.1) (0.3, 0.3) (0.5, 0.5) (0.7, 0.7) (0.9, 0.9)

WGM (r � 7, J � 1) 1.37e − 10 9.60e − 12 2.98e − 10 1.85e − 09 3.82e − 09
[10](n � 100) 8.18e − 10 2.21e − 08 1.02e − 07 2.81e − 07 5.97e − 07

Table 3: Comparison of maximum absolute value errors with others for Example 2.

r
WGS [11] [9]

r � 4, J � 3 m � n � 32 m � n � 32
(0.2, 0.2) 9.18e − 07 9.36e − 03 6.49e − 06
(0.4, 0.4) 2.23e − 06 1.48e − 02 2.60e − 05
(0.6, 0.6) 4.21e − 06 6.68e − 05 5.84e − 05
(0.8, 0.8) 6.56e − 06 4.58e − 03 1.04e − 05

11
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t
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eJ
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Figure 3: *e surfaces of the approximate solution and the absolute error taking r � 4 and J � 2 for Example 2.
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Figure 4: *e plots of the approximate solution and the absolute error taking r � 7 and J � 1 for Example 3.
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Figure 5: Effects of the multiplicity parameter r and refinement level J for Example 3.

Table 7: Order of convergence for Example 3.

r � 2 r � 3 r � 4
1.982151999 3.008562014 3.853755546
1.995277590 2.945610000 3.945610000
1.997535913 2.963055610 3.972803421
↓ ↓ ↓

P 2 3 4
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refinement level J for Example 3.*e order of convergence is
presented numerically for Example 3 in Table 7.

Example 4. Consider the following nonlinear 2D-FIE given
in [12, 18]:

w(x, y) − 􏽚
1

0
􏽚
1

0

x 1 − s
2

􏼐 􏼑

(y + 1) t
2

+ 1􏼐 􏼑
1 − e

− w(s,t)
􏼐 􏼑ds dt � −log 1 +

xy

y
2

+ 1
􏼠 􏼡 +

x

16(y + 1)
. (37)

*e exact solution is reported in [12] via

w(x, y) � −log 1 +
xy

y
2

+ 1
􏼠 􏼡. (38)

Table 8 illustrates a comparison among the numerical
results of the proposed method, Nystrom method [18], and
Haar wavelet method [12].*e approximate solution and the
absolute error are plotted in Figure 6 when r � 4 and J � 2.

5. Conclusion

Interpolating scaling functions are applied to obtain the
approximate solution of 2D Fredholm integral equations.
*e convergence analysis is investigated and the numerical
results are compared with existing methods. It shows that
the proposed method is much more flexible than others and
the results show that the proposed method has better ac-
curacy than other methods. To increase the accuracy, it is not
necessary to increase the degree of polynomials (unlike bases
such as Chebyshev and Legendre). By increasing the level of
refinement J, we can increase the accuracy. Also, these bases
have the interpolation property and this helps us to avoid the
direct integral for finding the coefficients and this reduces
the computational cost.
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