Nonfragile Synchronization of Semi-Markovian Jumping Neural Networks with Time Delays via Sampled-Data Control and Application to Chaotic Systems
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This study discusses the synchronization problem for delayed neural networks with semi-Markovian jumping parameters. With the support of Jensen’s inequality and Wirtinger-based integral inequality, a suitable Lyapunov–Krasovskii functional was constructed, and a synchronization criterion for the considered system was derived in the form of LMIs. In order to cope with system uncertainties, the nonfragile controller was taken into account. Also, sampled-data controller is used to improve the effectiveness of the bandwidth usage. In order to achieve the benefits of both control techniques, the nonfragile sampled-data controller was considered for synchronization of semi-Markovian jumping neural networks and to assure that the error system is asymptotically stable. At last, numerical simulations are exhibited to validate the proposed technique.

1. Introduction

Due to their effective implementation in cryptography, image analysis, associative memory, model identification, and so on, more attention has been given to different neural network (NN) models over the past centuries [1–4]. In latest years, the stability assessment of the constructed networks has appeared as a significant study subject due to the dynamic nature of these applications. In many of the engineering and neural systems, the communication transmission in a network is frequently interrupted by some exterior factors, which may direct to adverse dynamic behaviors such as oscillation and instability, and there arises time-delay. In addition to the fact that time delays in NNs are unavoidable, the literature has explored the stability assessment of delayed NNs well [5–8]. For example, synchronization problem for coupled inertial neural networks with reaction diffusion terms and time-varying delays via pinning sampled-data control has been considered in [5]. Finite time synchronization of drive response networks with discontinuous nodes and noise distribution has been analyzed in [9]. $H_{\infty}$ filtering problem for fuzzy stochastic NNs with mixed time-delays has been investigated in [10].

In the actual application, since the system’s state equation tends to have some randomness, a linear time-invariant system cannot generally describe such systems. The Markov jump system, however, can describe such dynamic systems accurately, which has led to extensive research by scholars [11, 12]. Since the jump time of a Markov chain is exponentially distributed, Markovian jumping parameters have severe limitations in applications. A semi-Markovian process is a continuous stochastic process whose sojourn
time fits a variety of probability distributions, such as the Weibull and Gaussian distributions. As a result of the relaxed conditions on the probability distributions, semi-Markovian jumping parameters are more general than Markovian jumping parameters in modelling realistic systems. Semi-MJSs have a fixed matrix of transition probabilities and a matrix of sojourn time probability density functions, while Markovian jumping systems (MJSs) have constant transition rates. This means that the transition rates in S-MJSs are time-varying. Due to these advantages, researchers paid their attention towards semi-Markovian jumping systems [13–16]. Recently, in [17], stochastic synchronization problem for semi-Markovian jumping Lure’s system with packet dropouts subject to multiple sampling periods has been discussed. In [18], network-based nonlinear semi-Markovian jump systems with randomly occurring parameter uncertainties and transmission delay have been taken into account. Event-triggered synchronization problem for semi-Markovian jumping systems [13–16]. Recently, in [17], stochastic synchronization problem for semi-Markovian jumping systems [13–16].

By the impact of the preceding facts, this manuscript discusses the synchronization problem for SMJNN with hybrid control strategy. At first, synchronization analysis has been performed to consider SMJNNs with recently introduced integral inequality techniques and proposed control strategy. Later, the synchronization criteria for SMJNNs have been explored with the nonfragile control technique. Finally, in numerical simulations, chaotic NNs are considered to verify the designed control technique.

The main contributions and features of this study are presented as follows:

(i) Distinguished from the previous works, this article aims to study the synchronization issue for SMJNNs with time delays by using nonfragile sampled-data control

(ii) Moreover, in an aim to enjoy the benefits of the nonfragile control technique and sampled-data control technique, the nonfragile sampled-data control which has the features of both control techniques has been adopted for achieving synchronization

(iii) By utilizing novel integral inequalities and designed controller, synchronization criteria have been given in the form of LMIs. The resulting LMIs are solved with the help of Matlab LMI toolbox.

(iv) Finally, numerical simulations are presented to validate the correctness of the proposed control technique

2. Problem Formulation

Let \( \{\dot{\beta}(t), t \geq 0\} \) be a discrete-state continuous-time semi-Markov process and assume the values in the finite set \( \{1, 2, \ldots, N\} \) are given by

\[
\Pr[\dot{\beta}(t+1) = j | \dot{\beta}(t) = i] = \begin{cases} \alpha_{ij}(l)l + o(l) & i \neq j \\ 1 + \alpha_{ii}(l)l + o(l) & i = j \end{cases},
\]

where \( \Delta = \alpha_{ij}(l) \) denotes the transition probability matrix, \( \lim_{l \to 0} (o(l)/l) = 0 \), and \( \alpha_{ij}(l) \geq 0 \), for \( i \neq j \), is the transition rate from mode \( i \) at time \( t \) to mode \( j \) at time \( t + l \), and \( \alpha_{ii}(l) = \sum_{j=1}^{N} \alpha_{ij}(l) \).

Consider the SMJ-delayed neural networks:

\[
\dot{x}(t) = -D(\beta(t))x(t) + A(\beta(t))f(x(t)) + B(\beta(t))f(\tilde{x}(t - \theta(t))) + J(t),
\]
where \( \xi(t) = (\xi_1(t), \xi_2(t), \ldots, \xi_n(t)) \) represents the state vector. \( f(x(t)) = (f_1(x(t)), \ldots, f_n(x(t))) \) stands for neuron activation function and \( \tau(t) \) is the time-varying delay with \( 0 \leq \varrho(t) \leq \varrho \). \( D = \text{diag}[d_1, d_2, \ldots, d_n] \) with \( d_i > 0 \). A and B are connection and delayed connection weight matrices. The external input is denoted by \( f(t) \). The slave system is described as

\[
\dot{\xi}(t) = -D(\beta(t))\xi(t) + A(\beta(t))f(\xi(t)) + B(\beta(t))f(\xi(t - \varrho(t))) + I(t) + u(t),
\]

(3)

where \( u(t) \in \mathbb{R}^n \) is the control input. By letting the error as \( \psi(t) = \zeta(t) - \xi(t) \), the error system is

\[
\dot{\psi}(t) = -D(\beta(t))\psi(t) + A(\beta(t))f(\psi(t)) + B(\beta(t))f(\psi(t - \varrho(t))) + u(t).
\]

(4)

Consider the nonfragile sampled-data control as

\[
u_i(t) = (K + \Delta K(t))\psi(t_k) = K\psi(t_k),
\]

(5)

where \( K \) is the gain matrix to be designed, and \( t_k \) denotes the sampling instant and satisfies \( 0 = t_0 < t_1 < \ldots < t_k < \ldots < \lim_{k \to \infty} t_k \). \( \Delta K(t) \) stands for the controller gain fluctuations. It takes the form

\[
\psi(t) = -D(\beta(t))\psi(t) + A(\beta(t))f(\psi(t)) + B(\beta(t))f(\psi(t - \varrho(t))) + K\psi(t - \sigma(t)).
\]

(6)

Lemma 1 (see [34]). For any two scalars \( v_2 \geq v_1 > 0 \), constant matrix \( H \in \mathbb{R}^{m \times m} \), \( H = H^T > 0 \), such that the integrations concerned are well defined:

\[
-\left(v_2 - v_1\right)\int_{t_{v_1}}^{t_{v_2}} \xi^T(s) H \xi(s)ds \leq -\left(\int_{t_{v_1}}^{t_{v_2}} \xi(s)ds\right)^T H \left(\int_{t_{v_1}}^{t_{v_2}} \xi(s)ds\right).
\]

(9)

Lemma 2 (see [35]). For any matrix \( E \in \mathbb{R}^{m \times m} \), \( E = E^T > 0 \), differentiable function \( \theta \) from \( [a, b] \to \mathbb{R}^n \), the succeeding inequality holds:

\[
\int_a^b z^T(s) E \dot{z}(s)ds \geq \frac{\theta^T[Y_1^T E Y_1 + \pi^2 Y_2^T E Y_2]}{b - a},
\]

(10)

where \( \theta = [z^T(a)z^T(b)] \int_a^b ((z^T(s))/(b - a))ds \), \( Y_1 = [1 - 10] \), and \( Y_2 = [(1/2)(1/2) - 1] \).

Lemma 3 (see [36]). Let \( S = S^T \), \( U \) and \( V \) be the real constant matrices of appropriate dimensions \( S + UF(t)V + V^T F^T(t)U^T < 0 \) for \( F \), satisfying \( F^T(t)F(t) = I \) if and only if there exists a scalar \( \epsilon > 0 \), such that \( S + \epsilon^{-1}UU^T + \epsilon V^T V < 0 \).

Assumption 1. Each activation function \( f_i(\cdot) \) is continuous and bounded and there exist constants \( F_i \) and \( F_i^+ \) such that

\[
\frac{f_i^+(k_1) - f_i(k_2)}{k_1 - k_2} \leq F_i^+, \quad i = 1, 2, \ldots, n,
\]

(11)

where \( k_1, k_2 \in R \) and \( i \neq k_2 \).

3. Nonfragile Sampled-Data Synchronization

This section derives some sufficient conditions for the synchronization of considered system (8), which can be seen through the subsequent theorem.

Theorem 1. The system (8) is asymptotically synchronized, if there exist matrices \( \Psi > 0, \Omega_1 > 0, \Omega_2 > 0, R_1 > 0, R_2 > 0, Z_1 > 0, Z_2 > 0 \) and matrices \( H, L, G \), for a given scalar \( \gamma \), such that the following LMI holds:

\[
\gamma(\delta) < 0,
\]

(12)

where
\[ Y_{1,1} = 2\mathcal{P} + \Omega_1 + \Omega_3 + r_1^2 \mathcal{R}_1 + \varphi \mathcal{R}_2 + \frac{\varphi^2}{4} \mathcal{Z}_1 + \mathcal{Z}_1 \]
\[ - 2GD_1 \left( 3_R + \frac{\pi^2}{4} \mathcal{Z}_2 \right) \]
\[ - \left( \mathcal{R}_1 + \frac{\pi^2}{4} \mathcal{Q}_1 \right) - F_i \Lambda_i + \sum_{j=1}^N a_{ij} (\delta \mathcal{P}), \]
\[ Y_{1,2} = GA_i + F_2 \Lambda_2, \]
\[ Y_{1,3} = GB_i, \]
\[ Y_{1,4} = GK + \mathcal{Z}_2 - \frac{\pi^2}{4} \mathcal{Z}_2, \]
\[ Y_{1,5} = \mathcal{R}_1 - \frac{\pi^2}{4} \mathcal{R}_1, \]
\[ Y_{1,7} = -G + \mathcal{P}, \]
\[ Y_{1,9} = \frac{\pi^2}{4} \mathcal{R}_1, \]
\[ Y_{1,12} = -\frac{\pi^2}{2} \mathcal{Z}_2, \]
\[ Y_{2,2} = -\Lambda_i + \mathcal{Q}_2, \]
\[ Y_{2,5} = F_2 \Lambda_2, \]
\[ Y_{2,7} = GA_i, \]
\[ Y_{3,3} = (1 - \mu) \mathcal{Q}_2, \]
\[ Y_{3,7} = \gamma GB_i, \]
\[ Y_{4,4} = 2 \left( -3_R - \frac{\pi^2}{4} \mathcal{Z}_2 \right), \]
\[ Y_{4,7} = GK, \]
\[ Y_{5,5} = -\Omega_1 - 2 \left( \mathcal{R}_1 + \frac{\pi^2}{4} \mathcal{R}_1 \right) \]
\[ Y_{5,6} = \mathcal{R}_1 - \frac{\pi^2}{4} \mathcal{R}_1, \]
\[ Y_{5,7} = \gamma GB_i, \]
\[ Y_{5,8} = \frac{\pi^2}{4} \mathcal{R}_1, \]
\[ Y_{6,6} = -\Omega_3 - \left( 3_R + \frac{\pi^2}{4} \mathcal{Z}_2 \right), \]
\[ Y_{7,7} = \gamma^2 \mathcal{R}_1 + \epsilon^2 \mathcal{Z}_2 - 2\gamma G, \]
\[ Y_{8,8} = -\frac{\pi^2}{4} \mathcal{R}_1, \]
\[ Y_{9,9} = -\frac{\pi^2}{4} \mathcal{R}_1, \]
\[ Y_{10,10} = -3_R - \frac{\pi^2}{4} \mathcal{Z}_2, \]
\[ Y_{10,11} = \frac{\pi^2}{2} \mathcal{Z}_2, \]
\[ Y_{11,11} = -\frac{\pi^2}{4} \mathcal{Z}_2, \]
\[ Y_{12,12} = -\frac{\pi^2}{4} \mathcal{Z}_2, \]
\[ Y_{13,13} = -T_1, \]

**Proof.** Consider the following Lyapunov–Krasovskii functional:

\[ \mathcal{V}(t) = \sum_{i=1}^5 \mathcal{V}_i(t), \]  

where
$\mathfrak{M}_1(t) = \psi^T(t) \mathcal{P}_1 \psi(t)$,

$\mathfrak{M}_2(t) = \int_{t-q(t)}^{t} \psi^T(s) \mathfrak{M}_1 \psi(s) ds + \int_{t-q(t)}^{t} g^T(\psi(s)) \mathfrak{M}_2 g(\psi(s)) ds$

$+ \int_{t-q}^{t} \psi^T(s) \mathfrak{M}_3 \psi(s) ds,$

$\mathfrak{M}_3(t) = 0 \int_{t-q}^{t} \int_{t-\tau}^{t} \psi^T(s) \mathfrak{M}_2 \psi(s) d\tau d\theta + \int_{t-q}^{t} \int_{t-\tau}^{t} \psi^T(s) \mathfrak{M}_2 \psi(s) d\tau d\theta,$

$\mathfrak{M}_4(t) = \frac{\theta^4}{2} \int_{t-q}^{t} \int_{t-\tau}^{t} \psi^T(s) \mathfrak{M}_2 \psi(s) d\tau d\theta,$

$\mathfrak{M}_5(t) = \int_{t-q}^{t} \psi^T(s) \mathfrak{M}_1 \psi(s) ds + \sigma_m \int_{t-\sigma_m}^{t} \int_{t-\tau}^{t} \psi^T(s) \mathfrak{M}_2 \psi(s) d\tau d\theta.$

Calculating the time-derivative of (14) along (8) gives

$\mathfrak{B}_1(t) = -2 \psi^T(t) \mathcal{P}_1 \psi(t) + \xi^T(t) \sum_{j=1}^{N} \pi_{ij}(\delta) \mathcal{P}_j \psi(t),$ (16)

$\mathfrak{B}_2(t) = \psi^T(t) Q_1 \psi(t) - (1 - \mu) \psi^T(t - \rho(t)) \mathfrak{M}_1 \psi(t - \rho(t)) + g^T(\psi(t)) \mathfrak{M}_2 g(\psi(t))$

$- (1 - \mu) g^T(t - \tau(t)) \mathfrak{M}_2 g(t - \tau(t)) + \psi^T(t) \mathfrak{M}_2 \psi(t) - \psi^T(t - \rho(t)) \mathfrak{M}_3 \psi(t - \rho(t)).$ (17)

$\mathfrak{B}_3(t) = 0 \int_{t-q}^{t} \psi^T(s) \mathfrak{M}_2 \psi(s) ds,$ (18)

$\mathfrak{B}_4(t) = \frac{\theta^4}{4} \psi^T(t) \mathfrak{M}_2 \psi(s) - \int_{t-q}^{t} \int_{t-\tau}^{t} \psi^T(s) \mathfrak{M}_2 \psi(s) d\tau d\theta + \int_{t-q}^{t} \psi^T(s) \mathfrak{M}_2 \psi(s) ds.$

$\mathfrak{B}_5(t) = \psi^T(s) \mathfrak{M}_1 \psi(s) - \psi^T(t - \sigma_m) \mathfrak{M}_1 \psi(t - \sigma_m) + \sigma_m^2 \psi^T(t) \mathfrak{M}_2 \psi(t)$

$- \sigma_m \int_{t-\sigma_m}^{t} \psi^T(s) \mathfrak{M}_2 \psi(s) ds.$ (19)

From Lemma 1, it follows from equation (19) that

$$- \int_{t-q}^{t} \psi^T(s) \mathfrak{M}_2 \psi(s) ds \leq - \frac{1}{\theta} \left[ \int_{t-q}^{t} \psi(s) ds \right]^T \mathfrak{M}_2 \left[ \begin{array}{c} \mathfrak{M}_2 \psi(t) \\ 0 \end{array} \right] \left[ \begin{array}{c} \mathfrak{M}_2 \psi(t) \\ 0 \end{array} \right] \left[ \begin{array}{c} \mathfrak{M}_2 \psi(t) \\ 0 \end{array} \right] \left[ \begin{array}{c} \mathfrak{M}_2 \psi(t) \\ 0 \end{array} \right] \left[ \begin{array}{c} \mathfrak{M}_2 \psi(t) \\ 0 \end{array} \right] \left[ \begin{array}{c} \mathfrak{M}_2 \psi(t) \\ 0 \end{array} \right].$$ (20)

From Lemma 2, (19) becomes
From (17), we have

\[-\sigma_m \int_{t-\sigma(t)}^{t-\sigma(t)} \psi^T(s) \begin{bmatrix} \frac{\pi^2}{4} - 3 \eta_2 & \frac{\pi^2}{4} - 3 \eta_2 & -\frac{\pi^2}{4} - 3 \eta_2 \\ \frac{\pi^2}{4} - 3 \eta_2 & \frac{\pi^2}{4} - 3 \eta_2 & -\frac{\pi^2}{4} - 3 \eta_2 \\ \frac{\pi^2}{4} - 3 \eta_2 & \frac{\pi^2}{4} - 3 \eta_2 & -\frac{\pi^2}{4} - 3 \eta_2 \end{bmatrix} \psi(s) ds \leq -\psi(t - \sigma(t)) \begin{bmatrix} \psi(t) \\ \psi(t - \sigma(t)) \\ \frac{1}{\sigma} \int_{t-\sigma(t)}^{t} \psi(s) ds \end{bmatrix} \]

and

\[-\sigma_m \int_{t-\sigma(\tau)}^{t} \psi^T(\tau) \begin{bmatrix} \frac{\pi^2}{4} - 3 \eta_2 & \frac{\pi^2}{4} - 3 \eta_2 & -\frac{\pi^2}{4} - 3 \eta_2 \\ \frac{\pi^2}{4} - 3 \eta_2 & \frac{\pi^2}{4} - 3 \eta_2 & -\frac{\pi^2}{4} - 3 \eta_2 \\ \frac{\pi^2}{4} - 3 \eta_2 & \frac{\pi^2}{4} - 3 \eta_2 & -\frac{\pi^2}{4} - 3 \eta_2 \end{bmatrix} \psi(\tau) d\tau \leq -\psi(t) \begin{bmatrix} \psi(t) \\ \psi(t - \sigma(\tau)) \\ \frac{1}{\sigma} \int_{t-\sigma(\tau)}^{t} \psi(s) d\tau \end{bmatrix} \]
\[
\int_{t_0}^{t_0(\varphi)} \psi^T(s) R_1 \psi(s) \, ds \geq \frac{1}{\varepsilon} \begin{bmatrix}
\psi(\xi - \varphi(t)) \\
\psi(t - \varphi(t)) \\
\psi(t - \varphi(0)) \\
\frac{1}{\varepsilon} \int_{t_0}^{t_0(\varphi)} \psi(s) \, ds
\end{bmatrix}^T
\]

and

\[
\int_{t_0(\varphi(t))}^{t} \psi^T(s) R_1 \psi(s) \, ds \geq \frac{1}{\varepsilon} \begin{bmatrix}
\psi(t) \\
\psi(\xi - \varphi(t)) \\
\psi(t - \varphi(t)) \\
\frac{1}{\varepsilon} \int_{t_0(\varphi(t))}^{t} \psi(s) \, ds
\end{bmatrix}^T
\]

By Assumption 1, for diagonal matrices \( \Lambda_{1i} \) and \( \Lambda_{2i} \),

\[
0 \leq -\psi^T(t) \mathbf{F}_1 \Lambda_{1i} \psi(t) + \psi^T(t) \mathbf{F}_2 \Lambda_{2i} g(\psi(t)) + g^T(\psi(t))) \mathbf{F}_2 \Lambda_{2i} \psi(t) - g^T(\psi(t)) \Lambda_{1i} g(\psi(t)),
\]

\[
0 \leq -\psi^T(t - \varphi(t)) \mathbf{F}_1 \Lambda_{1i} \psi(t - \varphi(t)) + \psi^T(t - \varphi(t)) \mathbf{F}_2 \Lambda_{2i} g(\psi(t - \varphi(t))) + g(\psi(t - \varphi(t))) \mathbf{F}_2 \Lambda_{2i} \psi(t - \varphi(t)) - g^T(\psi(t - \varphi(t))) \Lambda_{2i} g(\psi(t - \varphi(t))).
\]

For any matrix \( \mathbf{G} \), we have
\[ 0 = 2 \left[ \psi^T(t)G + \psi^T(t)G \right] \left[ -\dot{\psi}(t) - D(\beta(t))\psi(t) + A(\beta(t))f(\psi(t)) + B(\beta(t))f(\psi(t - \varrho(t))) + \bar{K}\psi(t - \sigma(t)) \right]. \]  

(27)

From equations (15)–(27), we have

\[ E[LV(t)] \leq \chi^T(t)Y\chi(t) < 0, \]  

(28)

\[ \chi(t) = \left[ \psi(t) g(\psi(t)) g(\psi(t - \varrho(t))) \psi(t - \sigma(t)) \psi(t - \varrho(t)) \psi(t - \varrho(t)) \psi(t - \varrho(t)) \right] \]

\[ \int_{t-\varrho(t)}^{t} \psi(s)ds \int_{t-\varrho(t)}^{t} \psi(s)ds \psi(t - \sigma) \frac{1}{\sigma} \int_{t-\varrho(t)}^{t} \psi(s)ds \frac{1}{\sigma} \int_{t-\varrho(t)}^{t} \psi(s)ds \int_{t-\varrho(t)}^{t} \psi(s)ds \]

(29)

and the elements of the matrix \( Y \) are given in the statement of theorem.

Based on the above theorem, now we are in a position to design the gain matrix of the derived controller.

**Theorem 2.** The system (8) is asymptotically synchronized, if there exist matrices \( \Psi > 0, \Omega_1 > 0, \Omega_2 > 0, \mathcal{R}_1 > 0, \mathcal{R}_2 > 0, \mathcal{Z}_1 > 0, \mathcal{Z}_2 > 0 \) and matrices \( S, L, G \) for a given scalar \( \gamma \), such that the following LMI holds:

\[ \begin{bmatrix} Y(\delta) & \mathcal{U}_1 & \epsilon \mathcal{U}_1 & \epsilon \mathcal{U}_2 \\ * & -\epsilon_1 I & 0 & 0 \\ * & * & -\epsilon_1 I & 0 \\ * & * & * & -\epsilon_2 I \\ * & * & * & * \end{bmatrix} < 0, \]  

(30)

where

\[ Y_{1,1} = 2\Psi + \Omega_1 + \Omega_3 + \epsilon_1^2 \mathcal{R}_1 + \epsilon \mathcal{R}_2 + \frac{\epsilon^2}{4} \mathcal{Z}_1 + \mathcal{Z}_1 \]

\[ -2GD - \left( \mathcal{Z}_2 + \frac{\epsilon^2}{4} \mathcal{Z}_2 \right) \]

\[ - \left( \mathcal{R}_1 + \frac{\epsilon^2}{4} \mathcal{R}_1 \right) - F_i \Lambda_{ij} + \sum_{j=1}^{N} \pi_{ij}(\delta) \Psi_j, \]

\[ Y_{1,2} = GA_i + F_1 \Lambda_{ij}, \]

\[ Y_{1,3} = GB_i, \]

\[ Y_{1,4} = GK + \mathcal{Z}_2 - \frac{\epsilon^2}{4} \mathcal{Z}_2, \]

\[ Y_{1,5} = \mathcal{R}_1 - \frac{\epsilon^2}{4} \mathcal{R}_1, \]

\[ Y_{1,7} = -G + \Psi_j, \]

\[ Y_{1,9} = \frac{\epsilon^2}{4} \mathcal{R}_1, \]

\[ Y_{1,12} = \frac{\epsilon^2}{2} \mathcal{Z}_2, \]

\[ Y_{2,2} = -\Lambda_{ij} + \Omega_2, \]

\[ Y_{2,5} = F_2 \Lambda_{2i}, \]

\[ Y_{2,7} = GA_i, \]

\[ Y_{3,3} = (1 - \mu) \Omega_2, \]

\[ Y_{3,7} = \gamma GB_i, \]

\[ Y_{4,4} = 2 \left( -\mathcal{Z}_2 - \frac{\epsilon^2}{4} \mathcal{Z}_2 \right), \]

\[ Y_{4,7} = GK, \]

\[ Y_{5,5} = -\Omega_1 - 2 \left( \mathcal{R}_1 + \frac{\epsilon^2}{4} \mathcal{R}_1 \right), \]

\[ Y_{5,6} = \mathcal{R}_1 - \frac{\epsilon^2}{4} \mathcal{R}_1, \]

\[ Y_{5,7} = \gamma GB_i, \]

\[ Y_{5,8} = \frac{\epsilon^2}{4} \mathcal{R}_1, \]

\[ Y_{5,9} = \frac{\epsilon^2}{2} \mathcal{R}_1, \]

\[ Y_{6,6} = -\mathcal{Z}_3 - \left( 3^2 + \frac{\epsilon^2}{4} \mathcal{Z}_2 \right), \]

\[ Y_{7,7} = \gamma^2 \mathcal{R}_1 + \eta^2 \mathcal{Z}_2 - 2\gamma G, \]

\[ YY_{8,8} = -\epsilon^2 \mathcal{R}_1. \]
where
\[
Y_{1,1} = 2\Psi + \Omega_1 + \Omega_3 + \rho^2 R_1 + \rho^2 R_2 + \rho^2 3 + 3_1 - 2GD_2 - \left(3_2 + \rho^2 3_2 \right) - \left(\rho R_1 + \rho^2 R_1 \right) - F_1 A_{11} + \sum_{j=1}^{N} \eta_{ij} (\delta) \Psi_j,
\]
\[
Y_{1,2} = GA_1 + F_2 A_{11},
\]
\[
Y_{1,3} = GB_1,
\]
\[
Y_{1,4} = GK + 3_2 - \rho^2 3_2,
\]
\[
Y_{1,5} = R_1 - \rho^2 R_1,
\]
\[
Y_{1,6} = -G + \Psi_1,
\]
\[
Y_{1,9} = \frac{\rho^2}{4} R_1 - \Theta,
\]
\[
Y_{1,12} = -\rho^2 3_2,
\]
\[
Y_{2,2} = -A_{11} + \Omega_2,
\]
\[
Y_{2,5} = F_2 \tilde{A}_{21},
\]
\[
Y_{2,7} = GA_1,
\]
\[
Y_{3,3} = (1 - \mu) \Theta_2,
\]
\[
Y_{3,7} = \gamma G B_1,
\]
\[
Y_{4,4} = 2\left(-3_2 - \rho^2 3_2 \right),
\]
\[
Y_{4,7} = GK,
\]
\[
Y_{5,5} = -\Theta_1 - 2\left(\rho R_1 + \rho^2 R_1 \right),
\]
\[
Y_{5,6} = R_1 - \rho^2 R_1,
\]
\[
Y_{5,7} = \gamma G B_1,
\]
\[
Y_{5,8} = \rho^2 \rho_1,
\]
\[
Y_{5,9} = \frac{\rho^2}{2} R_1.
\]

Moreover, the desired gain matrices are computed by
\[K = L G^{-1}.
\]

**Proof.** By making use of \(\Delta K(t) = H F(t) H,\) LMI in (12) can be written as
\[
Y_{(i,j),\infty} + U_1 F(t) U_1 + Y_1 F(t) U_1 T + U_2 F(t) U_2 + Y_1 F(t) U_2 T,
\]
where
\[
U_1 = \begin{bmatrix}
0 & \ldots & 0 & G & 0 & \ldots & 0
\end{bmatrix},
\]
\[
U_2 = \begin{bmatrix}
0 & \ldots & 0 & G & 0 & \ldots & 0
\end{bmatrix},
\]
\[
Y_1 = \begin{bmatrix}
\Psi & 0 & \ldots & 0
\end{bmatrix},
\]
\[
Y_2 = \begin{bmatrix}
0 & \ldots & 0 & \Psi
\end{bmatrix}.
\]

From Lemma 3, we have
\[
Y_{(i,j),\infty} + c_1^{-1} U_1 U_1 T + c_1 Y_1 Y_1 T + c_2 U_2 U_2 T + c_2 Y_2 Y_2 T.
\]

Thus, one can get
\[
\begin{bmatrix}
Y_{(i,j),\infty} & U_1 & c_1 Y_1 & U_2 & c_2 Y_2
\end{bmatrix}
\begin{bmatrix}
-c_1 I & 0 & 0 & 0
0 & -c_1 I & 0 & 0
0 & 0 & -c_1 I & 0
0 & 0 & 0 & -c_1 I
\end{bmatrix}, \quad i = 1, 2, \ldots, s.
\]

**Theorem 3.** The system (8) is asymptotically synchronized, if there exist matrices \(\Psi > 0, \Omega_1 > 0, \Omega_2 > 0, R_1 > 0, R_2 > 0,\)
\(3_1 > 0, 3_2 > 0\) and matrices \(S, L, G\) for a given scalar \(\gamma\), such that the following LMI holds:
\[
\begin{bmatrix}
Y(\delta) & M_1 & \rho N_1 & M_2 & \rho N_2
\end{bmatrix}
\begin{bmatrix}
-c_1 I & 0 & 0 & 0
0 & -c_1 I & 0 & 0
0 & 0 & -c_1 I & 0
0 & 0 & 0 & -c_1 I
\end{bmatrix} < 0,
\]

\[
Y_{9,9} = -\rho^2 R_1,
\]
\[
Y_{10,10} = -3_1 - 3_2 - \rho^2 3_2,
\]
\[
Y_{10,11} = \rho^2 3_2,
\]
\[
Y_{11,11} = -\rho^2 3_2,
\]
\[
Y_{12,12} = -\rho^2 3_2,
\]
\[
Y_{13,13} = -3_2.
\]
\[ Y_{6,6} = -\mathcal{Q}_3 - \left( 3^2 + \frac{\pi^2}{4} \mathcal{Z}_2 \right), \]
\[ Y_{7,7} = r^2 \mathcal{R}_1 + \eta^2 \mathcal{Z}_2 - 2\gamma \mathcal{G}, \]
\[ Y_{8,8} = -\pi^2 \mathcal{R}_1, \]
\[ Y_{9,9} = -\pi^2 \mathcal{R}_1, \]
\[ Y_{10,10} = -3_1 - 3_2 - \frac{\pi^2}{4} \mathcal{Z}_2, \]
\[ Y_{10,11} = \frac{\pi^2}{2}, \]
\[ Y_{11,11} = -\pi^2 \mathcal{Z}_2, \]
\[ Y_{12,12} = -\pi^2 \mathcal{Z}_2, \]
\[ Y_{13,13} = -\mathcal{Z}_1. \]  

Moreover, the desired gain matrices are given by \[ K = LG^{-1}. \]

Let us assume \[ \Delta K(t) = 0; \] then, the controller in (7) will reduce to the form of sampled-data control. Then, the above theorem can be rewritten.

**Theorem 4.** The system (8) is asymptotically synchronized, if there exist matrices \[ \mathcal{P} > 0, \mathcal{Q}_1 > 0, \mathcal{Q}_2 > 0, \mathcal{R}_1 > 0, \mathcal{R}_2 > 0, \mathcal{Z}_1 > 0, \mathcal{Z}_2 > 0 \] and matrices \[ S, L, G, \] for a given scalar \[ \gamma, \] such that the following LMI holds:

\[ Y(\delta) < 0, \]  

where

\[ Y_{1,1} = 2\mathcal{P} + \mathcal{Q}_1 + \mathcal{Q}_2 + r^2 \mathcal{R}_1 + \eta^2 \mathcal{R}_2 + \frac{\eta^2}{4} \mathcal{Z}_1 + \mathcal{Z}_2 \]
\[ - 2G D \left( 3_2 + \frac{\pi^2}{4} \mathcal{Z}_2 \right) \]
\[ - \left( \mathcal{R}_1 + \frac{\pi^2}{4} \mathcal{R}_1 \right) - F_1 \Lambda_{1i} + \sum_{j=1}^{N} \pi_{ij}(\delta) \mathcal{P}_j, \]
\[ Y_{1,2} = GA + F_2 \Lambda_{1i}, \]
\[ Y_{1,3} = GB, \]
\[ Y_{1,4} = GK + \mathcal{Z}_2 - \frac{\pi^2}{4} \mathcal{Z}_2, \]
\[ Y_{1,5} = \mathcal{R}_1 - \frac{\pi^2}{4} \mathcal{R}_1, \]
\[ Y_{1,7} = -G + \mathcal{P}, \]
\[ Y_{1,9} = \frac{\pi^2}{4} \mathcal{P}_1, \]
\[ Y_{1,12} = -\frac{\pi^2}{2} \mathcal{Z}_2, \]
\[ Y_{2,2} = -\Lambda_{1i} + \mathcal{Q}_2, \]
\[ Y_{2,5} = F_2 \Lambda_{2i}, \]
\[ Y_{2,7} = GA, \]
\[ Y_{3,3} = (1 - \mu) \mathcal{Q}_2, \]
\[ Y_{3,7} = \gamma GB, \]
\[ Y_{4,4} = 2 \left( 3_2 - \frac{\pi^2}{4} \mathcal{Z}_2 \right), \]
\[ Y_{4,7} = GK, \]
\[ Y_{5,5} = -\mathcal{Q}_1 - 2 \left( \mathcal{R}_1 + \frac{\pi^2}{4} \mathcal{R}_1 \right), \]
\[ Y_{5,6} = \mathcal{R}_1 - \frac{\pi^2}{4} \mathcal{R}_1, \]
\[ Y_{5,7} = \gamma GB, \]
\[ Y_{5,8} = \frac{\pi^2}{4} \mathcal{R}_1, \]
\[ Y_{5,9} = \frac{\pi^2}{2}, \]
\[ Y_{6,6} = -\mathcal{Q}_3 - \left( 3_2 + \frac{\pi^2}{4} \mathcal{Z}_2 \right), \]
\[ Y_{7,7} = \mathcal{R}_2 + \eta^2 \mathcal{Z}_2 - 2\gamma \mathcal{G}, \]
\[ Y_{8,8} = -\pi^2 \mathcal{R}_1, \]
\[ Y_{9,9} = -\pi^2 \mathcal{R}_1, \]
\[ Y_{10,10} = -3_1 - 3_2 - \frac{\pi^2}{4} \mathcal{Z}_2, \]
\[ Y_{10,11} = \frac{\pi^2}{2}, \]
\[ Y_{11,11} = -\pi^2 \mathcal{Z}_2, \]
\[ Y_{12,12} = -\pi^2 \mathcal{Z}_2, \]
\[ Y_{13,13} = -\mathcal{Z}_1. \]  

Along with, the controller gain matrices are defined as \[ G = KL^{-1}. \]

**Remark 1.** In the literature, one can find many control methods for achieving synchronization of neural networks such as pinning control, feedback control, adaptive control, impulsive control, and sampled-data control. Different from
the previous literature, in this work, we employed the novel control technique, namely, nonfragile sampled-data control which includes the benefits of both control techniques for synchronization of SMJNNs. Moreover, switching topology or jump connection often arises in a network due to link failures or new development. In Markovian jumping systems, the jump time is exponentially distributed and also irrelevant to sojourn time which leads some restrictions in the utilization of the network. Thus, semi-Markovian jumping parameters which generalizes Markovian jumping parameters are also taken into account. This shows the novelty of the work.

**Remark 2.** It is worth noting that fractional calculus has a nearly identical background to traditional calculus. Its applications in physics and engineering, on the other hand, are a relatively new source of interest. Fractional-order models would be more suitable for describing memory and inherited properties of different materials than conventional integer-order models. Many known structures that exhibit fractional dynamics have been found to be useful in interdisciplinary fields such as viscoelasticity, dielectric polarization, electromagnetic waves, and complex system quantum evolution. Due to this reason, fractional-order system has been one of the most promising research topics in recent times. In our future work, the qualitative behaviors of fractional-order systems will be considered.

### 4. Numerical Simulation

This section displays two numerical examples to highlight the advantages of the theoretical results.

**Example 1.** Consider the NNs with

\[
D_1 = \begin{bmatrix} 1.2 & 0 \\ 0 & 0.7 \end{bmatrix}, \quad D_2 = \begin{bmatrix} 1.1 & 0 \\ 0 & 0.6 \end{bmatrix}, \\
A_1 = \begin{bmatrix} -1.2 & -2.3 \\ -2.1 & -1.4 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 1.5 & -1.14 \\ 5.0 & -2.6 \end{bmatrix}, \\
B_1 = \begin{bmatrix} 3.2 & -5.3 \\ 3.1 & 4.1 \end{bmatrix}, \quad B_2 = \begin{bmatrix} 2.1 & -1.2 \\ 5.15 & -1.05 \end{bmatrix}.
\]

The nonlinear activation functions are taken as

\[
f_1(\omega) = f_2(\omega) = \tanh(\omega(t)),
\]

with \(\delta_1^\top = \delta_2^\top = 1\) and \(\delta_1 = \delta_2 = 0\). Then,

\[
F_1 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad F_2 = \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix}.
\]

The transition rates are assumed to be \(\alpha_{11}(\delta) \in [2.2, 1.8], \alpha_{22}(\delta) \in [-1.9, -1.5]\). From that, we have \(\alpha_{11,1} = -2.2, \alpha_{11,2} = -1.8, \alpha_{22,1} = -1.9,\) and \(\alpha_{22,2} = -1.5\).

By resolving the LMI obtained in Theorem 1 and by using the help of Matlab LMI toolbox with the parameters \(\varrho = 0.2\), the gain matrix is attained as

\[
K = 10^{-3} \begin{bmatrix} -0.2654 & 0.3954 \\ 0.3608 & 0.2513 \end{bmatrix}.
\]

Figure 1 displays the chaotic nature of the master system and Figure 2 shows the chaotic behavior of the slave system. By applying the designed nonfragile nature of the master control technique, the phase portraits of the error system are shown in Figure 3.

**Example 2.** Consider the NNs with

\[
D_1 = \begin{bmatrix} 1.2 & 0 \\ 0 & 1.8 \end{bmatrix}, \\
D_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1.5 \end{bmatrix}, \\
A_1 = \begin{bmatrix} -3.7 + \frac{\pi}{4} & 4.1 \\ 3.0 & -4.8 + \frac{\pi}{4} \end{bmatrix}, \\
A_2 = \begin{bmatrix} -3.7 + \frac{\pi}{4} & 4.1 \\ 3.0 & -4.8 + \frac{\pi}{4} \end{bmatrix},
\]

\[
B_1 = \begin{bmatrix} -0.1\sqrt{2} & \frac{\pi}{4} & -3.6 \\ 1.8 & -3.1\sqrt{2} & \frac{\pi}{4} \end{bmatrix}, \\
B_2 = \begin{bmatrix} -0.1\sqrt{2} & \frac{\pi}{4} & -3.6 \\ 1.8 & -3.1\sqrt{2} & \frac{\pi}{4} \end{bmatrix}.
\]

The nonlinear activation function and transition rates are taken as in the previous example. From the LMI in Theorem 4 with the parameters \(\varsigma_1 = \varsigma_2 = 0.2, \varrho = 0.5\), one can get the gain matrix

\[
\begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix}.
\]
Figure 1: Chaotic behavior of the master system.

Figure 2: Chaotic behavior of slave system.

Figure 3: State response of the error system.

Figure 4: Chaotic nature of the master system.

Figure 5: Chaotic nature of the slave system.

Figure 6: State trajectories of the error system.
\[ K = \begin{bmatrix} 0.0351 & 0 \\ 0 & 0.0552 \end{bmatrix}. \] (45)

In Figure 4, the chaotic nature of the master system is presented, and Figure 5 shows the chaotic behavior of the slave system. By making use of the nonfragile sampled-data control technique, the state trajectories of the error system are shown in Figure 6.

5. Conclusion

In this work, the synchronization of SMJNNs has been analyzed through the hybrid control technique, namely, nonfragile sampled-data control. Some criteria that ensure the synchronization of investigated SMJNNs with and without uncertainties in the control technique have been derived in the form of LMIs using Lyapunov stability theory and Wirtinger-based integral inequality approaches. The acquired LMIs are solved with Matlab LMI toolbox. Last, numerical simulations are granted to validate the designed controllers. Quaternion-valued neural network is the generalization of complex-valued neural networks, in which state, connection weight, and activation function are all quaternion numbers. Compared to real-valued NNs and complex-valued NNs, quaternion-valued NNs show significant advantages in multidimensional data processing. Recently, fractional-order quaternion-valued neural networks have gained great attention among the researchers due to its applications in many fields such as attitude control, image processing, computer graphics, prediction of three-dimensional wind processing, and so on. Due to its growing applications, it is important to analyze the qualitative behaviors of the fractional-order quaternion-valued NN. This will be our future work.
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