Synchronization Analysis of a Class of Neural Networks with Multiple Time Delays
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In this paper, we study the synchronization of a new fractional-order neural network with multiple delays. Based on the control theory of linear systems with multiple delays, we get the controller to analyse the synchronization of the system. In addition, a suitable Lyapunov function is constructed by using the theory of delay differential inequality, and some criteria ensuring the synchronization of delay fractional neural networks with Caputo derivatives are obtained. Finally, the accuracy of the method is verified by a numerical example.

1. Introduction

Since Leibniz and L’Hospital first proposed fractional calculus in 1675, people have done a lot of pioneering work in the field [1]. These research studies involve many fields of science and engineering, such as electromagnetic wave, bioengineering, viscoelastic system, heat conduction, dielectric polarization, and robot [2–6]. Compared with the classical integer-order neural network, the fractional-order system can describe the relationship between input and output signals of neural networks and has better memory and heredity [7–11]. Therefore, it is very interesting and important to study the application and theory of fractional-order systems.

Moreover, there are many research studies on the dynamic behavior in complex networks, especially synchronization problems, which is an important dynamic phenomenon in complex neural networks. The synchronization of neural networks means that the state of neural network nodes tends to be consistent with time. Over the past two decades, many scholars have developed various technologies in this research field. More and more synchronization schemes have been proposed, such as projection synchronization, lag synchronization, complete synchronization, antisynchronization, and robust synchronization (see, e.g., [12–18] and the references therein). For instance, in [12], the authors discussed a fractional-order 3-dimensional neural network and obtained some conditions to ensure the projection synchronization of the new system by using the computer simulations and fractional calculus theory. The authors in [14] investigated a class of n-dimensional chaotic systems with uncertain parameters and discussed the complete synchronization of chaotic attractors for these systems. In 2014, Yu et al. [16] investigated the global projective synchronization of a fractional-order neural network and obtained some new criteria to realize projective synchronization of the fractional-order neural networks by combining open loop control and adaptive...
control. In 2017, Wang et al. [18] studied a fractional-order coupled neural network and achieved several criteria of robust synchronization for the proposed network.

On the contrary, time delay is inevitable in many complex systems, which has a significant impact on the dynamic characteristics of the system, such as oscillation, stability, and synchronization. Therefore, the study of neural network model with time delay has more theoretical and practical significance. Recently, more and more scholars have paid attention to the research of neural networks with fractional derivative [19–27]. In [19], the Riemann–Liouville fractional-order neural networks with time-varying delays are studied. By using the Lyapunov functional method, some stability criteria of the proposed neural networks with fractional derivative and delays are achieved. In 2010, Li et al. [21] investigated a chaotic delayed neural network with stochastic perturbations and achieved some criteria to ensure the exponential synchronization for the addressed neural networks in terms of Lyapunov–Krasovskii functional method. Zheng et al. [22] studied the projective synchronization of a memristor-based delayed fractional-order neural network by using differential inclusion theory and set-valued map. Udhayakumar et al. [23] considered a fractional-order delayed complex-valued neural networks and afforded some conditions ensuring the projective synchronization of the addressed systems by applying Lyapunov–Krasovskii functional approach and linear matrix inequalities. Wang et al. [24] studied a class of multidirectional memory neural networks with time delay and achieved some criteria of the synchronization within a fixed time for master-slave systems via utilizing the Lyapunov stability theory. More recently, in 2019, Hu et al. [25] discussed a class of time-invariant uncertainty delayed fractional-order neural networks and obtained several global synchronization criteria of the delayed neural networks model by using fractional-order integral Jensen’s inequality and Lyapunov–Krasovskii functions. In 2020, You et al. [27] investigated the discrete-time fractional-order delayed complex-valued neural networks and achieved some criteria to ensure the global Mittag-Leffler synchronization for the proposed delayed master-slave systems by devising an effective control scheme and applying Lyapunov’s direct method. In 2021, Song et al. [28] considered the problem on passive filter design for fractional-order quaternion-valued neural networks with neutral delays and external disturbance and derived some sufficient conditions to confirm the augmented filtering dynamic system to be stable and passive with an expected dissipation by constructing Lyapunov–Krasovskii functional and using the inequality technique. For more research on neural networks with time delay, refer to [29–35].

Furthermore, it is not difficult to see that most of the above literature based on the synchronization of fractional-order neural networks do not consider the influence of multiple time delays. It should be pointed out that the fractional-order neural network model with multiple time delays can better describe the objective laws in the nervous system. However, there are only few results on the synchronization of fractional-order neural networks with multiple time delays in existing literature [36–39] because it is very difficult to study the stability of nonlinear fractional-order neural networks with multiple delays. Motivated by the above considerations, our aim in this paper is to investigate the global Mittag-Leffler synchronization for a class of fractional-order neural networks with multiple time delays. Based on the Lyapunov stability theory and comparison principle of the fractional-order differential equation with delays, some criteria ensuring the synchronization of the fractional-order neural networks with multiple time delays are achieved. This paper is organized as follows. In Section 2, some definitions and new fractional-order differential inequalities are introduced, and the proposed new systems are given. In Section 3, some criteria ensuring the globally asymptotic synchronization for the addressed systems are obtained. The effectiveness and feasibility of the theoretical results are shown by an example in Section 4. The obtained results and future research topics are provided in Section 5.

2. Preliminaries and System Description

In this section, we first give some lemmas and definitions of fractional-order calculus, which will be used in the proof of main results in this paper. In addition, a fractional-order neural networks system with multiple time delays is described.

Definition 1. (see [40]). The Gamma function is defined as

\[ \Gamma(a) = \int_{0}^{\infty} e^{-t} t^{a-1} \, dt. \]  

(1)

It is easy to see that the Gamma function satisfies the recursive relation \( \Gamma(a+1) = a\Gamma(a) \).

Definition 2. (see [40]). The Caputo fractional derivative of function \( x(t) \) is defined as

\[ D_{0+}^{\alpha} x(t) = D_{0+}^{(n-\alpha)} \frac{d^n}{dt^n} x(t) = \frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} (t-s)^{n-\alpha-1} x^{(n)}(s) \, ds, \]  

(2)

where \( \alpha \) represents the order of the derivative and \( n-1 < \alpha \leq n \). The fractional-order derivative \( D_{0+}^{\alpha} \) discussed in this paper refers to the Caputo derivative \( D_{0+}^{\alpha} \).

Definition 3. (see [41]). Set \( \alpha > 0, z \in C \), then

\[ E_{\alpha}(z) = \sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k\alpha + 1)} \]  

(3)

is called a single parameter Mittag-Leffler function.

Definition 4. (see [41]). Set \( \alpha > 0, \beta > 0, z \in C \), then

\[ E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k\alpha + \beta)} \]  

(4)
is called a two-parameter Mittag-Leffler function. According to Definition 3, it is not difficult to see \( E_{a} (z) = E_{a,1} (z) \) and \( E_{1,1} (z) = e^{z} \).

**Lemma 1.** (see [40].) If \( V(t) \in C^{1} ([0, + \infty), R) \), \( 0 < \alpha < 1 \), and satisfies \( D^{\alpha} V(t) \leq -\lambda V(t) \), then
\[
V(t) \leq V(0) E_{\alpha} (-\lambda t^{\alpha}), \quad t \geq 0,
\]
where \( \lambda \) is a positive number.

**Lemma 2** (see [41]). Let \( \alpha < 2, \beta \) be an any real number, \( (\pi \alpha/2) < \mu < \min \{ \pi, \lambda \alpha \} \), then there exists a positive constant \( C \) so that
\[
|E_{\alpha,\beta} (z)| \leq \frac{C}{1 + |z|}, \quad (\mu \leq |\arg(z)| \leq \pi), |z| > 0.
\]

Next, we discuss a class of fractional-order neural networks model with multiple time delays which is described by the following differential equation:
\[
D^{\alpha} x_{i}(t) = -a_{i} x_{i}(t) + \sum_{j=1}^{n} b_{ij} f_{j}(x_{j}(t)) + \sum_{m=1}^{n} \sum_{j=1}^{n} c_{ij}^{(m)} f_{j}(x_{j}(t - \tau_{i})) + I_{i}, \quad i = 1, 2, \ldots, n,
\]
or in the following vector form:
\[
D^{\alpha} x(t) = -A x(t) + B f(x(t)) + \sum_{m=1}^{n} C_{m} f(x(t - \tau_{i})) + I,
\]
where \( x(t) = (x_{1}(t), \ldots, x_{n}(t))^{T} \in \mathbb{R}^{n} \) represents the state variable of the neuron at time \( t \), \( \tau \) denotes the communication delay of the neuron, \( A = \text{diag}(a_{1}, a_{2}, \ldots, a_{n}) \), and \( a_{i} \) is the self-inhibition rate of \( i \)-th neuron. \( B = (b_{ij})_{n \times n} \) and \( b_{ij} \) denotes the connection weights, \( C_{m} = (c_{ij}^{(m)})_{n \times n} \), in which \( m \) is a positive integer and \( c_{ij}^{(m)} \) indicates the delayed connection weights. \( f(x(t)) = (f_{1}(x_{1}(t)), \ldots, f_{n}(x_{n}(t)))^{T} \), and \( f_{i}(x(t)) \) is the excitation function of the \( i \)-th neuron. \( I = (I_{1}, \ldots, I_{n})^{T} \), and \( I_{i} \) is the network deviation of the \( i \)-th neuron.

**3. Synchronization Scheme**

In this part, we give some criteria for the globally asymptotic synchronization of the proposed neural networks with multiple delays. The model (7) is taken as the master system, and the following delayed fractional-order differential equation is taken as the slave system:
\[
D^{\alpha} y_{i}(t) = -a_{i} y_{i}(t) + \sum_{j=1}^{n} b_{ij} f_{j}(y_{j}(t)) + \sum_{m=1}^{n} \sum_{j=1}^{n} c_{ij}^{(m)} f_{j}(y_{j}(t - \tau_{i})) + u_{i}(t) + I_{i},
\]
or written as a vector form:
\[
D^{\alpha} y(t) = -A y(t) + B f(y(t)) + \sum_{m=1}^{n} C_{m} f(y(t - \tau_{i})) + u(t) + I,
\]
where \( y(t) = (y_{1}(t), \ldots, y_{n}(t))^{T} \in \mathbb{R}^{n} \) is the state variable of the slave system (9) and \( u(t) = (u_{1}(t), \ldots, u_{n}(t))^{T} \) refers to the synchronous controller designed below. Other parameters have the same meaning as those given in the master system (7).

Let the error vector be \( e_{i}(t) = y_{i}(t) - x_{i}(t) \), and from the master system (7) and the slave system (9), the expression of the error system can be obtained as
\[
D^{\alpha} e_{i}(t) = -a_{i} e_{i}(t) + \sum_{j=1}^{n} b_{ij} [f_{j}(y_{j}(t)) - f_{j}(x_{j}(t))] + \sum_{m=1}^{n} \sum_{j=1}^{n} c_{ij}^{(m)} [f_{j}(y_{j}(t - \tau_{i})) - f_{j}(x_{j}(t - \tau_{i}))] + u_{i}(t),
\]
or in the following vector form:
\[
D^{\alpha} e(t) = -A e(t) + B [f(y(t)) - f(x(t))] + \sum_{m=1}^{n} C_{m} [f(y(t - \tau_{i})) - f(x(t - \tau_{i}))] + u(t),
\]
where \( e(t) = (e_{1}(t), \ldots, e_{n}(t))^{T} \).

Obviously, the problem of asymptotic synchronization between the master system (7) and the slave system (9) is converted to the globally asymptotic stability problem of zero solution for the error system (11).

In order to achieve the criteria of the synchronization between the master system (7) and the slave system (9), a new state feedback controller with multiple delays is designed, as in the following form:
\[
u(t) = -K e(t) - \sum_{m=1}^{n} K_{m} e(t - \tau_{i}),
\]
where \( K = (k_{ij})_{n \times n} \) and \( K_{m} = (k_{ij}^{(m)})_{n \times n} \) represent the control gain matrix. Therefore, from controller (13), the error system (11) can be written as
\[
D^{\alpha} e_{i}(t) = -a_{i} e_{i}(t) + \sum_{j=1}^{n} b_{ij} [f_{j}(y_{j}(t)) - f_{j}(x_{j}(t))] + \sum_{m=1}^{n} \sum_{j=1}^{n} c_{ij}^{(m)} [f_{j}(y_{j}(t - \tau_{i})) - f_{j}(x_{j}(t - \tau_{i}))] - \sum_{m=1}^{n} \sum_{j=1}^{n} k_{ij} e_{j}(t - \tau_{i}) - \sum_{m=1}^{n} k_{ij}^{(m)} e_{j}(t - \tau_{i}).
\]

Next, we give the main conclusion and its proof.
Theorem 1. If for any \( u(t), v(t) \in C([0, +\infty), R) \) exists in \( L_j > 0, j = 1, \ldots, n \), such that \( |f_j(u) - f_j(v)| \leq L_j|u - v| \), then when \( a_i > 0, i = 1, \ldots, n \), the master-slave systems (7) and (9) are globally asymptotic synchronization under the controller (13), where the control gain matrix is shown as follows:

\[
K = |B| \text{diag}(L_1, \ldots, L_n), K_m = |C_m| \text{diag}(L_1, \ldots, L_n).
\]

(15)

Proof. When \( e_i(t) < 0 \), we have

\[
D^\alpha e_i(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t |e_i(s)|^\alpha ds
\]

(16)

When \( e_i(t) = 0 \), we have \( D^\alpha e_i(t) = 0 \). Also, when \( e_i(t) > 0 \), it holds that

\[
D^\alpha V(t) = \sum_{i=1}^n D^\alpha |e_i(t)|^\alpha = \sum_{i=1}^n \text{sgn}(e_i(t)) \left\{-\alpha e_i(t) + \sum_{j=1}^n b_{ij} \left[f_j(y_j(t)) - f_j(x_j(t))\right] + \sum_{m=1}^n \sum_{j=1}^n c_{ij}^{(m)} \left[f_j(y_j(t - m\tau)) - f_j(x_j(t - m\tau))\right]\right\}
\]

(20)

where \( \lambda = \min_{1 \leq i \leq n} a_i \). From Lemma 1, we have

\[
V(t) \leq V(0)E(\lambda t^\alpha).
\]

(21)

By the means of the definition of norm, we have

\[
V(t) = \sum_{i=1}^n |e_i(t)| = |e(t)|,
\]

(22)

\[
V(0) = \sum_{i=1}^n |e_i(0)| = |e(0)|.
\]

(23)

Thus, it follows that

\[
|e(t)| \leq |e(0)|E(\lambda t^\alpha).
\]

(24)

From the above formula, it is easy to see that \( |e(t)| \) asymptotically approaches zero when \( t \) approaches infinity; that is, the master system (7) and the slave system (9) are globally asymptotic synchronization.

Remark 1. Compared with the related works in [33], in this paper, some criteria ensuring the globally asymptotic synchronization of the fractional-order neural networks model with multiple time delays are simpler, which will be beneficial to the application of the obtained result in practical problems. In addition, we also give the change processes of error with the different fractional orders \( e_i(t) \) with the different fractional orders \( \alpha \) in Figure 1.
4. Numerical Example

In this part, we provide an example to illustrate the effectiveness and feasibility of the theoretical results.

Example 1. Consider the following 3-dimensional fractional-order neural network with multiple delays (7):

$$D\alpha x(t) = -Ax(t) + Bf(x(t)) + \sum_{m=1}^{2} C_m f(x(t - m\tau)) + I.$$  

The parameters are selected as

$$A = \text{diag}(1, 1, 1),$$

$$B = \begin{bmatrix} 2 & -1.2 & 2 \\ 2 & 1.71 & 1.13 \\ -2.75 & 2 & 1.1 \end{bmatrix},$$

$$C_1 = \begin{bmatrix} 1 & -1.2 & 0 \\ 1 & 1.71 & 1.13 \\ -2.75 & 0 & 1 \end{bmatrix},$$

$$C_2 = \begin{bmatrix} 3 & -1.2 & 0 \\ 3 & 1.71 & 1.15 \\ -3.75 & 0 & 1.1 \end{bmatrix}.$$

Let the parameters $\alpha = 0.86, \tau = 0.01, I = (I_1, I_2, I_3)^T = (0, 0, 0)^T$ and the activation function vector $f(x(t)) = \tanh(x_1(t)), \tanh(x_2(t)), \tanh(x_3(t))^T$. It can be obtained by simply computing that $L_1 = L_2 = L_3 = 1$, and the criteria of Theorem 1 are satisfied. Moreover, the controller return matrices $K, K_1$, and $K_2$ can be designed as

$$K = |B|L = \begin{bmatrix} 2 & 1.2 & 0 \\ 2 & 1.71 & 1.13 \\ 2.75 & 0 & 1 \end{bmatrix},$$

$$K_1 = |C_1|L = \begin{bmatrix} 1 & 1.2 & 0 \\ 1 & 1.71 & 1.13 \\ 2.75 & 0 & 1 \end{bmatrix},$$

$$K_2 = |C_2|L = \begin{bmatrix} 3 & 1.2 & 0 \\ 3 & 1.71 & 1.15 \\ 3.75 & 0 & 1.1 \end{bmatrix}.$$  

The initial values of $x(t)$ and $y(t)$ are taken as

$$x_1(t) = 0.3,$$

$$x_2(t) = 0.1,$$

$$x_3(t) = 0.2, \quad t \in [-0.02, 0],$$

$$y_1(t) = 1.7,$$

$$y_2(t) = 2.2,$$

$$y_3(t) = 1.8, \quad t \in [-0.02, 0].$$

By employing the step-by-step iterative method for solving fractional differential difference equations and using MATLAB 7.0 software package, under the network parameters, controller gain, and the above initial values, we solve the numerical solutions of the master system (7), slave system (9), and error system (12), as shown in Figures 2 and 3. In Figure 2, we describe the state change processes of the master-slave systems (7) and (9) with the initial values (28) and (29). The state change processes of the error system (12) are shown in Figure 3. From Figure 3, it is easy to see that the master-slave systems (7) and (9) are globally Mittag-Leffler asymptotic synchronization, which verifies the rationality and effectiveness of the conditions given in Theorem 1.
Figure 2: The change processes of $x(t)$ and $y(t)$ under the initial values (28) and (29).

Figure 3: The change processes of error $e(t)$ under the initial values (28) and (29).
Under appropriate assumptions, we choose different fractional orders and different initial values for simulation, and the results are shown in Figures 1 and 4.

Obviously, from the above Figures 1 and 4, the order of fractional derivative and the initial value will not affect the global Mittag-Leffler synchronization of master-slave systems (7) and (9).

5. Conclusion

This paper discusses the global Mittag-Leffler synchronization of a new fractional-order neural network with multiple delays. In order to realize the global synchronization of the master-slave systems, we design a new multiple delay state feedback controller. By constructing an appropriate Lyapunov function of the error system and based on the proposed control scheme with multiple time delays, sufficient conditions for global Mittag-Leffler synchronization of fractional-order neural networks with multiple time delays are given. In addition, the effectiveness of the proposed method is verified by numerical simulation. It is very interesting to extend the results of this paper to the more general fractional-order neural network systems with multiple delays or time-varying delays by devising new suitable controllers. In the future, we intend to investigate the stability and synchronization of the more general neural network model with time-varying delays:

\[
D^\alpha x_i(t) = -a_i x_i(t) + \sum_{j=1}^{n} b_{ij} f_j (x_j(t)) + \sum_{m=1}^{n} \sum_{j=1}^{n} c_{ij}^{(m)} f_j (x_j(t - \tau_{mj}(t))) + I_i, \quad i = 1, 2, \ldots, n, \tag{30}
\]

under appropriate assumptions.
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