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Due to the continuous improvement of productivity, the transportation demand of freight volume is also increasing. It is difficult
to organize freight transportation efficiently when the freight volume is quite large. ,erefore, predicting the total amount of
goods transported is essential in order to ensure efficient and orderly transportation. Aiming at optimizing the forecast of freight
volume, this paper predicts the freight volume in Xi’an based on the Gray GM (1, 1) model andMarkov forecasting model. Firstly,
the Gray GM (1, 1) model is established based on related freight volume data of Xi’an from 2000 to 2008.,en, the corresponding
time sequence and expression of restore value of Xi’an freight volume can be attained by determining parameters, so as to obtain
the gray forecast values of Xi’an’s freight volume from 2009 to 2013. In combination with the Markov chain process, the random
sequence state is divided into three categories. By determining the state transition probability matrix, the probability value of the
sequence in each state and the predicted median value corresponding to each state can be obtained. Finally, the revised predicted
values of the freight volume based on the Gray–Markov forecasting model in Xi’an from 2009 to 2013 are calculated. It is proved in
theory and practice that the Gray–Markov forecasting model has high accuracy and can provide relevant policy bases for the traffic
management department of Xi’an.

1. Introduction

With the rapid development of the economy, China’s
transportation develops rapidly and the traffic volume in-
creases quickly, which provides great convenience for the
logistic system [1]. ,e logistic system is one of the most
crucial aspects of the regional economy and the freight
volume is the largest component of the logistic system [2].
,us, freight volume can reflect the transportation devel-
opment level to some extent. Since the policymakers cannot
formulate appropriate strategies with limited information
[3], then predicting freight volume is important for them to
make some related strategies. ,e forecast of freight volume

is the foundation of transportation facility planning and
construction, and it can provide useful and appropriate
policy-making information for the government department
that conducts market supervision and management [4].
Scientific and accurate forecast of freight volume is the basis
for formulating transportation development plans and ra-
tionally allocating resources, which is important to the
development of national and local transportation [5].
,erefore, forecasting freight volume accurately plays a
crucial role in the healthy development of transportation.

Due to the strong randomness, nonlinearity, and some
other characteristics of freight volume change, the research
of forecasting methods has always been the focus in this field.
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Among these characteristics, randomness is a crucial factor
that can cause an undesirable impact on the predicted re-
sults. ,e reason is that the actual probability of a result can
be hard to determine by taking randomness into consid-
eration [6]. ,roughout the comprehensive transportation
development research, there have been abundant research
results in the prediction of traffic volume related to trans-
portation. ,e traditional forecast of freight volume usually
includes the combination of qualitative and quantitative
methods or the combination of subjective and objective
methods [7–9]. For instance, Tang et al. forecasted short-
term passenger flow on the Shenzhen metro by using
support vector regression (SVR) [10]. Li applied the support
vector machine (SVM) to predict short-time traffic flow
volume [11]. Li et al. established the gray model to forecast
the annual passenger departure volume of railway stations
[12]. Wang et al. employed the Gray–Markov model to
improve the forecast accuracy of passenger flow entering and
leaving metro stations [13]. ,e traditional volume pre-
diction methods include the exponential smoothing model,
gray forecasting model, and regression analysis [4]. More-
over, these models have been widely adopted in railway
passenger volume forecast, road passenger volume forecast,
bus passenger volume forecast, and other cases in different
regions of China.

Compared with other forecasting methods, the gray
forecasting model is a kind of forecasting method with a
wide range of adaptation and more scientific theory.
However, the accuracy of this model is easily affected by
external factors in the practical application. ,e
Gray–Markov forecasting model constructed by combining
the Gray prediction model and the Markov chain can be
more precise and efficient for prediction application [14].
,is paper introduces the Markov chain into the Gray GM
(1, 1) model and establishes the Gray–Markov forecasting
model to predict the freight volume in Xi’an.

2. Modeling Methodologies

2.1. Gray GM (1, 1) Model. ,e basic principle of the Gray
forecasting model is to dilute the randomness of the data

sequence by accumulating the original data. It mainly studies
the uncertain system with small sample and poor infor-
mation and even allows as few as four modeling data [15].
,e purpose is to improve the internal law of the data se-
quence and thus establish related dynamic differential
equations. ,e Gray GM (1, 1) model adopts a first-order
differential equation to characterize an unknown system
[16]. ,e Gray forecasting model is built as follows.

Assume that the original time series of the random
system is

x
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(0)
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However, this is an unstable and irregular equidistant
sequence. ,e Gray GM (1, 1) model is established by using
the Gray theory as follows.

2.1.1. Step 1. Perform an accumulation generating
operation:
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2.1.2. Step 2. A new series x(1) is generated as follows:
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2.1.3. Step 3. Construct a first-order differential equation:
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+ ax
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� b, (4)

where the parameters a is called the development coefficient
and b is called gray input.

2.1.4. Step 4. After processing, the estimated values of pa-
rameters a and b can be obtained as follows:
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2.1.5. Step 5. After substituting equation (5) into equation
(4), the Gray GM (1, 1) model can be obtained as follows:

x
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− ak
+

b

a
. (8)

,e original data is

x(k + 1) � a
(1)

x
(1)

(k + 1) � x
(1)

(k + 1) − x
(1)

(k) � 1 − e
a

x
(0)

(1) −
b

a
  e

− ak
, k � 1, 2, . . . , n . (9)

2.2.MarkovChain. ,eGray forecastingmodel is easily biased
by external interference when it is applied so that the forecasting
precision might be low. In other words, the Gray forecasting
model has some limitations which affect negatively the appli-
cability and prediction accuracy of this model [17]. ,us, the
Markov chain is combined on the basis of the Gray forecasting
model to reduce forecast errors generated by long-term pre-
dicted data [13]. ,at is to say, adopting the Markov chain to
forecast the random volatility range of time series could improve
the prediction precision of the Gray forecasting model [18].

Markov chain is a mathematical model that describes a
random system which changes states only depending on the
transition rule of the current state [19]. In other words, the
Markov chain can deal with some problems through dy-
namic program [20]. It is a method based on the concepts of
state and state transition of the system. ,erefore, state
division must be carried out first.

2.2.1. State Division. Markov forecasting model divides the
predicted target into a certain state, and the relation with this
certain state is the probability that the system is in this state
or will reach a certain state. ,e main principle of the
Markov forecasting model is to obtain the probability that
the system may reach some states in the future by using
Markov chain theory according to the original state number
of each state, which belongs to the probabilistic prediction
model [21]. Its predicted results are only related to the
current state and have the characteristics of no aftereffect.
,erefore, the problem of data prediction with high random
fluctuation can be solved by Markov chain.

An n-order Markov chain consists of n state sets
S1, S2, S3, . . . , Sn  and a transition probability matrix of

n × n. It means that the state is Si when the system is at time i;
then, the system will transfer from this state to the next
moment Sj with the probability of Pij. ,e probability
matrix of state transition is as follows:

P �

P11 . . . P1n

. . . . . . . . .

Pn1 . . . Pnn
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2.2.2. Construct Markov Forecasting Model. After dividing
the state, the transition probability matrix is constructed. For
a random sequence with Markov characteristics, it can be

divided into n states, and any state can be expressed as
follows:

⊗ i � ⊗ 1i, ⊗ 2i , i � 1, 2, . . . , n,

⊗ 1i � y(k) + Ai, i � 1, 2, . . . , n,

⊗ 2i � y(k) + Bi, i � 1, 2, . . . , n,

(11)

where Ai and Bi, respectively, represent the distances from
the upper and lower boundary of state i to y(k).

2.3. Gray–Markov Forecasting Model. ,e Gray GM (1, 1)
model has lower prediction accuracy for data sequence
with large random fluctuations [16]. However, the
Markov forecasting model can be adopted to predict a
randomly varying time series. ,erefore, the Markov
forecasting model can improve the Gray GM (1, 1) model
especially when the dataset fluctuates greatly [22].
,erefore, these two models can be combined to form the
Gray–Markov forecasting model which makes the two
algorithms complementary [23]. ,e generally modeling
steps of the Gray–Markov forecasting model is described
below.

2.3.1. Step 1. ,e historical data is de-dimensioned to obtain
the original sequence.

2.3.2. Step 2. ,e predicted values of the prediction se-
quence are obtained by using the Gray GM (1, 1) model.

2.3.3. Step 3. ,e Markov state is divided based on the
relative variation between the predicted value and the actual
value, which can generally be divided into 3 to 5 states.

2.3.4. Step 4. Calculate the one-step state transition matrix,
and then obtain the two-step, three-step, etc. state matrix.

2.3.5. Step 5. Compare the fitting values of the Gray GM (1,
1) model and the Gray–Markov forecasting model with the
real data at the same time to evaluate the prediction
accuracy.
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3. Application

In order to test the prediction precision of the Gray–Markov
forecasting model, this paper collects historical data of
freight volume in Xi’an from 2000 to 2008 which is shown in
Table 1 [24].

3.1. Gary GM (1, 1) Model. ,e Gray GM (1, 1) model is
established based on the historical data of freight volume
from 2000 to 2008 to test the prediction accuracy from 2009
to 2013.

According to the Gray GM (1, 1) model algorithm in the
preceding section, the parameters are calculated by the
Python algorithm. ,e values of a and b can be obtained as
follows:

a � −0.1704,

b � 0.4933.
(12)

,en, the following Gray GM (1, 1) model can be
established based on related formulas:

x
(1)

· (k + 1) � 3.5949 · e
0.1704·k

− 2.8950. (13)

,erefore, the predicted values, original values, and their
differences can be obtained based on the Gray GM (1, 1)
model shown in Table 2.

3.2. Construct State Transition Matrix. According to the
relative error and the actual situation of the sample data, the
whole sequence is divided into 3 states (underestimated
state, normal state, and overestimated state), as shown in
Table 3.

,e number of transitions from state Ei to state Ej is nij,
and the total number of transitions from state Ei to the next
state is Ni. ,us, the frequency of one-step transition from
state Ei to state Ej is nij/Ni, which represents the one-step
transition probability from state Ei to Ej.

,e one-step state transition probability matrix between
all states can be obtained according to the ratio of the
original state sample number and the transferred sample
number as follows:
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. (14)

,en, the k-step state transition probability matrix can
be determined according to the one-step state transition
probability matrix:

Pk � P
(k− 1)

. (15)

3.3. Analysis of Freight Volume Forecast Results. ,e freight
volume of each year is calculated by the Gray GM (1, 1)
model. ,en, the possible state of the next year can be
predicted according to the state of the current year, and the
weighted average correction can be conducted for the range
of each state.

Let the state vector for the current year be m0:

m0 � p1, p2, . . . , pi( . (16)

,en, the predicted state vector for the ith year can be
denoted by mi:

mi � m0 · Pi−1. (17)

,e purpose of obtaining the numerical interval of the
actual value in each state is to reduce the influence of the
random disturbance of the transition between states. ,e
mean value of the upper and lower limits of the prediction
interval is one column of predicted median values. ,e one-
step state transition matrix can be obtained according to the
formula so that the two-step, three-step, four-step, and five-
step transition matrix can be also determined, so the
probability of transition to each state in each year can be
obtained. Finally, the predicted correction value based on
the Markov chain is calculated. Table 4 shows the
Gray–Markov-modified predicted results based on the Gray
GM (1, 1) predicted results according to the corresponding
state probability and state value.

,e predicted values and corresponding errors of the
Gray GM (1, 1) model and Gray–Markov model are com-
pared, as shown in Table 5. It can be seen from Table 5 that
when predicting the change in freight volume in Xi’an from

Table 1: Xi’an’s freight volume from 2000 to 2008.

Year 2000 2001 2002 2003 2004 2005 2006 2007 2009
Freight volume (108t) 0.6999 0.7728 0.9482 0.9392 1.4845 1.2051 1.1832 1.5124 2.7560

Table 2: Xi’an’s predicted freight volume from 2009 to 2013 based
on the Gray GM (1, 1) model.

Year Freight volume
(108t)

Predicted value
(108t)

Relative error
(%)

2009 3.0606 2.6050 −14.87
2010 3.4323 3.0894 9.99
2011 3.9239 3.6325 −7.43
2012 4.4924 4.3272 −3.68
2013 5.0119 5.1615 2.98

Table 3: State interval division.

State Relative error interval (%)
E1 (underestimated state) [−15, −5]
E2 (normal state) [−5, 5]
E3 (overestimated state) [5, 15]
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2009 to 2013, the accuracy of the Gray–Markov forecasting
model is higher than that of the Gray GM (1, 1) model. ,is
result indicates that the correction with the Markov model
has a quite significant effect on improving the Gray GM (1, 1)
model and can predict data more precisely.

4. Conclusion

,e Gray–Markov forecasting model is based on the short-
term advantages of the Gray prediction model. By consid-
ering the randomness and volatility of the data, the state is
divided into different degrees of the relative deviation of the
predicted data, thereby establishing the state transition
matrix. ,en, the forecast data is revised according to the
state transition matrix. ,is improved forecasting model can
not only be beneficial to describe the development trend of
predicted data in the time series but also can reflect the
random fluctuation performance of the series.,erefore, the
accuracy and scientific of the forecasting model can be
improved significantly.

In this paper, the Gray–Markov forecasting model is
used to predict the freight volume data of Xi’an, and the
data obtained from the forecast is compared with the
Gray GM (1, 1) model. ,e comparation results show that
the prediction accuracy of the Gray–Markov forecasting
model is improved, which reflects the superiority of the
combined forecast. Using the Gray–Markov forecasting
model can not only obtain the freight volume data of the
in the future but also enable people to understand the

trend of freight volume changes in different intervals, so
as to more accurately grasp the overall development
trend of Xi’an freight volume. Overall, the predicted
results have the reference value for the construction and
operation of the transportation system. More high-
precision statistic data are needed for the further re-
search to improve the accuracy of the freight volume
forecast. Furthermore, it is suggested that the Gray GM
(1, 1) model could be modified to improve the prediction
accuracy, for example, combining variable weight con-
struction background value and residual correction into
Gray GM (1, 1).
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Table 4: Xi’an’s predicted freight volume from 2009 to 2013 based on the Gray–Markov model.

Year Gray predicted
value (108t)

Predicted
interval (108t)

Predicted
median (108t)

State
probability

Gray–Markov-modified
predicted value (108t)

2009 2.6050
[2.4189, 2.5467] 2.4828 0.67

2.6106[2.5467, 2.6745] 2.6106 0.33
[2.6745, 2.8023] 2.7384 0

2010 3.0894
[2.9039, 3.0317] 2.9678 0.44

3.0956[3.0317, 3.1595] 3.0956 0.56
[3.1595, 3.2873] 3.2234 0

2011 3.6325
[3.4791, 3.6069] 3.5430 0.30

3.6708[3.6069, 3.7347] 3.6708 0.70
[3.7347, 3.8625] 3.7986 0

2012 4.3272
[4.1611, 4.2889] 4.2250 0.20

4.3528[4.2889, 4.4167] 4.3528 0.80
[4.4167, 4.5445] 4.4806 0

2013 5.1615
[4.9698, 5.0976] 5.0337 0.13

5.1449[5.0976, 5.2254] 5.1615 0.87
[5.2254, 5.3532] 5.2893 0

Table 5: Predicted value comparison between the Gray GM (1, 1) model and Gray–Markov model.

Year Gray predicted value (108t) Relative error (%) Gray–Markov predicted value (108t) Relative error (%)
2009 2.6050 −14.89 2.6106 −14.70
2010 3.0894 −9.99 3.0956 −9.81
2011 3.6325 −7.43 3.6708 −6.45
2012 4.3272 −3.68 4.3528 −3.11
2013 5.1615 2.98 5.1449 2.65

Journal of Mathematics 5



(3100401016), and Nature Science Fund of Qinghai
Province (no. 2020-ZJ-736).

References

[1] B.-Q. Cheng, L.-J. Wang, J.-L. Huang, X. Shi, X.-D. Hu, and
H.-H. Chen, “A computing model for quantifying the value of
structural health monitoring information in bridge engi-
neering,” Mathematical Problems in Engineering, vol. 2020,
Article ID 8260909, 7 pages, 2020.

[2] S. Yin, Y. Jiang, Y. Tian, and O. Kaynak, “A data-driven fuzzy
information granulation approach for freight volume fore-
casting,” IEEE Transactions on Industrial Electronics, vol. 64,
no. 2, pp. 1447–1456, 2016.

[3] B.-Q. Cheng, Y.-H. Wei, W. Zhang et al., “Evolutionary game
simulation on government incentive strategies of pre-
fabricated construction: a system dynamics approach,”
Complexity, vol. 2020, Article ID 8861146, 11 pages, 2020.

[4] Y. Wang, X. Chen, Y. Han, and S. Guo, “Forecast of passenger
and freight traffic volume based on elasticity coefficient
method and grey model,” Procedia-Social and Behavioral
Sciences, vol. 96, pp. 136–147, 2013.

[5] X. Zhang, S. Wang, and Y. Zhao, “Application of support
vector machine and least squares vector machine to freight
volume forecast,” in Proceedings of the 2011 International
Conference on Remote Sensing, Environment and Trans-
portation Engineering, pp. 104–107, IEEE, Nanjing, China,
June 2011.

[6] H. Chen, H. Li, Y. Wang, and B.-Q. Cheng, “A comprehensive
assessment approach for water-soil environmental risk during
railway construction in ecological fragile region based on
AHP and MEA,” Sustainability, vol. 12, no. 19, p. 7910, 2020.

[7] F. Feng, W. Li, and Q. Jiang, “Railway freight volume forecast
using an ensemble model with optimised deep belief net-
work,” IET Intelligent Transport Systems, vol. 12, no. 8,
pp. 851–859, 2018.

[8] Z.-D. Guo and J.-Y. Fu, “Prediction method of railway freight
volume based on genetic algorithm improved general re-
gression neural network,” Journal of Intelligent Systems,
vol. 28, no. 5, pp. 835–848, 2019.

[9] P. Wang, X. Zhang, B. Han, and M. Lang, “Prediction model
for railway freight volume with GCA-genetic algorithm-
generalized neural network: empirical analysis of China,”
Cluster Computing-=e Journal of Networks Software Tools
and Applications, vol. 22, pp. S4239–S4248, 2019.

[10] L.-Y. Tang, Y. Zhao, J. Cabrera, M. A. Jian, and K. L. Tsui,
“Forecasting short-term passenger flow: an empirical study on
shenzhen metro,” IEEE Transactions on Intelligent Trans-
portation Systems, vol. 20, no. 10, pp. 3613–3622, 2019.

[11] L. I. Qiang-wei, “Short-time traffic flow volume prediction
based on support vector machine with time-dependent
structure,” in Proceedings of the 2009 IEEE Instrumentation
and Measurement Technology Conference, Singapore, May
2009.

[12] L. Hai-Jun, Y.-Z. Zhang, and Z. Chang-Feng, “Forecasting of
railway passenger flow based on grey model and monthly
proportional coefficient,” in Proceedings of the 2012 IEEE
Symposium on Robotics and Applications (ISRA), pp. 23–26,
Kuala Lumpur, Malaysia, June 2012.

[13] Y.-G. Wang, M. A. Jing-Feng, and J. Zhang, “Metro passenger
flow forecast with a novel markov-grey model,” Periodica
Polytechnica Transportation Engineering, vol. 48, no. 1,
pp. 70–75, 2020.

[14] H. Samet and A. Mojallal, “Enhancement of electric arc
furnace reactive power compensation using grey-markov
prediction method,” IET Generation, Transmission & Dis-
tribution, vol. 8, no. 9, pp. 1626–1636, 2014.

[15] R.-C. Tsaur, “Forecasting analysis by fuzzy grey model GM (1,
1),” Journal of the Chinese Institute of Industrial Engineers,
vol. 23, no. 5, pp. 415–422, 2006.

[16] U. Kumar and V. K. Jain, “Time series models (Grey-Markov,
grey model with rolling mechanism and singular spectrum
analysis) to forecast energy consumption in India,” Energy,
vol. 35, no. 4, pp. 1709–1716, 2010.

[17] D. Q. Truong and K. K. Ahn, “An accurate signal estimator
using a novel smart adaptive grey model SAGM (1, 1),” Expert
Systems with Applications, vol. 39, no. 9, pp. 7611–7620, 2012.

[18] L. I. Sheng-Biao, “Research of unbiased gray fuzzy Markov
chain method and its application,” Journal of Gansu Lianhe
University, vol. 27, no. 1, pp. 19–23, 2013.

[19] Z.-C.; He and W. Jiang, “A new belief Markov chain model
and its application in inventory prediction,” International
Journal of Production Research, vol. 56, no. 8, pp. 2800–2817,
2018.

[20] J. B. Feldman andH. Topaloglu, “Revenuemanagement under
theMarkov chain choice model,”Operations Research, vol. 65,
no. 5, pp. 1322–1342, 2017.

[21] Z. I. Botev, P. L’Ecuyer, and B. Tuffin, “Markov chain im-
portance sampling with applications to rare event probability
estimation,” Statistics and Computing, vol. 23, no. 2,
pp. 271–285, 2013.

[22] Y. He and Y.-D. Bao, “Grey-markov forecasting model and its
application,” Systems Engineering, vol. 9, no. 4, pp. 59–63,
1992.

[23] S. Wei and X. Yan-Feng, “Research on China’s energy supply
and demand using an improved grey-markov chain model
based on wavelet transform,” Energy, vol. 118, pp. 969–984,
2016.

[24] Xi’an Statistical Bureau, Xi’an Statistical Yearbook, China
Statistical Press, Beijing, China, 2019.

6 Journal of Mathematics


