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On the basis of traditional credit risk control, this paper proposes the demand and direction of a new credit risk control strategy
based on machine learning and relying on big data. First, on the basis of introducing the basic algorithmic principles of machine
learning, we give reasons for choosing machine learning models and build a machine learning-based Internet consumer finance
credit risk control strategy model to provide theoretical support for the empirical analysis later. Second, we take the test data of
Internet consumer finance S company as the research sample and carry out empirical analysis according to the machine learning-
based Internet consumer finance credit risk control strategy model. (e comparison of the training results is based on the
comprehensive consideration of training time, validation set accuracy, TPR evaluation indicators, and interpretability of the
results; it verifies the advantages of the machine learning model in screening the key influencing factors that cause the overdue
performance of credit customers. According to the optimized credit risk control strategy, corresponding strategy suggestions are
provided for the credit risk control of S company. (e research results show that the prediction effect of the classification model
based on traditional linear regression is generally lower than that of the model based on the classification algorithm based on
machine learning, and there is a complex nonlinear relationship between platform default and its related influencing factors. (e
accuracy of classification and early warning results of the random forest algorithm is relatively high, and the detection rate of the
decision tree model is relatively high, but the cost is also the highest. In addition, the accuracy of the four types of early warning
models is relatively stable, reaching an average of 80%. (is paper proposes a machine learning-based Internet consumer finance
credit risk control strategy model. Its system, timeliness, and risk prediction capabilities provide new ideas and suggestions for
Internet consumer finance companies to design risk control strategies.

1. Introduction

Under the influence of concepts such as “Internet+” and
“inclusive finance,” the traditional financial industry is
rapidly integrated with the current advanced Internet
technology, and the financial industry is also continuously
being segmented. Among them, based on real consumption
scenarios, Internet consumer finance has achieved rapid
development in recent years and has broad market prospects
[1]. However, due to the widespread moral hazard, adverse
selection, shortcomings in personal credit investigation, and
insufficient collection of multidimensional data before
lending in the Internet finance industry, the rapid

development of Internet consumer finance will bring various
risks. Establishing a strong risk model and having a scientific
risk control strategy constitute an urgent problem to be
solved in the development of consumer credit business
under the background of the Internet [2–5].

(e role of Internet financial platforms in the devel-
opment of the real economy is self-evident, but the chaos in
the online lending industry not only makes investors mis-
erable, but also disrupts the stability of the financial market
and the real economy. (ere are many factors that aggravate
the risk of platform issues, which may include external
factors such as an unsound legal environment, lack of a
social credit system, and macroeconomic and industrial
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economic downturns and internal factors such as financial
problems, risk control and mismanagement, fraud, and self-
financing of funds [6]. How to autonomously control the
suitable sensor tomove to the appropriate position in time to
deal with the dynamic and uncertain environment will be an
extremely important part of tracking. (e deterioration of
the online lending platform problem not only hinders the
virtuous development of the online lending industry, but
also disrupts the financial order and social and economic
stability. (erefore, it is necessary to formulate and improve
online lending laws and regulations, strengthen the super-
vision of the online lending industry, regulate market be-
havior, and control the deterioration of the problem.
Grasping the key influencing factors of platform risk and
establishing an efficient platform risk early warning model
have become two important tasks for strengthening su-
pervision [7–9].

Based on Internet information collection and processing
technology, this paper initially established a dynamic early
warning system for Internet financial platforms with clas-
sification algorithms as the core, using different classification
algorithms and horizontally comparing their learning effi-
ciency and accuracy. Classification algorithms have unique
advantages when studying risk warning problems with
structural changes. One does not need to make any as-
sumptions about the data. (e analysis is completely based
on the data itself, and it has good adaptability to changes in
the data structure. At the same time, using crawler data to
establish a systematic and dynamic early warning system
based on the classification algorithm model is an important
supplement to the previous platform risk research literature.
Combining various indicators of model performance, the
logistic regression model is more effective in identifying
default risks than the decision tree model and the naive
Bayes model, and the accuracy rate is relatively higher when
using the test set for testing. In addition, in terms of practice,
this article can provide regulatory agencies with prompt
warning signals with high prediction accuracy. It also helps
ordinary investors avoid problem platforms and promotes
the healthy development of the online lending industry.

2. Related Work

(e evaluation model selected in the context of big data
generally has the characteristics of a large number of in-
dicators and poor distinguishing ability of individual indi-
cator variables. However, existing research generally shows
that the number of indicators is small and the number of
strong classification indicators is large. In addition, the
research on the application of big data is more about the
business model under the background of big data. Most of
this research uses the method of qualitative description to
discuss the application of big data in all walks of life and
seldom chooses quantitative analysis [10].

Leo et al. [11] conducted related research on Internet
finance related concepts.(ey believe that Internet finance is
a brand-new financial service model, which is a financial
activity that exists under the background of communication
technologies such as electronics and computers.(ey believe

that there is a certain degree of pre-lending credit risk. (e
above comes from the financial platform’s insufficient grasp
of various dimensions of credit customers’ data. (ey also
point out that multidimensional and multidepth data should
be collected before lending to judge the credit risk of credit
customers. Jaroszewski et al. [12] believe that the risk control
of consumer credit in the context of Internet finance can
learn from the risk control model of traditional financial
institutions. For example, in the control of moral hazard, the
group joint responsibility system adopted, through mutual
supervision between members, promotes the timely re-
payment of group members and plays a certain role in re-
ducing the default rate of credit customers. Brătăşanu [13]
believes that the credit risk of Internet finance can be
controlled and points out that information asymmetry is an
important source of credit risk and that the level of credit
risk can be reduced by effectively solving this problem. Based
on the empirical analysis of the logistic regression model,
among the many influencing factors that affect customers’
overdue behavior, the level of interest rates has an important
impact on whether customers have overdue behavior, and
the two show a positive relationship. Gupta et al. [14] believe
that the symmetry of information between the platform and
credit customers will affect the results of lending and point
out that the more sufficient the information provided by the
credit customers, the greater the probability that the plat-
form will grant loans. Ghoddusi et al. [15] explained the
reasons leading to personal consumer credit risks from three
aspects: credit customers, banks, and social system envi-
ronment. (ey pointed out that the credit scoring model is
insufficient in credit customer credit risk assessment and
believed that the ROC curve can be borrowed as an eval-
uation classification model.

Researchers used the binary logistic regression model to
empirically analyze the overdue behavior of credit users and
found that the factors that have a significant impact on the
overdue behavior of credit customers are credit customer’s
credit rating, historical overdue times, residence, income,
etc. (ey believe that Internet finance is a general term for
various financial activities carried out on the Internet as a
carrier. It is different from the traditional paper-based
carrier and is more conducive to breaking through the
limitations of time and space, diversifying the options of
various parties, and reducing transaction costs [16]. In re-
sponse to the country’s strategic goal of “developing in-
clusive finance,” it builds an inclusive financial system with
national characteristics and summarizes three basic prop-
ositions, namely, the inclusiveness, tolerance, and diversity
of subjects of inclusive finance. Scholars summarized the
current seven characteristics of Internet finance, such as
companion business platform, active cross-border, extensive
connection, and intensive account farming, and pointed out
that Internet finance will have more new features in the
future. Some scholars believe that Internet consumer finance
is a kind of nondeposit credit business carried out by tra-
ditional financial institutions or mutual finance companies.
At the same time, they point out that consumer finance and
rapid development play an important role in national
economic development, and a series of suggestions are given
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on how to achieve rapid development, such as improving the
system, innovating products, and preventing and controlling
risks [17–20].

3. Internet Financial Risk Control Model
Construction Based on Machine
Learning Algorithms

3.1.Machine Learning AlgorithmArchitecture. In the field of
machine learning, confusion matrix is widely used, which
can also be called possibility table or error matrix. It is a
specific matrix, which is mainly used to evaluate whether the
model training performance is ideal or not. (e rows of the
matrix represent the actual categories, and the columns
represent the predicted categories given by the model. Its
advantage lies in the fact that it can intuitively reflect
whether there is confusion in the category prediction result
of the classification model; that is, an object that originally
belongs to a category is classified into another category.
Figure 1 illustrates the machine learning algorithm
architecture.

For a classification model, in order to obtain an optimal
result, it is often necessary to find out the best parameter
setting corresponding to the model through multiple tests,
then each parameter setting will correspond to a different
result, this result defines it as the objective function, and the
optimal result we hope to achieve is to make the objective
function obtain the optimal value.

y(n) � A · X(n − 1) − t · x(n − 1),

∇2
α − 1

a(a + 1)

∇2α
∇t2

+
ρ
ε

� 0.

(1)

It seems that the loss function is an indicator that can be
used to measure the quality of a model. However, if only this
indicator is used, there will be a problem that there is a risk of
overfitting; the robustness of the model is reduced in the
process of training, so that the model has a very bad per-
formance when predicting a new data set. In view of this, we
consider adding a second auxiliary indicator, namely,
regularization.

h(x) �

ε(i, n) × x(t), 0< t≤ 1,

δ(i, n) × x(t), t> 1,

y(n) × x(t), t≤ 0.

⎧⎪⎪⎨

⎪⎪⎩
(2)

TP is the number of samples where the model prediction
result is positive and the actual result is also positive; FP is
the sample number where the model prediction result is
positive but the actual result is negative; TN represents the
sample size that the predicted results of the model are
consistent with the actual results; FN represents the sample
size of the model predicted result contrary to the actual
result. Obviously, FP and FN belong to the performance
errors of model prediction.
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Among them, the true positive rate is also called sen-
sitivity. Its calculation formula is the number of positive
examples correctly predicted by the classification model
divided by the total number of actual positive examples, that
is, the proportion of positive samples correctly predicted by
the classification model to all positive samples. (e ultimate
goal is to measure the prediction level of the classification
model for the positive samples. (e specificity calculation
formula is the number of negative cases correctly predicted
by the classification model divided by the total number of
negative cases; its ultimate purpose is to measure the pre-
diction level of the classification model for negative samples.

3.2. Internet Finance Pattern Recognition. Based on the In-
ternet financial model, a flaw of the dynamic training set data
in this paper is that the “time stamp” information of a few
features related to the platform cannot be reliably obtained,
such as the disclosure of negative news on the platform and
the external capital increase of the platform. (ese indicators

may only be announced after negative news on the platform
or capital increase. In addition, investors’ impression scores
on various platforms are also dynamically changing. We
cannot obtain the specific time of such information, and it is
difficult to realize the implementation of such information. If
the model simply and rudely eliminates such indicators, it will
affect the algorithm’s impact on the platform. (e variable
importance measurement is proven to be a robust statistic.
(is article first establishes a random forest model based on
platform data, then evaluates the classification effect of the
random forest model, and finally compares it with the linear
probability model and stacked noise reduction autoencoders
described later. At the same time, the random forest model
variable important measurement method is used to grasp the
key influencing factors of the platform problem and provide
variable screening for the model later. Figure 2 shows the
layout of the Internet finance model.

We can repeat the process to get K models, and the final
prediction can use the combined results of K models (for
example, for classification problems, the classification result
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with the most votes can be used, and for regression prob-
lems, the average of K prediction results can be used).
Compared with the limited sensing ability of single sensor,
k-model multiple sensors can perform tasks in parallel. (e
final prediction result depends on the comprehensive
judgment of K doctors, so the random forest method has
natural advantages over other methods. (e specific process
of the random forest algorithm is as follows: We use the
sample data to construct a classification tree, randomly select
z features from all the features of the platform sample to
produce a decision tree, and then split them to generate K
independent decision trees. (ere is no need to split the
decision tree. (en, combined into a random forest, the
classification trees generated by the model are random and
independent of each other, so when combining them, you
can assume the same weights. When the random forest
algorithm model deals with problems similar to the division
of online lending platforms, it obtains the prediction results
through voting by all decision tree classifiers in the model.

3.3. Financial Risk Control Evaluation Indicators. (e results
of the financial risk control evaluation model have a good
analytical nature. (e dependent variable of the model can be
a binary variable, and there is no restriction on the mea-
surement of the independent variable. It can be a categorical
variable or a numerical variable. (e model can be used to
select indicators that affect the interpreted scalar from a large
number of explanatory variables for in-sample regression,
and it can also achieve classification for out-of-sample pre-
diction. (e advantage of the logistic regression method is
that the model itself is relatively simple and interpretable and
has a certain degree of scalability, but it has the assumption
that the features are independent of each other.

However, the specific use of funds is difficult to control.
(e pure credit Internet consumer finance operation model
transfers consumer loans in the form of future accounts
receivable to the Internet wealth management platform. (e
wealth management platform packages them into Internet
wealth management products to provide investors with
investment. (e credit platform in this mode is an inter-
mediary platform. It provides investors’ funds to consumers
and allows them to pay in installments. Finally, the con-
sumer uses the interest-bearing loan to repay the borrower
according to the stipulated time. Judging from the current
development of pure credit Internet consumer finance, the
risks of consumer credit are mainly borne by Internet wealth
management companies. Internet finance companies mainly
use big data, cloud computing, and other Internet tech-
nologies to innovate financial solutions to maximize the
control of bad debt risks. Figure 3 shows the distribution of
the feature node index for optimal matching.

We divide all the indicators according to the target
classification in the training set and find the optimal feature
of the best match, that is, the root node (the first level in-
dicator). According to the “root node,” the training set is
divided into two categories, and the best matching second-
level nodes (second-level indicators) are searched again
and recursively until the data is divided and the specified
conditions are met. After the data samples of the test set
enter the decision tree, the decision tree is traversed
according to the value of each index of the sample, so as to
achieve the final classification of the prediction. (e
advantage of the decision tree method is that the principle
is simple, the calculation speed is fast, and it can generate
a classification path that is in line with people’s common
sense and is easy to understand.(e model is not sensitive
to missing values; the disadvantage is the instability
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of the decision tree itself, and the shape of the tree may have
some influence on sample selection. Strong sensitivity,
according to different sampling samples, may produce
different decision tree forms.

3.4. 0e Weight Iteration of the Risk Control Model. In the
wind control model, multiple input information is input to a
“neuron,” and a value between 0 and 1 is calculated through a
certain weighted formula. (e input information of the neu-
rons in the next layer is calculated again until the final layer,
and the predicted input is obtained.(e neural network can be
single-layered or multilayered, and there can be multiple nodes
in each layer. (e initial weight is given randomly, and the

weight is continuously adjusted by comparisonwith the correct
result to minimize the error of the result.

(e BP neural network does not need to give the specific
function relationship between the input layer and the output
layer in advance; that is, it does not need to give the specific
mathematical expression of the activation function in ad-
vance. BP neural network mainly uses external input
samples and constantly changes the link weight of the
network layer to reduce errors and improve accuracy,
thereby automatically learning a model, explaining the in-
ternal connection between the input layer and the output
layer, and obtaining a desired output for all inputs values.
(e BP neural network also overcomes the limitations of
some traditional statistical methods in dealing with
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nonlinear problems, such as normal distribution char-
acteristics for variables, and a clear linear function rela-
tionship between independent variables and dependent
variables. (is model is particularly suitable for dealing
with complex internal mechanisms. Figure 4 shows the
weight distribution of the risk control model. In addition,
the five pie shapes in the figure benefit from the dis-
tributed sensing characteristics of MSN, and the largest
proportion of MSN has a wider sensing range than the
other four single-sensor nodes.

(e new type of Internet consumer finance credit risk
control is based on the use of machine learning technology
to achieve risk control in the context of big data. It needs to
collect more dimensional and in-depth data variables and
identify strongly related risk factors. Because the current way
of thinking of humans has certain difficulties in under-
standing nonlinear relationships, machine learning theory
can help humans solve such difficulties. (erefore, in the
current actual risk control scenarios, computer technology
can be used to grasp these relationships at relatively low cost.
(ese information data can accurately reflect consumers’
credit level and risk-bearing ability, before financial insti-
tutions and consumers have financial business relations, that
is, in the pre-lending link, use this as a reference and de-
cision-making basis. How to achieve risk control by relying
on machine learning in the context of big data requires the
use of machine learning techniques to obtain and process
Internet user behavior data, and then these super-large
samples of nontraditional variables are reviewed from the
credit risk control review. (e causality is extended to the
correlation between variables.

4. Application and Analysis of Internet
Financial Risk Control Model Based on
Machine Learning Algorithms

4.1. Machine Learning Algorithm Data Feature Extraction.
Since there are 66 training sets and test sets in the dynamic
early warning process of this article, the sample data is
dynamically changing, and the number of variable indi-
cators is too large to be dynamically descriptive. AIC data
has higher data redundancy and stronger adaptability and
robustness, that is, the failure of a single sensor does not
affect the detection task of the entire system. When the
model becomes more complicated as the number of pa-
rameters increases (k increases), the likelihood function
will also increase, and the calculated AIC value may be-
come smaller.

At this time, the model may be overfitting and the AIC
becomes larger. (e principle of the AIC information cri-
terion is to select the model with the smallest AIC. While
paying attention to the degree of fit, the number of pa-
rameters (penalties) should be reduced as much as possible
to reduce the possibility of overfitting of the model. For
the sample training of the Internet financial platform
training set, the logistic model finally selected 8 features.
(is paper uses the vif() function in the car package in the
R language to test the model and finds that the logistic
model does not have collinearity of the independent

variables. (e prediction of the logistic model can output
the probability of the category to which the record be-
longs. (is article has conducted multiple tests, applied
the principle of conservativeness, and set the model
threshold to 0.2. When the classification probability is
greater than 0.2, the platform is classified as category 1;
otherwise, it is classified as category 0 (normal platform).
Figure 5 indicates the data feature division of machine
learning algorithms. (e data line and the histogram in
the figure interact and cooperate with each other to
complete tasks that a single sensor cannot do.

It can be seen that in the 200 test sets, 108 defaulters were
correctly predicted not to default, and 14 people did not
default, but at the same time, 75 nondefaulters were mis-
classified as defaulters, and 3 defaulters were misclassified as
nondefaulters. For defaulters, the model prediction is un-
satisfactory. It can be seen that each coefficient of the new
model is very significant. At the same time, the new model
L2 also passed the chi-square test, indicating that the fit of
the new model is very good, and the new fitted model is
easier to interpret due to the reduction of variables. Since the
prediction result of the logistic regression model is a specific
probability value, we use the nature of the log probability
function itself to convert the probability values greater than
0.5 into 1, and the probability values less than 0.5 are
converted to 0, so that the results of the binary classification
can be compared with the test set. It can be seen from the
results that in the 200 test sets, 182 defaulters were correctly
predicted not to default, and 7 people did default. However,
at the same time, 10 defaulters were misclassified as non-
defaulters, and 1 nondefaulter was misclassified as defaulter.
Misclassification is a defaulter, the accuracy of the model is
A� 94.5%, the precision rate is P � 94.9%, and the recall rate
is R� 99.5%. It can be seen that the prediction effect of the
model is relatively good.

4.2. Internet Finance Risk Control Model Simulation.
Based on the customer data of a credit card center of a
commercial bank A, the application data of 200,000 real
users were selected, the bank’s own risk assessment model
was used for evaluation and screening, and then the
CreditNet model was used for further evaluation on this
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Figure 4: (e distribution of the weight of the risk control model.
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basis. (e horizontal and vertical axes of the ROC curve are
the false positive rate (FPR) and true positive rate (TPR)
mentioned above. As for how the curve is made, it will be
explained in detail below. First, we set the output result of
the classification model as the probability of belonging to the
positive sample.

Calculate the corresponding false positive rate and true
positive rate, and finally take each generated TPR and FPR as
a point and connect them in the coordinate axis to get the
ROC curve corresponding to the classification model. If the
number of hidden layer units is greater than the number of
input layer and output layer units, and the activation
function is a nonlinear sigmoid function, then SDA can map
the input data to a high-dimensional nonlinear separable
space, which is more conducive to finding the optimal
classification hyperplane. (e nonlinear function of SDA
can effectively approximate the nonlinear relationship be-
tween data. Each influencing factor has not only a linear
impact but also a nonlinear impact on the risk of platform
problems. SDA can excellently describe the interwoven
nonlinear relationship within the variable system to obtain
the best fitting effect. Figure 6 shows the risk control factor
curve of Internet finance. (e three curves represent dif-
ferent meanings. Among them, curve 3 shows the largest,
curve 1 the smallest, and curve 2 the medium impact factor.
(e single target state is represented by lowercase letters
(such as x).

It is easy to see from the coordinate axis that there are 3
special points on the ROC curve. (e first is when FPR� 0,
TPR� 1, and the corresponding point is (0, 1); it represents
FN� 0 and FP� 0; this result shows that the classification
model is perfect because it divides all samples correctly. (e
second is when the false positive rate� 1, the true positive
rate� 0, and the corresponding point is (1, 0). (e classifi-
cation model at this time classifies all samples incorrectly and
has the worst classification effect. (e third is when FPR� 1,

TPR� 1, and the corresponding point is (1, 1); the classifi-
cation model will predict all samples. At this time, the
classification model predicts all samples into a negative
category. (erefore, when using the ROC curve to evaluate
the classification effect of the classification model, you can
judge the classification effect of the classification model by
observing how close the ROC curve is to the point (0, 1) in
the upper left corner. When it is not possible to visually
determine which classification model has better classification
effect by observing the ROC curve, you can use a quantitative
indicator, AUC, which is a value between 0 and 1, which
represents the lower part of the ROC curve. (e value of
AUC is usually between 0.5 and 1, and the corresponding
classification model equal to 0.5 belongs to a random clas-
sifier. Figure 7 is a comparison of the prediction quantization
error of the machine learning models.

From the comparison of model prediction errors, it can
be seen that the prediction error of the Probit model is as
high as 7.6%, the prediction error of the random forest is
3.12%, and the prediction error of the stacked noise re-
duction autoencoder is the lowest, only 3%. Model com-
parison results show that stacked noise reduction auto-
encoding has the best data fitting effect and the highest
prediction accuracy. Compared with the Probit model, the
stacked noise reduction autoencoder can better fit various
influencing factors due to its stronger learning ability and
adaptive ability, better robustness and fault tolerance, and
better nonlinear characterization ability.

With the increase in the number of hidden layer units,
the error of the test set has a tendency to rise, and the error of
the training set has a tendency to decrease.(is shows that as
the number of hidden layer units increases, the stacked noise
reduction autoencoder is in danger of overfitting. (e
number of optimal hidden layer units appears at 20. After
multiple training times, the optimal number of hidden layer
units is 20, and the optimal number of hidden layers is 1. As
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shown in the text, the stack-type noise reduction autoen-
coder has insufficient learning of the problem platform due
to the imbalance of the target variable data, and the fitting of
the problem platform is obviously weaker than the fitting of
the normal platform. However, the overall prediction ac-
curacy, recall rate, and F1 score of the model reached 97%,
and the overall performance of the model was slightly higher
than that of the random forest.

4.3. Example Application and Analysis. (e realization of
this part of the model algorithmmainly relies on the existing
packages of Python.We put the preprocessed sample data set
into 6 models for training, namely, machine learning model

without parameter adjustment, machine learning model
with parameter adjustment, logistic regression model
without parameter adjustment, logistic regression model
with parameter adjustment, SVM model, and Gaussian
Bayes model.

In the case of a stationary target, the only uncertainty
that needs to be considered is the observation noise. (e
comparative analysis of training results is mainly carried out
from two aspects. On the one hand, starting from adjusting
the parameters, see how the machine learning model per-
forms before and after adjusting the parameters. On the
other hand, starting from different models, use the training
effects of other models. Because predicting a person who
should have refused a loan to be lendable will cause greater
losses to financial institutions and lending platforms, the
probability of loan rejection should be correctly predicted
as 0. Figure 8 shows the regression model parameter training
accuracy curve.

Statistics show that there is roughly an inverted
U-shaped relationship between the number of customers
who have consumer credit behavior and their age. In the
processed sample data, credit customers are concentrated
between 18 and 35 years old. Among them, there is an
increasing trend from 18 to 27 years old. At the age of 27, the
number of customers reached a peak of 13,270; then, a
downward trend began. At the age of 35, it dropped to 5,289,
which is a 60% decrease compared to the peak at the age of
27. It can be explained from two aspects. Why are these
consumers of consumer credit behavior mainly concen-
trated in the young group? On the one hand, the young
group is more receptive to new things, and it has more
reasons to try new things; on the other hand, the young
group’s consumer demand is also relatively strong.
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(erefore, comprehensively considered, the performance of
the sample data is also in line with the actual situation, and
young people are more likely to have consumer credit be-
haviors. Figure 9 is a comparison of responsiveness distri-
bution of machine learning data series.

Due to the complexity of machine learning hyper-
parameter adjustment, it is necessary for this article to set
the hyperparameter value reasonably in combination with
actual problems. In this paper, the number of input layer
units of the stacked autoencoder is 34, the number of
output layer units is 2, the learning rate is 0.01, the sparsity
penalty weight is 0.1, the maximum number of iterations
is 100, the number of hidden layer units is selected from
{20, 25, 30, 35, 40, 45, 50}, and the number of hidden layers
is selected from {1, 2, 3, 4}. In this paper, the training set
and the test set are divided according to the 3 : 1 random
stratified sampling method, the number of samples in the
training data set is 642, and the number of samples in the
test data set is 213. According to empirical analysis, if the
platform-affiliated company is a listed company or a state-
owned enterprise, the possibility of platform problems is
less than that of a privately owned Internet financial
platform.

However, in the case of target motion, we need to
consider not only the physical movement of the target, but
also the transfer of the target motion mode pair. According
to the collected sample data, the private sector, the

state-owned sector, and the listed company accounted for
94.040%, 3.311%, and 2.639%, respectively. From the sta-
tistical results of the probability of problems, the probability
of a problemwith the platform of listed companies and state-
owned enterprises in the background is 0, and the proba-
bility of a problem with the platform of private companies is
0.43. (e results of the analysis of variance also explain the
platform. (e difference in background has a significant
impact on the normal and sustainable operation of the
platform.

5. Conclusion

Starting from the specific characteristics and relevant
determinants of Internet financial platforms, this article
uses big data crawling methods to crawl public data of
multiple third-party website platforms based on public
information on the Internet. (e data of the home
platform is divided into training set and test set based on
the seven aspects of platform strength, product features,
safeguard measures, risk control capabilities, network
services, information disclosure, and investor impres-
sions, and a dynamic mobile window is set. Next, we use
four classification algorithm models, logistic model,
decision tree, random forest, and neural network; in-
novatively adopt dynamic training set and test set
methods to study the problem of dynamic screening of
national Internet financial platform risks; and compare
models horizontally. (e experiment uses Python to
realize the machine learning model without tuning and
the machine learning model training with tuning and lists
the basic performance of the model and its interpret-
ability; then, it is compared with the predesigned one. We
compare the model without parameter adjustment lo-
gistic regression model, parameter adjustment logistic
regression model, SVM model, and Gaussian Bayes
model, in terms of the training time of the model, the
accuracy of the validation set, the TPR index, and the
interpretability of the training. (e results verify the
advantages of the machine learning model in screening
the key influencing factors that affect the overdue per-
formance of credit customers. Finally, we combine the
machine learning model and the logistic regression model
to design a preliminary credit risk control strategy, verify
the preliminary strategy to further optimize it, and then
design a new credit risk control strategy. (en, we point
out the specific research deficiencies and put forward the
focus and direction of follow-up research on the appli-
cation of machine learning models in Internet consumer
finance risk control strategies.
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