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Since the sufficient conditions for the maximum value of the intuitionistic fuzzy entropy are not unified and the hesitant fuzzy
entropy cannot be compared when the lengths of the hesitation fuzzy elements are not equal, improved axiomatic definitions of
intuitionistic fuzzy entropy and hesitant fuzzy entropy are proposed, and new intuitionistic fuzzy entropy and hesitant fuzzy
entropy based on the improved axiomatic definitions are established. +is paper defines the fuzzy entropy that satisfies the
properties based on the axiomatized definition of fuzzy entropy and, based on the fuzzy entropy, defines new intuitionistic fuzzy
entropy and hesitant fuzzy entropy, so that the three are unified in form.+e validity and rationality of the proposed intuitionistic
fuzzy entropy and hesitant fuzzy entropy are verified by analysis.

1. Introduction

+e concept of entropy was proposed by Clausius in 1958
and applied to thermodynamics to measure the degree of
energy exhaustion in a material system. Entropy is an im-
portant concept for measurement uncertainty. Shannon
called the uncertainty in the communication process in-
formation entropy and constructed a functional information
entropy formula. After Zadeh [1] first introduced fuzzy sets
in 1965, DeLuca and Termini [2] presented the axioms with
which the fuzzy entropy should comply and defined the
entropy of fuzzy sets based on Shannon’s function. Among
the various developments of fuzzy sets theory, the research
on intuitionistic fuzzy sets and hesitant fuzzy sets is the most
representative. Similarly, intuitionistic fuzzy entropy and
hesitant fuzzy entropy have attracted extensive research by
scholars.

Intuitionistic fuzzy sets [3–6] were proposed by Ata-
nassov in 1983. Intuitionistic fuzzy sets are an important
extension of fuzzy sets, which have a wide range of appli-
cations in many fields, such as multiattribute decision-
making [7–9], pattern recognition [10], and image seg-
mentation [11]. Intuitionistic fuzzy set considers the in-
formation of membership, nonmembership, and hesitancy

degree. +erefore, it is better than traditional fuzzy sets in
dealing with fuzziness and uncertainty and is more flexible
and practical. In 1996, Burillo [12] first proposed the concept
of intuitionistic fuzzy entropy, gave an axiomatic definition
(abbreviated as B-B axiomatic definition), and constructed
the calculation formula of intuitionistic fuzzy entropy that
satisfies the axiom condition. In 2001, Szmidt [13] extended
the definition of information entropy to the intuitionistic
fuzzy environment and proposed four constraints different
from the B-B axiomatic definition to define the intuitionistic
fuzzy entropy (abbreviated as S-K axiomatic definition). In
2006, from the perspective of probability, Hung [14]
regarded the three elements as probabilistic measures based
on the assumption that “ the sum of membership degree,
non-membership degree, and hesitation degree of the
intuitionistic fuzzy set is always 1” and accordingly gave a
new axiomatic definition (referred to as H-Y axiomatic
definition). In 2009, Zhang [15] gave a new axiomatic
definition of intuitionistic fuzzy entropy based on the dis-
tance between intuitionistic fuzzy sets (referred to as Zhang
axiomatic definition). +e axiomatic definition of intui-
tionistic fuzzy entropy in literature [12–15] fails to fully
reflect the fuzziness of intuitionistic fuzzy sets, especially in
terms of the necessary and sufficient conditions for
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restraining the maximum value of intuitionistic fuzzy en-
tropy, which does not meet reality, and fails to objectively
describe the maximum or minimum fuzzy degree of the
intuitionistic fuzzy set.

+e hesitant fuzzy sets [16] were put forward by Torra in
2010 in order to be able to effectively deal with the decision-
making problem of uncertain information. Compared with
fuzzy sets, hesitant fuzzy sets can more effectively solve
multiattribute decision-making problems in uncertain en-
vironments. In recent years, the research on the entropy
measurement of hesitant fuzzy sets has attracted widespread
attention from scholars. For example, Wei [17] proposed a
series of hesitant fuzzy entropy based on the mean and
variance of hesitant fuzzy elements; Hu [18] studied the
hesitant fuzzy entropy based on the similarity of the hesi-
tation fuzzy. Xu [19] discussed the fuzzy entropy and cross
entropy in the hesitant fuzzy environment; proposed several
measurement formulas about the hesitant fuzzy set; and
analyzed the relationship between the hesitant fuzzy en-
tropy, cross entropy, and similarity measurement. Liang [20]
constructed a multiattribute decision-making model based
on the entropy weight method according to the scoring
function and the principle of minimum relative entropy. In
fact, the hesitant fuzzy entropy is extended from the concept
of fuzzy entropy; that is, the entropy of each membership
degree in the hesitation fuzzy element should satisfy the
definition of fuzzy entropy. In actual decision-making
problems, when the hesitant fuzzy element and its com-
plement are the same, according to some existing hesitant
fuzzy entropy formulas, the entropy of the hesitant fuzzy
element is always calculated to be 1, so that the weight of the
attribute information is exactly the same. +is cannot reflect
the preferences of decision makers.

+is paper analyzes the defects of the axiomatic defi-
nitions of intuitionistic fuzzy entropy and hesitant fuzzy
entropy in detail, proposes improved axiomatic definitions
of intuitionistic fuzzy entropy and hesitant fuzzy entropy,
and constructs a new intuitionistic fuzzy entropy and hes-
itant fuzzy entropy calculation formula based on the im-
proved axiomatic definition. +e fuzzy entropy,
intuitionistic fuzzy entropy, and hesitant fuzzy entropy are
unified in form.

2. Preliminaries

In this section, we briefly review the basic concepts related to
fuzzy sets, intuitionistic fuzzy sets, and hesitant fuzzy sets
and then list some operations defined on them. +e con-
nection between them is also presented.

2.1. Fuzzy Set

Definition 1 (see [1]). Let X � x1, x2, . . . , xn􏼈 􏼉 be the uni-
verse of discourse; then, a fuzzy set A in X is defined as

A � 〈x, μA(x)〉|x ∈ X􏼈 􏼉, (1)

where μA(x): X⟶ [0, 1] is the membership degree.

Definition 2 (see [1]). For any two fuzzy sets A and B in X,
the following relations and operations can be defined:

(1) A(x)∪B(x) � A(x)∨B(x), ∀x ∈ X

(2) A(x)∩B(x) � A(x)∧B(x), ∀x ∈ X

(3) Ac(x) � 1 − A(x), ∀x ∈ X

2.2. Intuitionistic Fuzzy Set

Definition 3 (see [3]). Let X � x1, x2, . . . , xn􏼈 􏼉 be the uni-
verse of discourse; an intuitionistic fuzzy set (IFS) A in X is
defined as

A � 〈x, μA(x), ]A(x)〉|x ∈ X􏼈 􏼉, (2)

where μA: X⟶ [0, 1], ]A: X⟶ [0, 1] are membership
degree and nonmembership degree of the element x ∈ X,
respectively, and ∀x ∈ X, 0≤ μA(x) + ]A(x)≤ 1. πA(x) is
determined by the following equation:

πA(x) � 1 − μA(x) − ]A(x). (3)

πA(x) is called the hesitancy degree of the element x ∈ X

to the IFSA. πA(x) ∈ [0, 1], ∀x ∈ X. Greater πA(x) indicates
more vagueness on x. Obviously, when πA(x) � 0, ∀x ∈ X,
an IFS degenerates into an ordinary fuzzy set.

Definition 4 (see [3]). For any two IFSs A and B in X, the
following relations and operations can be defined:

(1) A≤B ⇔ μA(x)≤ μB(x), ]A(x)≥ ]B(x)

(2) A � B ⇔ A≤B, B≤A

(3) A∩B � 〈x, min(μA(x), μB(x)), max(]A(x), ]B􏼈

(x))〉|x ∈ X}

(4) A∪B � 〈x, max(μA(x), μB(x)), min(]A(x), ]B􏼈

(x))〉|x ∈ X}

(5) Ac � 〈x, ]A(x), μA(x)|x ∈ X〉􏼈 􏼉

2.3. Hesitation Fuzzy Set

Definition 5 (see [16]). Let X � x1, x2, . . . , xn􏼈 􏼉 be the
universe of discourse. A hesitant fuzzy set (HFS) A in X is
defined as

A � 〈xi, hA xi( 􏼁〉|xi ∈ X􏼈 􏼉, (4)

where hA(xi) is a set of some values in [0, 1], which is called
the hesitant fuzzy element (HFE), denoting the possible
membership degrees of the element xi ∈ X to the set A. In
particular, if there is only one value in each hA(xi)

(i � 1, 2, . . . , n), then the HFS A degenerates into an ordi-
nary fuzzy set, which indicates that fuzzy sets are a special
type of HFSs. HFS(X) is the set of all the HFSs on X.

It is assumed that for any HFE h � c1, c2, . . . , cl􏼈 􏼉, when
m< n(m, n � 1, 2, . . . , l), there is cm ≤ cn, where cλ ∈ [0, 1],
λ � 1, 2, . . . , l, and l is the length of elements in h.
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Definition 6. (see [16]). For any two HFEs h1 and h2 in X, c1

and c2 are, respectively, any element in h1 and h2; the
following relations and operations can be defined:

(1) hc
1 � ∪ c1∈hc

1
1 − c1􏼈 􏼉

(2) h1 ∪ h2 � ∪ c1∈h1 ,c2∈h2
max c1, c2􏼈 􏼉

(3) h1 ∩ h2 � ∩ c1∈h1 ,c2∈h2
min c1, c2􏼈 􏼉

2.4. Entropy Measures for Fuzzy Sets. Fuzzy entropy de-
scribes the uncertainty of fuzzy sets, which satisfies the
following:

(1) If the membership degree of the fuzzy set is 0 or 1,
then the fuzzy entropy of the fuzzy set is 0

(2) If the membership degree of the fuzzy set is 0.5, then
the fuzzy entropy of the fuzzy set is the largest

(3) +e closer the membership degree of the fuzzy set is
to 0.5, the larger its fuzzy entropy is; conversely, the
further away it is from 0.5, the smaller its fuzzy
entropy is

(4) +e fuzzy entropy of fuzzy set is equal to the fuzzy
entropy of its complement

Definition 7. Let F(X) denote the set of all fuzzy sets over X.
Amapping H: F(X)⟶ [0, 1] is called an fuzzy entropy if it
satisfies the following properties:

(1) ∀x ∈ X, μA(x) ∈ 0, 1{ } ⇔ H(A) � 0
(2) ∀x ∈ X, μA(x) � 0.5 ⇔ H(A) � 1
(3) ∀x ∈ X, μA(x)≤ μB(x)≤ 0.5 or μB(x)≥ μA(x)≥

0.5 ⇔ H(B)≤H(A)

(4) ∀A ∈ F(X), H(A) � H(Ac)

Definition 8. For each xi ∈ X, Hi(A) is defined by

Hi(A) � − 4 μA xi( 􏼁 − 0.5( 􏼁
2

+ 1 � − 4μ2A xi( 􏼁 + 4μA xi( 􏼁. (5)

+en, Hi(A) is an uncertainty measure for fuzzy set
elements xi.

Let us consider the following function:

f(x) � − 4x
2

+ 4x, 0≤x≤ 1. (6)

Since f(x) � f(1 − x), we can get that f(x) is sym-
metric about x � 0.5.

+en, we have f′(x) � − 8x + 4; when x≥ 0.5, f′(x)≤ 0,
f(x) decreases monotonically with x; when x≤ 0.5,
f′(x)≥ 0, f(x) increases monotonously with x; when
x � 0.5, f(x) gets its maximum value f(x)max � f(0.5) � 1;
when x � 0 or 1, f(x) gets the minimum value
f(x)min�f(0)� f(1) � 0. f(x) is shown in Figure 1.

From the above discussion, we can get 0≤Hi(A)≤ 1.

Definition 9. For each A ∈ F(X), H(A) is defined by

H(A) � −
1
n

􏽘

n

i�1
− 4μ2A xi( 􏼁 + 4μA xi( 􏼁􏽨 􏽩. (7)

H(A) is an entropy measure for fuzzy setA. It is easy to
get that H(A) is the average of Hi(A), for all xi ∈ X.

Proof. (1)
0≤Hi(A) � − 4μ2A(xi) + 4μA(xi)≤ 1 ⇔ 0≤H(A) ≤ 1
∀x ∈ X, μA(x) ∈ 0, 1{ },
Hi(A) � − 4μ2A(xi) + 4μA(xi) � 0 ⇔ H(A) � 0.

(2) ∀x ∈ X, μA(x) � 0.5,
Hi(A) � − 4 × 0.52 + 4 × 0.5 � 1 ⇔ H(A) � 1.

(3) ∀x ∈ X, μA(x)≤ μB(x)≤ 0.5.
According to the monotonicity of function
f(x) � − 4x2 + 4x, we have

Hi(A) � − 4μ2A xi( 􏼁 + 4μA xi( 􏼁􏽮 􏽯

≤ Hi(B) � − 4μ2B xi( 􏼁 + 4μB xi( 􏼁􏽮 􏽯 ⇔ H(B)≤H(A).

(8)

+e same can be obtained:
∀x ∈ X, μB(x)≥ μA(x)≥ 0.5

Hi(A) � − 4μ2A xi( 􏼁 + 4μA xi( 􏼁􏽮 􏽯

≤ Hi(B) � − 4μ2B xi( 􏼁 + 4μB xi( 􏼁􏽮 􏽯 ⇔ H(B)≤H(A).
(9)

(4) ∀A ∈ F(X), H(A) � H(Ac).

∀x ∈ X, μAc (x) � 1 − μA(x),

Hi(A) � − 4 μA xi( 􏼁 − 0.5( 􏼁
2

+ 1 � − 4 1 − μA xi( 􏼁( 􏼁 − 0.5􏼂 􏼃
2

+ 1 � Hi A
c

( 􏼁⇔H(A) � H A
c

( 􏼁.

(10)

Equation (7) satisfies properties (1)–(4) in Definition 7;
thus, H(A) is an entropy measure for fuzzy sets. □

3. Entropy Measures for IFS

From the definition of intuitionistic fuzzy sets, we can know
that the uncertainty of intuitionistic fuzzy sets is jointly
determined by the degree of membership, the degree of
nonmembership, and the degree of hesitancy. In terms of
describing the necessary and sufficient conditions for
obtaining the maximum value of intuitionistic fuzzy en-
tropy, Zhang axiomatically states that “when and only when
the degrees of membership and nonmembership are both
0.5, the intuitionistic fuzzy entropy achieves the maximum
value”. Although the uncertainty of the intuitionistic fuzzy
set caused by fuzziness is the largest under this constraint,
the hesitancy degree is 0, and the uncertainty caused by
hesitation degree is the smallest. +e constraint condition
defined by B-B axiomatization describes the necessary and
sufficient condition for the maximum value of the intui-
tionistic fuzzy entropy. It is believed that if and only if the
membership degree and nonmembership degree of the
element x belonging to A are both 0, the value of the
intuitionistic fuzzy entropy is obtained as maximum value.
Contrary to Zhang’s axiomatic definition, the hesitancy
degree of the intuitionistic fuzzy set is 1, and the degrees of
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membership and nonmembership are 0. +e uncertainty
caused by hesitancy degree is the largest. +e constraint
defined by S-K axiomatization is as follows: “when the
degree of membership and the degree of nonmembership
are equal, the intuitionistic fuzzy entropy reaches its
maximum value.” +is constraint ignores the contribution
of the hesitancy degree to intuitionistic fuzzy entropy.
When the degrees of membership and nonmembership
increase at the same time, the hesitancy degree decreases,
and its entropy will decrease accordingly. +erefore, the
constraint in the S-K axiomatic definition is contradictory
to intuition. With the deepening of research, analyzing the
knowledge transferred by Atanassov intuitionistic fuzzy set
(AIFS) provides a new perspective for the research of
intuitionistic fuzzy entropy. References [21–23] study how
to measure the knowledge of intuitionistic fuzzy entropy
and propose axiomatic definitions. Reference [24] pointed
out that the uncertainty of intuitionistic fuzzy entropy
consists of three uncertainties, namely, nonspecificity,
fuzziness, and intuitionism. Furthermore, a general un-
certainty measure consisting of these three uncertainties is
presented.

From the above analysis, the constraints given by each
axiomatic definition still have defects, and there is still no
unity of the sufficient conditions for the maximum value of
intuitionistic fuzzy entropy. In view of this, considering the
internal relationship of the three interacting factors of
membership degree, nonmembership degree, and hesitancy
degree, the axiomatic definition of intuitionistic fuzzy en-
tropy is improved by improving the intuition constraint
conditions, and a new definition of intuitionistic fuzzy
entropy is proposed accordingly.

+e uncertainty of intuitionistic fuzzy sets comes from
two aspects. One is the uncertainty of the intuitionistic fuzzy
set itself, that is, the uncertainty caused by the fuzziness of
membership and nonmembership, and the other is the
uncertainty caused by hesitancy degree. +erefore, the
construction formula of intuitionistic fuzzy entropy must
not only reflect the fuzziness of intuitionistic fuzzy sets, but
also reflect the uncertainty of the hesitancy degree. Only by

portraying the uncertainty of intuitionistic fuzzy sets from
different sides, can the degree of fuzzy intuitionistic fuzzy
sets be measured more comprehensively.

3.1. Improved Axiomatic Definition of Intuitionistic Fuzzy
Entropy. In order to improve the constraint conditions of
the axiomatic definition of intuitionistic fuzzy entropy, the
following improved axiomatic definition of intuitionistic
fuzzy entropy is proposed.

Definition 10. Let IFSs(X) denote the set of all intuitionistic
fuzzy sets over X. A mapping E: IFSs(X)⟶ [0, 1] is called
an intuitionistic fuzzy entropy if it satisfies the following
properties:

(1) E(A) � 0 ⇔ A is a crisp subset
(2) E(A) � 1 ⇔ μA(x) � ]A(x) � 0 or

μA(x) � ]A(x) � 0.5, ∀x ∈ X

(3) E(A) � E(Ac)

(4) When πA(x) � πB(x), |μA(x) − ]A(x)|≥ |μB(x) −

]B(x)|, ∀x ∈ X, E(A)≤E(B), or when |μA(x) − 0.5|2

+|]A(x) − 0.5|2 �|μB(x) − 0.5|2 +|]B(x) − 0.5|2, πA

(x)≤ πB(x), ∀x ∈ X, E(A)≤E(B)

+e advantage analysis of the improved axiomatic def-
inition of intuitionistic fuzzy entropy is as follows:

(1) +e necessary and sufficient condition for obtaining
the minimum value of intuitionistic fuzzy entropy is
that the intuitionistic fuzzy set is a crisp subset.

(2) +e necessary and sufficient condition for obtaining
the maximum value of intuitionistic fuzzy entropy is
the degree of membership. When the degree of
nonmembership is 0 or 0.5 and when the degrees of
membership and nonmembership are 0, the un-
certainty brought by the hesitancy degree is the
largest. When the degrees of membership and
nonmembership are both 0.5, the uncertainty caused
by the fuzziness is the largest.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
x

0

0.2

0.4

0.6

0.8

1

f (
x)

Figure 1: Function f(x).
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(3) +is shows that the entropy of the intuitionistic fuzzy
set and that of the complement set are equal.

(4) +is constraint states that when the hesitancy degree
is equal, the smaller the |μA(x) − ]A(x)|, the smaller
the element x and the greater the uncertainty of the
relationship between the set A, the greater the
intuitionistic fuzzy entropy under this constraint, or
when |μA(x) − 0.5|2+|]A(x) − 0.5|2�|μB(x) − 0.5|2+

|]B(x) − 0.5|2, the uncertainty brought by the fuzz-
iness is equal. As the hesitancy degree increases, the
intuitionistic fuzzy entropy also increases.

3.2. Intuitionistic Fuzzy Entropy. In order to meet the
properties in Definition 10, define E(A) as the entropy of
intuitionistic fuzzy.

E(A) �
1
n

􏽘

n

i�1

1
2

− 4 μA xi( 􏼁( 􏼁
2

+ 4μA xi( 􏼁 − 4 ]A xi( 􏼁( 􏼁
2

􏽨􏼚

+ 4]A xi( 􏼁􏼃 + log2 1 + π3
xi( 􏼁􏼐 􏼑􏽯.

(11)

Among them, − 4(μA(xi))
2 + 4μA(xi) describes the

contribution of membership to the intuitionistic fuzzy en-
tropy; − 4(]A(xi))

2 + 4]A(xi) describes the contribution of
nonmembership to the intuitionistic fuzzy entropy;

(1/2)[− 4(μA(xi))
2 + 4μA(xi) − 4(]A(xi))

2 + 4]A(xi)]

describes the uncertainty caused by the fuzziness of mem-
bership and nonmembership, and log2(1 + π3(xi)) describes
the uncertainty caused by hesitancy degree. +is formula
describes the uncertainty of intuitionistic fuzzy sets from the
two aspects of membership degree and hesitancy degree and
more comprehensively measures the uncertainty of intui-
tionistic fuzzy sets. +e intuitionistic fuzzy entropy is shown
in Figure 2.

Proof. Consider the following function:

g(x, y) �
1
2

− 4x
2

+ 4x − 4y
2

+ 4y􏽨 􏽩 + log2 1 +(1 − x − y)
3

􏽨 􏽩,

0≤ x≤ 1

0≤y≤ 1

0≤ x + y≤ 1

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

(1/2)[− 4x2 + 4x − 4y2 + 4y] �− 4(x − 0.5)2 + 1 − 4(y−

0.5)2 + 1≥ 0, log2[1 + (1 − x − y)3]≥ 0, so g(x, y)≥ 0,

zg

zx
� − 4x + 2 +

− 3(1 − x − y)
2

1 +(1 − x − y)
3

􏽨 􏽩 · ln 2
� 0

zg

zy
� − 4y + 2 +

− 3(1 − x − y)
2

1 +(1 − x − y)
3

􏽨 􏽩 · ln 2
� 0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

We can get the stagnation points (0.2343, 0.2343) and
(0.5, 0.5).

+en, we have g(0.2343, 0.2343) � 0.9193≤ 1, g(0.5,

0.5) � 1≤ 1.
Consider the boundary value 0≤x≤ 1

y � 0􏼨 , g(x, 0)

� − 2x2 + 2x + log2[1 + (1 − x)3],
(dg/dx) � − 4x + 2 + ((− 3(1 − x)2)/([1 + (1 − x)3] · ln

2)) � 0. +ere is no real solution when 0≤x≤ 1, so
(dg/dx)< 0, gmax(x, y) � g(0, 0) � 1.

When 0≤y≤ 1
x � 0􏼨 , g(0, y) � − 2y2 + 2y + log2[1 + (1

− y)3],
(dg/dy) � − 4y + 2 + ((− 3(1 − y)2)/([1 + (1 − y)3] · ln

2)) � 0. +ere is no real solution when 0≤y≤ 1, so
(dg/dx)< 0, gmax(x, y) � g(0, 0) � 1.

When
0≤x≤ 1
0≤y≤ 1
x + y � 1

⎧⎪⎨

⎪⎩
, g(x, y) � − 2x2 + 2x − 2y2 + 2y�g

(x, 1 − x) � − 4x2 + 4x,
gmax(x, y) � g(0.5, 0.5) � 1, so g(x, y)≤ 1.
In summary, 0≤g(x, y)≤ 1.
If A is a crisp subset, we have A � 〈x, 1, 0〉|x ∈ X{ } or

A � 〈x, 0, 1〉|x ∈ X{ }.

E(A) �
1
n

􏽘

n

i�1

1
2

− 4 μA xi( 􏼁( 􏼁
2

+ 4μA xi( 􏼁 − 4 ]A xi( 􏼁( 􏼁
2

􏽨􏼚

+ 4]A xi( 􏼁􏼃 + log2 1 + π3 xi( 􏼁􏼐 􏼑􏽯 � 0.

(14)

If E(A) � 0,

− 4 μA xi( 􏼁( 􏼁
2

+ 4μA xi( 􏼁 � 0

− 4 ]A xi( 􏼁( 􏼁
2

+ 4]A xi( 􏼁 � 0

log2 1 + π3 xi( 􏼁􏼐 􏼑 � 0

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(15)

We can get A � 〈x, 1, 0〉|x ∈ X{ } or A � 〈x, 0, 1〉{

|x ∈ X}.
If E(A) � 1, then we have

1
0.8

0.6
0.4

0.2
0

1

0.8

0.6

0.4

0.2

0
10.80.6

0.4
0.20v (x) μ (x)

E 
(A

)

Figure 2: Intuitionistic fuzzy entropy E(A).
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−
1
2

− 4 μA xi( 􏼁( 􏼁 + 4μA xi( 􏼁 − 4 ]A xi( 􏼁( 􏼁
2

+ 4]A xi( 􏼁􏽨 􏽩 � 1

log2 1 + π3 xi( 􏼁􏼐 􏼑 � 0

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

,

(16)

or

−
1
2

− 4 μA xi( 􏼁( 􏼁
2

+ 4μA xi( 􏼁 − 4 ]A xi( 􏼁( 􏼁
2

+ 4]A xi( 􏼁􏽨 􏽩 � 0

log2 1 + π3
xi( 􏼁􏼐 􏼑 � 1

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(17)

+erefore, A � 〈x, 0, 0〉|x ∈ X{ } or A � 〈x, 0.5, 0.5〉|x{

∈ X}.

E(A) � E A
c

( 􏼁 ⇔ E(A) �
1
n

􏽘

n

i�1

1
2

− 4 μA xi( 􏼁( 􏼁
2

+ 4μA xi( 􏼁 − 4 ]A xi( 􏼁( 􏼁
2

+ 4]A xi( 􏼁􏽨 􏽩 + log2 1 + π3 xi( 􏼁􏼐 􏼑􏼚 􏼛

�
1
n

􏽘

n

i�1

1
2

− 4 1 − μA xi( 􏼁( 􏼁
2

+ 4 1 − μA xi( 􏼁( 􏼁 − 4 1 − ]A xi( 􏼁( 􏼁
2

+ 4 1 − ]A xi( 􏼁( 􏼁􏽨 􏽩 + log2 1 + π3 xi( 􏼁􏼐 􏼑􏼚 􏼛E A
c

( 􏼁.

(18)

When πA(x) � πB(x),

μA(x) − ]A(x)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≥ μB(x) − ]B(x)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌⇒ μA(x) − 0.5 + 0.5 − ]A(x)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≥ μB(x) − 0.5 + 0.5 − ]B(x)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌⇒

μA(x) − 0.5( 􏼁
2

+ 0.5 − ]A(x)( 􏼁
2

+ 2 μA(x) − 0.5( 􏼁 × 0.5 − ]A(x)( 􏼁≥ μB(x) − 0.5( 􏼁
2

+ 0.5 − ]B(x)( 􏼁
2
+

2 μB(x) − 0.5( 􏼁 × 0.5 − ]B(x)( 􏼁⇒ − 4 × μA(x) − 0.5( 􏼁
2

+ 1 − 4 × 0.5 − ]A(x)( 􏼁
2

+ 1 + log 1 + π3A(x)􏼐 􏼑􏽨 􏽩

− − 4 × μB(x) − 0.5( 􏼁
2

+ 1 − 4 × 0.5 − ]B(x)( 􏼁
2

+ 1 + log 1 + π3
B(x)􏼐 􏼑􏽨 􏽩≥ 8 × μA(x)]A(x) − μB(x)]B(x)( 􏼁.

(19)

Since μA(x) + ]A(x) � μB(x) + ]B(x), |μA(x) − ]A(x)|

≥ |μB(x) − ]B(x)|, then we can get 8 × (μA(x)]A

(x) − μB(x)]B(x))≤ 0. See the appendix for the specific

certification process. +erefore, we have E(A)≤E(B),
∀x ∈ X.

When |μA(x) − 0.5|2 + |]A(x) − 0.5|2� |μB(x) − 0.5|2+

|]B(x) − 0.5|2,

E(A) − E(B) � − 4 × μA(x) − 0.5( 􏼁
2

+ 1 − 4 × 0.5 − ]A(x)( 􏼁
2

+ 1 + log 1 + π3A(x)􏼐 􏼑􏽨 􏽩−

− 4 × μB(x) − 0.5( 􏼁
2

+ 1 − 4 × 0.5 − ]B(x)( 􏼁
2

+ 1 + log 1 + π3
B(x)􏼐 􏼑􏽨 􏽩 � log 1 + π3A(x)􏼐 􏼑 − log 1 + π3

B(x)􏼐 􏼑.

(20)

Since πA(x)≤ πB(x), we can get that log(1+

π3A(x))≤ log(1 + π3B(x)). +en, we have E(A)≤E(B),
∀x ∈ X.

From the above discussion, we can get that (8) satisfies
properties (1)–(4) in Definition 10, and thus E(A) is an
entropy measure for fuzzy sets.
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Figure 3: Hesitant fuzzy entropy Ei(A).
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When πA(x) � 0, intuitionistic fuzzy sets degenerate into
fuzzy sets. We can get

E(A) �
1
n

􏽘

n

i�1

1
2

− 4 μA xi( 􏼁( 􏼁
2

+ 4μA xi( 􏼁 − 4 ]A xi( 􏼁( 􏼁
2

􏽨􏼚

+ 4]A xi( 􏼁􏼃􏼉 � 0.

(21)

Since πA(x) � 0, μA(x) � 1 − ]A(x); then, we have
E(A) � (1/n) 􏽐

n
i�1 [− 4(μA(xi))

2 + 4μA(xi)]􏽮 􏽯.
It is easy to get that intuitionistic fuzzy entropy de-

generates into fuzzy entropy. □

4. Conclusion

+is paper proposes new fuzzy entropy based on the axi-
omatic definition of fuzzy entropy, and on this basis, the
paper analyzes the existing problems in the axiomatic def-
initions of intuitionistic fuzzy entropy and hesitant fuzzy
entropy and proposes improvements.

Improvements to the new intuitionistic fuzzy entropy
are as follows:

(1) We improve the conditions for taking the maximum
value of the intuitionistic fuzzy entropy and propose
that when the degree of blur or hesitancy of the
intuitionistic fuzzy entropy is the maximum, the
intuitionistic fuzzy entropy is the maximum value

(2) Intuitionistic fuzzy entropy is a real-valued contin-
uous function increasing with the hesitancy degree
and decreasing with |μA(x) − ]A(x)|

Improvements to the new hesitant fuzzy entropy are as
follows:

(1) Aiming at the situation where the hesitant fuzzy
entropy takes the maximum value, we propose that
only when all the elements in the hesitant fuzzy
element are 0.5, does the hesitant fuzzy entropy
obtain the maximum value

(2) Aiming at the comparison and improvement of the
hesitant fuzzy entropy, we propose that only when
the lengths of the hesitant fuzzy elements are equal, is
a method for judging the hesitant fuzzy entropy
proposed when the lengths of the HFSs are not equal

+rough theoretical verification, the new intuitionistic
fuzzy entropy and hesitant fuzzy entropy conform to the
axiomatic definition and are more effective than the previous
intuitionistic fuzzy entropy and hesitant fuzzy entropy.
Moreover, this paper unifies the fuzzy entropy, intuitionistic
fuzzy entropy, and hesitant fuzzy entropy in form, so that
when the intuitionistic fuzzy set and hesitant fuzzy set de-
generate into ordinary fuzzy sets, the intuitionistic fuzzy
entropy and hesitant fuzzy entropy also degenerate into
fuzzy entropy.

Appendix

+e specific certification process is as follows. Accordingly,
we have E(A)≤E(B), ∀x ∈ X.

A. Entropy Measures for HFSs

In hesitant fuzzy environment, Xu and Xia [19] proposed an
entropy axiomatic definition and some formulas for hesitant
fuzzy elements (HFEs).

Definition A.1. (see [19]). An entropy on HFE α is a real-
valued function E :H⟶ [0, 1], satisfying the following
axiomatic requirements:

(1) E(α) � 0, if and only if α � 0 or α � 1
(2) E(α) � 1, if and only if ασ(i) + ασ(l− i+1) � 1, for

i � 1, 2, . . . , lα

(3) E(α)≤E(β), if ασ(i) ≤ βσ(i) for βσ(i) + βσ(l− i+1) ≤ 1 or
ασ(i) ≥ βσ(i), for βσ(i) + βσ(l− i+1) ≥ 1, i � 1, 2, . . . , l

(4) E(α) � E(αc)

It can be seen from Definition a.1 that for HFE
h � 0.4, 0.5, 0.6{ }, its hesitant fuzzy entropy is 1. According
to Definition a.1, the fuzzy entropy of element 0.5 is 1, and
the fuzzy entropy of elements 0.4 and 0.6 should be equal
and less than 1. +erefore, the hesitant fuzzy entropy of the
hesitant fuzzy element h should also be less than 1.
+erefore, it is not difficult to see that (2) in Definition a.1
needs to be further improved, and the constraint of (3) that
the number of elements in the two HFEs must be equal is too
high. For two hesitant fuzzy elements with unequal length, it
is impossible to judge their entropy value.

In order to perfect the constraint conditions of the
axiomatic definition of hesitant fuzzy entropy, a new axi-
omatic definition of hesitant fuzzy entropy will be given
below.

B. Improved Axiomatic Definition of Hesitant
Fuzzy Entropy

Definition B.1. Suppose a domain X � x1, x2, . . . , xn􏼈 􏼉, A �

〈xi, hA(xi)〉|xi ∈ X􏼈 􏼉 is a HFS on X, and there is a HFE
hA(xi) � c1

i , c2
i , . . . , c

li
i􏽮 􏽯, where li is the number of values in

hA and is called the length of hA. If the mapping
E: HFS(X)⟶ [0, 1] satisfies the following four properties,
then E is called the entropy of the HFS A:

(1) E(A) � 0 if and only if cλ
i � 0 or cλ

i � 1,
i � 1, 2, . . . , n, λ � 1, 2, . . . , li

(2) E(A) � 1 if and only if A is the fuzziest set; that is,
cλ

i � 0.5, i � 1, 2, . . . , n, λ � 1, 2, . . . , li

(3) E(A) � E(Ac), where Ac is the complement of A

(4) When lA � lB, if 􏽐
lA
λ�1 |cλ

i − 0.5|2 ≤􏽐
lB
λ�1 |cλ

i − 0.5|2,
∀x ∈ X, E(A)≥E(B), or when 􏽐

lA
λ�1 |cλ

i − 0.5|2�

􏽐
lB
λ�1 |cλ

i − 0.5|2, if lA ≤ lB, ∀x ∈ X, E(A)≥E(B)

Journal of Mathematics 7



+e advantage analysis of the improved axiomatic def-
inition of hesitant fuzzy entropy is as follows:

(1) Property (2) shows the necessary and sufficient
conditions for the hesitant fuzzy entropy to obtain
the maximum value. Only when the elements in the
hesitation fuzzy element are all 0.5, does the hesitant
fuzzy entropy take the maximum value. +is prop-
erty improves the condition for obtaining the
maximum value of the hesitant fuzzy entropy, which
is more in line with reality.

(2) Property (4) provides a method for comparing the
entropy of hesitating fuzzy elements when the
lengths of the hesitation fuzzy elements are equal or
not equal.

C. Hesitant Fuzzy Entropy

Before defining the hesitant fuzzy entropy of the HFS, we
first define the hesitant fuzzy entropy of the HFE. In order to
meet the properties in Definition b.1, define Ei(A) as the
entropy of HFE.

Ei(A) �
1
li

􏽘

li

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕. (C.1)

Since f(x) � − 4x2 + 4x, for 0≤ x≤ 1, we can get
0≤Ei(A)≤ 1.

When the HFE has only two elements, the hesitant fuzzy
entropy is shown in Figure 3.

Proof. If cλ
i � 0 or cλ

i � 1, i � 1, 2, . . . , n, λ � 1, 2, . . . , li, we
can get Ei(A) � (1/li) 􏽐

li
λ�1[− 4(cλi )2 + 4cλi ] � 0.

If Ei(A) � (1/li) 􏽐
li
λ�1[− 4(cλ

i )2 + 4cλi ] � 0, it is easy to
get that − 4(cλi )2 + 4cλi � 0.

+erefore, cλ
i � 0 or 1.

If A is the fuzziest set, we have cλ
i � 0.5, i � 1, 2, . . . , n,

λ � 1, 2, . . . , li.
+en, we can get Ei(A) � (1/li) 􏽐

li
λ�1[− 4(cλ

i )2+ 4cλi ] � 1.
If Ei(A) � (1/li) 􏽐

li
λ�1[− 4(cλ

i )2 + 4cλi ] � 1, we can get
− 4(cλi )2 + 4cλ

i � 1; therefore, cλ
i � 0.5.

Ei(A) �
1
li

􏽘

li

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕

�
1
li

􏽘

li

λ�1
− 4 1 − c

λ
i􏼐 􏼑

2
+ 4 1 − c

λ
i􏼐 􏼑􏼔 􏼕 � Ei A

c
( 􏼁.

(C.2)

It is easy to get that E(A) � E(Ac).
When lA � lB, if 􏽐

lA
λ�1 |cλ

i − 0.5|2 ≤􏽐
lB
λ�1 |cλ

i − 0.5|2,
∀x ∈ X,

Ei(A) �
1
lA

􏽘

lA

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕 �

1
lA

􏽘

lA

λ�1
− 4 c

λ
i − 0.5􏼐 􏼑

2
+ 1􏼔 􏼕≥

Ei(B) �
1
lB

􏽘

lB

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕 �

1
lB

􏽘

lB

λ�1
− 4 c

λ
i − 0.5􏼐 􏼑

2
+ 1􏼔 􏼕⇒E(A)≥E(B).

(C.3)

When 􏽐
lA
λ�1 |cλ

i − 0.5|2�􏽐
lB
λ�1 |cλ

i − 0.5|2, if lA ≤ lB,
∀x ∈ X,

Ei(A) �
1
lA

􏽘

lA

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕 �

1
lA

􏽘

lA

λ�1
− 4 c

λ
i − 0.5􏼐 􏼑

2
+ 1􏼔 􏼕≥

Ei(B) �
1
lB

􏽘

lB

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕 �

1
lB

􏽘

lB

λ�1
− 4 c

λ
i − 0.5􏼐 􏼑

2
+ 1􏼔 􏼕⇒Ei(A)≥Ei(B).

(C.4)

Next, we define the hesitant fuzzy entropy of HFSs.

E(A) �
1
n

􏽘

n

i�1
−
1
li

􏽘

li

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭. (C.5)

It is easy to get 0≤E(A)≤ 1.
If cλ

i � 0 or cλ
i � 1, i � 1, 2, . . . , n, λ � 1, 2, . . . , li,

E(A) � (1/n) 􏽐
n
i�1 (1/li) 􏽐

li
λ�1[− 4(cλ

i )2 + 4cλ
i ]􏽮 􏽯 � 0.

If E(A) � (1/n) 􏽐
n
i�1 (1/li) 􏽐

li
λ�1[− 4(cλi )2 + 4cλi ]􏽮 􏽯 � 0,

− 4(cλ
i )2 + 4cλ

i � 0, so cλ
i � 0 or 1.

If A is the fuzziest set, cλ
i � 0.5, i � 1, 2, . . . , n,

λ � 1, 2, . . . , li, E(A) � (1/n) 􏽐
n
i�1 (1/li) 􏽐

li
λ�1[− 4(cλi )2 + 4􏽮

cλ
i ]} � 1.

If E(A) � (1/n) 􏽐
n
i�1 (1/li) 􏽐

li
λ�1 􏽐

li

[− 4(cλ
i )2 + 4cλ

i ]} � 1
⎧⎨

⎩ ,

− 4(cλi )2 + 4cλ
i � 1, so cλ

i � 0.5.

8 Journal of Mathematics



E(A) �
1
n

􏽘

n

i�1

1
li

􏽘

li

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭ �
1
n

􏽘

n

i�1
−
1
li

􏽘

li

λ�1
− 4 1 − c

λ
i􏼐 􏼑

2
+ 4 1 − c

λ
i􏼐 􏼑􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭

� E A
c

( 􏼁 ⇔ E(A) � E A
c

( 􏼁.

(C.6)

When lA � lB, if 􏽐
lA
λ�1 |cλ

i − 0.5|2 ≤􏽐
lB
λ�1 |cλ

i − 0.5|2,
∀x ∈ X,

E(A) �
1
n

􏽘

n

i�1

1
lA

􏽘

lA

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭ �
1
n

􏽘

n

i�1

1
lA

􏽘

lA

λ�1
− 4 c

λ
i − 0.5􏼐 􏼑

2
+ 1􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭ ≥

E(B) �
1
n

􏽘

n

i�1

1
lB

􏽘

lB

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭ �
1
n

􏽘

n

i�1

1
lB

􏽘

lB

λ�1
− 4 c

λ
i − 0.5􏼐 􏼑

2
+ 1􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭⇒E(A)≥E(B).

(C.7)

When 􏽐
lA
λ�1 |cλ

i − 0.5|2�􏽐
lB
λ�1 |cλ

i − 0.5|2, if lA ≤ lB,
∀x ∈ X,

E(A) �
1
n

􏽘

n

i�1

1
lA

􏽘

lA

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭ �
1
n

􏽘

n

i�1

1
lA

􏽘

lA

λ�1
− 4 c

λ
i − 0.5􏼐 􏼑

2
+ 1􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭ ≥

E(B) �
1
n

􏽘

n

i�1

1
lB

􏽘

lB

λ�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭ �
1
n

􏽘

n

i�1

1
lB

􏽘

lB

λ�1
− 4 c

λ
i − 0.5􏼐 􏼑

2
+ 1􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭⇒E(A)≥E(B).

(C.8)

From the above discussion, we can get that (11) satisfies
conditions (1)–(4) in Definition b.1; thus, E(A) is an entropy
measure for HFEs.

If there is only one value in each hA(xi) (i � 1, 2, . . . , n),
then the HFS A degenerates into an ordinary fuzzy set.+en,
we can get

E(A) �
1
n

􏽘

n

i�1
− 4 c

λ
i􏼐 􏼑

2
+ 4c

λ
i􏼔 􏼕􏼚 􏼛. (C.9)

It is easy to get that hesitant fuzzy entropy degenerates
into fuzzy entropy. □
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