No one has proved that mathematically general stochastic dynamical systems have a special structure. Thus, we introduce a structure of a general stochastic dynamical system. According to scientific understanding, we assert that its deterministic part can be decomposed into three significant parts: the gradient of the potential function, friction matrix and Lorenz matrix. Our previous work proved this structure for the low-dimension case. In this paper, we prove this structure for the high-dimension case. Hence, this structure of general stochastic dynamical systems is fundamental.

1. Introduction

Stochastic differential equations are widely used to describe random phenomena in complex systems in physics, biology, and chemistry. For such a stochastic dynamical system, researchers usually build an appropriate mathematical model based on basic scientific laws and analyze or simulate it to gain insights about its complex phenomena. However, these models are proposed to solve specific scientific problems [1–3]. Until now, the general theory for stochastic differential equations has been limited.

To gain a deeper understanding of the dynamic behaviors of general stochastic dynamical systems requires the exploration of their intrinsic mechanisms. In 2005, Ao [4] proposed Ao decomposition, which demonstrates that the deterministic part of general stochastic dynamical systems can be decomposed into three significant parts: the friction force, gradient of the potential function, and Lorenz force. This inspired much work [5, 6]. We discuss the scientific significance of these three terms.

1.1. Potential Function. From the biological point of view, the potential function can be explained by evolution theory. As we know, the fundamental nature of biology is determined by evolution. To explain adaptation and speciation, Darwin [7] formulated the theory of evolution based on natural selection. Accordingly, Fisher [8] proposed the fundamental theorem of natural selection, indicating that the increase rate of mean fitness by natural selection is equal to its genetic variance in fitness. In 1932, Wright [9] proposed the fitness landscape concept, by which evolutionary adaptation may be seen as a hill-climbing process on the mean fitness landscape until a local mean fitness peak is reached. In 1940, Waddington [10] proposed the developmental landscape, which is equivalent to the fitness landscape. Wright’s fitness landscape and Fisher’s fundamental theorem of natural selection have been widely used to interpret adaptation as mean fitness maximization (see Figure 1).

This phenomenon is often illustrated on mathematical landscapes as balls rolling downhill. A ball experiencing
gravity tends to a minimum of the gravitational potential energy $p(x)$ as a function of its spatial position $x$. The force on the ball is given by the local slope, $f = -(d p(x)/dx)$.

The potential landscape is also called a potential function or energy function, which has been applied in fields such as physics, biology, and chemistry [11, 12]. It can compare the relative stability of different attractors [13], account for the transition rates between neighboring steady states induced by noise [14], and provide an intuitive picture that reveals the essential mechanism underlying the complex system [15]. In physics, the potential function is closely related to the non-equilibrium thermodynamic framework [16]; in chemistry, it provides useful explanations for protein folding [17, 18]; in biology, it has been used to explore basic problems in evolution such as the robustness, adaptability, and efficiency of real biological networks [19]. Until now, the general existence of the potential function remains unsolved. Researchers such as Prigogine et al. [20–22] have insisted that the potential function does not exist in non-equilibrium systems because they have not found it.

1.2. The Friction Matrix. The friction matrix (the frictional force) represents dissipation. In this case, the energy of a dynamical system decreases, so the potential function decreases and the corresponding fitness increases. A system that has only friction is a gradient system (see green thick arrow in Figure 1).

1.3. The Lorenz Matrix. Interestingly, Wright’s fitness landscape theory [9] cannot explain the Red Queen hypothesis proposed by Valen [23], which illustrates that the biotic interactions between species provide a driving force resulting in endless evolution for some species even if the physical environment is unchanged. This is because he neglects the Lorenz matrix (Lorenz force). If considering the Lorenz force, the population flow on a landscape is not directly down the gradient of the potential function. It also swirls (see red thin arrow in Figure 1).

The above scientific understanding indicates that these three components exist in general stochastic dynamical systems, but this decomposition lacks rigorous mathematical proof. This paper is the first to prove that the deterministic part of general high-dimension stochastic dynamical systems can be decomposed into three components: the diffusion force, gradient of the potential function, and curl flux. Our previous work proved this structure for the low-dimension case (when the dimension $n = 1, 2$). On this basis, we prove this structure for the high-dimension case (when $n \geq 4$, and $(n(n - 1)/2)$ is an even number, i.e., $n = 4, 5, 8, 9, \ldots, 4i, 4i + 1, \ldots$, when $i = 1, 2, 3, \ldots$). Apart from theoretical significance, our result has important guiding significance for applications in both mathematics and subjects such as biology and physics. The potential function provides intuitive and global landscapes. Real dynamical systems are complex and usually have more than one steady state, so the potential function has a wide range of applications in real dynamical systems. For example, Hu and Xu [24] studied the phenomenon of multi-stable chaotic attractors existing in generalized synchronization for a driving and response system named Rössler system. Angeli and Sontag [25] studied the emergence of multi-stability and hysteresis in those monotone input/output systems that arise, under positive feedback, starting from monotone systems with well-defined steady-state responses. Liu and You [26] studied multi-stability, existence of almost periodic solutions of a class of recurrent neural networks with bounded activation functions and all criteria they proposed can be easily extended to fit many concrete forms of neural networks such as Hopfield neural networks, or cellular neural networks, etc. The potential function has provided a general and unified perspective for researchers to investigate different types of dynamical systems.
The rest of this paper is organized as follows. Section 2 introduces \( A_0 \) decomposition for general stochastic differential equations and proposes our problem: proving the equivalence of the Langevin equation and the equation after \( A_0 \) decomposition. In Section 3, we reduce this problem to proving the existence of solutions for first-order partial differential equations, and we accomplish this proof in Section 4.

2. \( A_0 \)-Type Decomposition for General Stochastic Differential Equations

The Langevin equation in physics, which has the form of a general stochastic differential equation, is usually a more accurate description of physical processes than the purely deterministic one [27–30]. Here, we use the physicists’ notation for the noise, and we can write this equation in the form

\[
q(t) = f(q(t), t) + \xi(t).
\]  

(1)

We discuss this equation in \( n \)-dimensional real Euclidean space. The state variable \( q = (q_1, q_2, \ldots, q_n) \) is a function of time \( t \), and the component functions \( q_i (i = 1, 2, \ldots, n) \) of the state variable \( q = (q_1, q_2, \ldots, q_n) \) are independent. We assume that \( f(q,t) \) is an infinitely differentiable smooth function. The noise \( \xi(t) \) is a function of \( t \) and the state variable \( q \), and is almost nowhere differentiable. We consider the case that \( \xi(t) \) is \( n \)-dimensional white Gaussian noise with mean

\[
\langle \xi(q,t) \rangle = 0,
\]

(2)

and covariance

\[
\langle \xi(q,t) \xi^T(q,t') \rangle = 2D(q)\delta(t-t').
\]

(3)

The superscript \( \tau \) denotes the transpose of a matrix (vector), \( \delta(t-t') \) is the Dirac delta function, \( \langle \cdot \rangle \) indicates the average over the noise distribution, and the diffusion matrix \( D(q) \) is symmetric and positive semi-definite.

Noticing a new formulation of equation (1) [6, 15, 31], we propose \( A_0 \) decomposition, under which equation (1) can be formally decomposed into

\[
\langle \xi(q,t) \rangle = \langle [S(q) + A(q)]^{-1} \xi(q,t) \rangle = 0,
\]

\[
\langle \xi(q,t) \xi^T(q,t') \rangle = \langle [S(q) + A(q)]^{-1} \xi(q,t) \xi^T(q,t') [S(q) + A(q)]^{-\tau} \rangle = [S(q) + A(q)]^{-1} \langle \xi(q,t) \xi^T(q,t') \rangle [S(q) + A(q)]^{-\tau} = 2[S(q) + A(q)]^{-1}S(q)[S(q) + A(q)]^{-\tau} \delta(t-t').
\]

(8)

Comparing the above two calculations with equations (2) and (6), we see that we have

\[
D(q) = [S(q) + A(q)]^{-1}S(q)[S(q) + A(q)]^{-\tau},
\]

(9)

which gives an explicit representation of \( D(q) \).

Next, we consider the problem of whether equation (1) implies equation (4). In fact, transforming from equations (1) to (4) requires much more effort. In this case, we need to

\[
[S(q(t)) + A(q(t))] \dot{q} = -\nabla \varphi(q(t)) + \xi(q,t),
\]

(4)

where \( S(q(t)) \) is a symmetric semi-definite matrix (which we call the “friction matrix”), \( A(q(t)) \) is an antisymmetric matrix (the “Lorenz matrix”), \( \varphi(q) \) is a real and single-valued function of \( q_1, q_2, \ldots, q_n \), and \( \xi(q,t) \) is \( n \)-dimensional white Gaussian noise with mean

\[
\langle \xi(q,t) \rangle = 0,
\]

(5)

and covariance

\[
\langle \xi(q,t) \xi^T(q,t') \rangle = 2S(q)\delta(t-t').
\]

(6)

It should be noted that equations (3) and (6) are manifestations of the fluctuation-dissipation theorem, where \( D(q) \) and \( S(q) \) reflect dissipation, and the covariance structures \( \langle \xi(q,t) \xi^T(q,t') \rangle \) and \( \langle \xi(q,t) \xi^T(q,t') \rangle \) reflect fluctuation [32].

Our main problem is to prove the equivalence of equations (1) and (4). We can also prove that \( \varphi(q(t)) \) in equation (4) is a potential function.

3. Reduction of Problem into Partial Differential Equations (PDEs)

To show that equation (1) is equivalent to equation (4), we first show that equation (4) implies equation (1). To this end, we assume that the function matrix \( [S(q) + A(q)] \) is invertible and the components \( q_i (i = 1, 2, \ldots, n) \) of the state variable \( q = (q_1, q_2, \ldots, q_n) \) are independent. If they are not independent, the dimension can be reduced to \( n', n' < n \), until they are independent. Therefore, the equations of this system are linearly independent. Equation (4) can be straightforwardly transformed to

\[
\dot{q} = [-S(q(t)) + A(q(t))]^{-1} \nabla \varphi(q(t)) + \xi(q,t),
\]

(7)

where \( \xi(q,t) \) is noise that takes the form

\[
\xi(q,t) = [S(q) + A(q)]^{-1} \xi(q,t).
\]

To match equation (1), we can then set \( f(q) = [-S(q) + A(q)]^{-1} \nabla \varphi(q) \). Notice that with the explicit representation of \( \xi(q,t) \) in terms of \( S(q), A(q), \) and \( \xi(q,t) \), as well as equation (6), we can calculate

\[
[S(q(t)) + A(q(t))] \dot{q} = -\nabla \varphi(q(t)) + \xi(q,t),
\]

(4)
obtain $S(q)$, $A(q)$, and $\varphi(q)$ from the general dynamic equation (1). We propose heuristic inference. While not a rigorous mathematical proof, it can lead to a reformulation of the problem into PDEs. The main idea of this heuristic inference is that equations (1) and (4) can describe the same dynamical behaviors in $\mathbb{R}^n$. Hence we may replace $\dot{q}$ in equation (4) by the right side of equation (1) to obtain

$$[S(q(t)) + A(q(t))][f(q(t)) + \zeta(q(t), t)] = -\nabla \varphi(q(t)) + \xi(q(t), t).$$  \hspace{1cm} (10)$$

Regarding $t$ as a parameter in $q(t)$, the above equation can be written as

$$[S(q) + A(q)][f(q) + \zeta(q, t)] = -\nabla \varphi(q) + \xi(q, t),$$ \hspace{1cm} (11)

which has a deterministic part that is differentiable up to an arbitrary order, and a random part that is nondifferentiable everywhere. From the point of view of physics, the two kinds of noises $\zeta(q, t)$ and $\zeta(q, t)$ have the same source. Inspired by this, we may assume that we can establish a classification,

$$[S(q) + A(q)]f(q) = -\nabla \varphi(q),$$ \hspace{1cm} (12)

$$[S(q) + A(q)]\zeta(q, t) = \xi(q, t).$$ \hspace{1cm} (13)

which implies

$$[S(q) + A(q)]f(q) = -\nabla \varphi(q),$$ \hspace{1cm} (15)

$$[S(q) + A(q)]D(q)[S(q) - A(q)] = S(q).$$ \hspace{1cm} (16)

$$D(q) = [S(q) + A(q)]^{-1} \cdot \frac{1}{2} \left[ [S(q) + A(q)] + [S(q) - A(q)] \cdot [S(q) - A(q)]^{-1} \right]$$

$$= \frac{1}{2} \left[ [S(q) - A(q)]^{-1} + [S(q) + A(q)]^{-1} \right]$$

\hspace{1cm} (17)

$$= \frac{1}{2} \left[ [S(q) + A(q)]^{-1} + [S(q) + A(q)]^{-1} \right],$$

where the symmetric part of $[S(q) + A(q)]^{-1}$ is 

$$\frac{1}{2} \left[ [S(q) + A(q)]^{-1} + [S(q) + A(q)]^{-1} \right].$$

This is the diffusion matrix $D(q)$ defined in equation (3). Hence we can rewrite the identity

$$[S(q) + A(q)]^{-1} = I,$$ \hspace{1cm} (18)

as

$$[S(q) + A(q)][D(q) + Q(q)] = I,$$ \hspace{1cm} (19)

where $Q(q)$ is an anti-symmetric unknown matrix function and $I$ is the identity matrix. Substituting equation (19) in equation (15), we obtain

$$[D(q) + Q(q)]^{-1} f(q) = -\nabla \varphi(q).$$ \hspace{1cm} (20)

From equation (15), it is easy to obtain that if $q = f(q^*) = 0$, $\varphi(q^*) = 0$. Moreover, by equation (15) we have
\[
\frac{d}{dt} \varphi(q) = \hat{q}^\top \nabla \varphi(q) = -\hat{q}^\top [S(q) + A(q)] \hat{q} = -\hat{q}^\top S(q) \hat{q} \leq 0.
\]

(21)

Thus \( \varphi(q) \) satisfies \( \dot{\varphi}(q) \leq 0 \) for all \( q \in \mathbb{R}^n \), and it is proven that \( \varphi(q) \) is a potential function.

Assuming equation (1) holds true, equation (3) is given, and thus \( D(q) \) is known. We see that to obtain equation (4), we just have to show that there exists an anti-symmetric matrix \( Q(q) \) and potential function \( \varphi(q) \) that satisfy equation (20). Assuming basic integrability conditions on \( f(q), D(q), \) and \( Q(q) \), by the classical Helmholtz decomposition we obtain that it suffices to show that the curl part of the vector field \( [D(q) + Q(q)]^{-1} f(q) \) vanishes, i.e.,

\[
\nabla \times \left\{ [D(q) + Q(q)]^{-1} f(q) \right\} = 0,
\]

(22)

where equation (22) is a family of \((n(n−1)/2)\) first-order quasilinear partial differential equations for the coefficients of \( Q(q) \) in equation (20).

We notice that according to the above heuristic inference, equation (22) is a sufficient condition for equations (1) \( \Rightarrow \) (4). In fact, if equation (22) holds true, then by Helmholtz decomposition, there exists a function \( \varphi = \varphi(q) \) such that equation (20) holds true, with the anti-symmetric matrix \( Q(q) \) from (22). Moreover, with \( D(q) \) from equation (3) and \( Q(q) \) from equation (22), we can construct the matrix \( S(q) + A(q) = [D(q) + Q(q)]^{-1} \), where \( S(q) \) is symmetric and \( A(q) \) is anti-symmetric, and \( S(q) \) and \( A(q) \) satisfy equations (15) and (16). Thus we can construct the noise \( \xi(q,t) \) from equation (13), which, together with equation (12), implies that we can construct equation (4) from equation (1).

Our problem has now been reduced to proving the existence of solution \( Q(q) \) to equation (22), which is a first-order PDE. The rest of the paper is dedicated to the investigation of this first-order PDE system in dimension \( n \geq 4 \).

4. Existence of Solutions to First-Order Quasilinear Partial Differential Equations in Dimension \( n \geq 4 \)

Obviously, \( q = (q_1, q_2, \ldots, q_n) \), \( n \geq 4 \). Assume that

\[
Q(q) = \begin{pmatrix}
0 & Q_{12}(q) & \cdots & Q_{1n}(q) \\
-Q_{12}(q) & 0 & \cdots & Q_{2n}(q) \\
\vdots & \vdots & \ddots & \vdots \\
-Q_{1n}(q) & -Q_{2n}(q) & \cdots & 0
\end{pmatrix}.
\]

(23)

From equation (3), we can assume that

\[
D(q) = \begin{pmatrix}
d_{11}(q) & d_{12}(q) & \cdots & d_{1n}(q) \\
d_{12}(q) & d_{22}(q) & \cdots & d_{2n}(q) \\
\vdots & \vdots & \ddots & \vdots \\
d_{1n}(q) & d_{2n}(q) & \cdots & d_{nn}(q)
\end{pmatrix}.
\]

(24)

Let vector \( Q = (Q_{12}, Q_{13}, \ldots, Q_{1n}, Q_{2n}, \ldots, Q_{n-1,n}) \).

By equation (22), we can assume \( (D + Q)^{-1} = R \),

\[
R(q) = \begin{pmatrix}
R_{11}(Q) & R_{12}(Q) & \cdots & R_{1n}(Q) \\
R_{21}(Q) & R_{22}(Q) & \cdots & R_{2n}(Q) \\
\vdots & \vdots & \ddots & \vdots \\
R_{n1}(Q) & R_{n2}(Q) & \cdots & R_{nn}(Q)
\end{pmatrix}.
\]

(25)

Therefore, according to the matrix-valued cross-product rule, equation (22) can be transformed to

\[
\begin{aligned}
\frac{\partial}{\partial q_1} \left( f_1 R_{11} + f_2 R_{21} + \cdots + f_n R_{n1} \right) - \frac{\partial}{\partial q_2} \left( f_1 R_{12} + f_2 R_{22} + \cdots + f_n R_{n2} \right) &= 0, \\
\vdots \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \\
\frac{\partial}{\partial q_{n-1}} \left( f_1 R_{n1} + f_2 R_{n2} + \cdots + f_n R_{nn} \right) - \frac{\partial}{\partial q_n} \left( f_1 R_{n1-n,1} + \cdots + f_n R_{n1-n,n} \right) &= 0.
\end{aligned}
\]

(26)

According to the composite function derivation rule, we obtain

\[
\begin{aligned}
f_1^{(1)} R_{11} + f_1^{(2)} R_{11}^{(2)} + \cdots + f_1^{(n)} R_{11}^{(n)} = f_1 R_{11}^{(2)} - \cdots - f_1^{(n)} R_{11}^{(n)} - f_n R_{n1}^{(2)} - \cdots - f_n R_{n1}^{(n)} &= 0, \\
\vdots \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \\
f_1^{(n-1)} R_{n1} + f_1 R_{n1}^{(n-1)} + \cdots + f_1 R_{n1-n,1}^{(n)} - f_1 R_{n1-n,1}^{(n)} = 0.
\end{aligned}
\]

(27)
where superscripts (1), (2), . . . , (n) denote the partial derivatives corresponding to \( q_1, q_2, \ldots, q_n \), respectively. This is obviously a first-order \( n \)-dimensional quasilinear system of partial differential equations consisting of \( (n(n-1)/2) \) equations and \( (n(n-1)/2) \) unknown functions. Our goal is to prove the existence of solutions for PDEs (27).

We first consider the matrix form of PDEs (27),
\[
R_x(x, y) + A(x, y)R_y(x, y) + B(x, y)R(x, y) + C(x, y) = 0.
\]
(28)

The independent variables are \( x = (q_1, \ldots, q_i) \) and \( y = (q_i, \ldots, q_n) \), where \( 1 < i < n \). If \( A \) has no real eigenvalues at any point in a region, PDEs (28) are elliptic in this region, and they obey the rule that the equations do not explicitly contain time. Because \( A \) is a real matrix, this may occur only when \( (n(n-1)/2) \) is an even number. Obviously, when the multiplicities of eigenvalues of matrix \( A \) at each point \( (x, y) \) are constant in the whole region, then the order of every sub-block of the Jordan standard form of \( A \) is constant in the whole region, such that there exists a nonsingular matrix \( T \) satisfying
\[
J = TAT^{-1} = \text{diag}[J_0, J_1, \ldots, J_p, J_i],
\]
(29)

where
\[
J_0 = \text{diag}[\lambda_1(x, y), \ldots, \lambda_p(x, y)],
\]
\[
J_i = \begin{pmatrix}
\lambda_{p+i}(x, y) & \cdots & 0 \\
1 & \lambda_{p+i}(x, y) & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & \lambda_{p+i}(x, y)
\end{pmatrix},
\]
(30)

Then we assume the following:
(i) \( T \) and \( A \) belong to function space \( C^1_a(G) \);
(ii) The order of every Jordan sub-block of matrix \( J = TAT^{-1} \) is constant in the whole region \( G \);
(iii) The eigenvalue \( \lambda_j(x, y) \in C_a(G) \).

Let \( v = TR \). Equation (28) can be transformed to
\[
v_x + Jv_y + \text{zero} - \text{order term} = 0.
\]
(31)

Then we study the solution of system
\[
v_x + Jv_y = 0.
\]
(32)

This system can be decomposed into a sub-system with the form
\[
\begin{align*}
\frac{\partial v_{j_1}}{\partial x} + J_{j_1} \frac{\partial v_{j_1}}{\partial y} &= 0, \\
\frac{\partial v_{j_2}}{\partial x} + J_{j_2} \frac{\partial v_{j_2}}{\partial y} &= 0,
\end{align*}
\]
(33)

where \( j = 0, 1, \ldots, s \), and \( v_{j_1}, v_{j_2} \) are real vector functions whose dimensions equal the order of matrix \( J \). Let \( \omega_j = v_{j_1} + iv_{j_2} \), where \( i \) is the imaginary unit. Then equation (33) can be written in the form
\[
\frac{\partial \omega_j}{\partial x} + J_{j} \frac{\partial \omega_j}{\partial y} = 0, \quad j = 0, 1, \ldots, s.
\]
(34)

Using operator notation,
\[
\begin{align*}
\frac{\partial}{\partial \xi} &= \frac{1}{2} \left( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \right), \\
\frac{\partial}{\partial \zeta} &= \frac{1}{2} \left( \frac{\partial}{\partial x} - i \frac{\partial}{\partial y} \right),
\end{align*}
\]
(35)

When \( j = 0 \), the sub-system can be decomposed into \( p \) equations like
\[
(1 - i\lambda)\omega_x + (1 + i\lambda)\omega_z + \text{zero} - \text{order term} = 0,
\]
where \( \lambda = \text{selected from} \lambda_1, \ldots, \lambda_p \). This case has been solved [35].

When \( j \neq 0 \), the sub-system can be transformed to
\[
(1 - i\lambda_{p+j})\omega_x + (1 + i\lambda_{p+j})\omega_z + \text{zero} - \text{order term} = 0, \quad j = 1, 2, \ldots, s,
\]
(37)

where \( e = \begin{pmatrix} 0 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 1 & 0 \end{pmatrix} \).
(38)

Therefore, we consider the system
\[
(1 - i\lambda)\omega_x + (1 + i\lambda)\omega_z + \text{zero} - \text{order term} = 0,
\]
(39)

where \( e \) has the form of equation (38). We assume that the pair of eigenvalues \( (\lambda, \bar{\lambda}) \) is \( r \)-fold and the corresponding linear independent eigenvector is only one, so the complex vector \( \omega \) in PDEs (39) is \( r \)-dimensional. Obviously, without loss of generality, we can assume \( \lambda \) in PDEs (39) satisfies \( \text{Im}\lambda > 0 \), and PDEs (39) are uniformly elliptic,
\[
\text{Im}\lambda(z) \geq \varepsilon_0 > 0, \quad z \in G.
\]
(40)

We divide both sides of PDEs (39) by \( 1 - i\lambda \) to obtain
\[
(1 - i\lambda)\omega_x + (1 + i\lambda)\omega_z + i\epsilon(\omega_x - \omega_z) = 0,
\]
(41)

where \( I \) is a unit matrix of order \( r \). Because the linear transformation \( (1 + i\xi)/(1 - i\xi) \) maps the half-plane \( \text{Im}\xi > \varepsilon_0 \) to disk \( |\xi| < r < 1 \), we obtain the function
\[ \tilde{q}_0(z) = \frac{1 + i\lambda}{1 - i\lambda} \] (42)

which satisfies \(|\tilde{q}_0(z)| \leq \rho < 1\), where \(\rho\) is some positive constant.

**Definition 1.** The \((n(n+1)/2) \times (n(n+1)/2)\) matrix \(A = (a_{jk})\) is called quasi-diagonal if

\[ a_{jk} = \begin{cases} 
0, & \text{if } j < k, \\
a_{j+m,k+m}, & \text{if } 1 \leq k + m \leq j + m \leq n.
\end{cases} \] (43)

A quasi-diagonal matrix is a lower triangular matrix, we set

(i) \(a_0\) represents an element of the main diagonal;
(ii) \(a_{ij}, 1 \leq j \leq n - 1\), represent elements of the \(j\)th diagonal under the main diagonal.

Because the coefficient matrix of \(\omega_1\) and \(\omega_z\) in PDEs (41) is quasi-diagonal, PDEs (41) can be written as

\[ \omega_1 + \bar{Q}(z)\omega_z = 0, \] (44)

where \(\bar{Q}(z)\) is quasi-diagonal, and the element \(\tilde{q}_0\) in main diagonal of \(\bar{Q}(z)\). The first equation of PDEs (41) is

\[ \omega_{1z} + \bar{Q}(z)\omega_{1z} = 0, \] (45)

which is a Beltrami equation. Because \(\lambda \in \mathcal{C}_\alpha(\mathcal{G})\), \(\tilde{q}_0 \in \mathcal{C}_1(\mathcal{G})\), we can extend \(\tilde{q}_0\) such that it belongs to \(\mathcal{C}_\alpha(\theta)\) and maintain 0 outside a large enough circle. With \(|\tilde{q}_0| \leq \rho < 1\), we obtain the solution \(\xi(z) \in \mathcal{C}_\alpha^1(\theta)\) of Beltrami equation (45) [36].

Under the coordinate transformation \(\xi = \xi(z)\), PDEs (44) change to standard form,

\[ \omega_\xi + \left[\xi_z(I - \tilde{q}_0\bar{Q})\right]^{-1}\left[\xi_z(-\tilde{q}_0I + \bar{Q})\right]\omega_\xi = 0. \] (46)

If we let Q represent the coefficient matrix of \(\omega_\xi\), and still use \(z\) as the independent variable, we have

\[ \omega_z + Q\omega_z = 0. \] (47)

A. Douglis derived the quasi-diagonal form of \(Q\) by introducing the algebra of hypercomplex numbers [36, 37].

**Definition 2** (see [36]). \(a = \sum_{k=0}^{r-1}a_k e^k\) is called a hypercomplex number, where \(e\) is defined by equation (38), \(a_k\) is a complex number, and \(a_0\) is the complex number part of \(a\), and \(\sum_{k=0}^{r-1}a_k e^k\) is the nilpotent part of \(a\). Note that \(|a| = \sum_{k=0}^{r-1}|a_k|\), where \(a_k\) is the \(k\)th component of \(a\). A hypercomplex function is a map from the plane into this algebra, and it has the form

\[ \omega(x, y) = \sum_{k=0}^{r-1}\omega_k(x, y)e^k, \] (48)

where each \(\omega_k\) is complex-valued.

Using Definition 2, we can write PDEs (47) as

\[ \omega_\omega + \sum_{k=1}^{r-1} e^k \left( \omega_z + \sum_{j=0}^{k-1} q_{k-j} \omega_{jz} \right) = 0. \] (49)

Let

\[ \omega = \sum_{k=0}^{r-1} q_k e^k, \] (50)

\[ q = \sum_{k=1}^{r-1} q_k e^k. \]

Note the differential operator,

\[ D \equiv \frac{\partial}{\partial z} + q_m \frac{\partial}{\partial z} \] (51)

where \(q_m\) is the \(m\)th column vector of \(q\). Using the nilpotency of \(e\), we have

\[ Dw = \sum_{k=0}^{r-1} e_k \omega_{kz} + \sum_{k=1}^{r-1} e_k q_{k} \omega_{jz} = \sum_{k=0}^{r-1} e_k \omega_{kz} + \sum_{k=1}^{r-1} e_k \sum_{j=0}^{k-1} q_{k-j} \omega_{jz}. \] (52)

Therefore, PDEs (49) can be written as

\[ Dw = 0. \] (53)

We define a generating solution.

**Definition 3.** A hypercomplex function space that has bounded continuous derivatives up to order \(k\) defined in set \(N\) is represented by \(B^k(N)\), and a hypercomplex function space whose \(k\)-order derivative with index \(\alpha\) is Holder continuous in \(B^k(N)\) is represented by \(B^k_\alpha(N)\). A module of hypercomplex function space \(B^0_\alpha(N)\) is represented by \(|\cdot|_{0, \alpha}\),

\[ |\omega, E|_{0, \alpha} = \sup_{z \in N} |\omega(z)| + \sup_{z_1 \neq z_2, z_1, z_2 \in N} \frac{|\omega(z_1) - \omega(z_2)|}{|z_1 - z_2|^{\alpha}}. \] (54)

A hypercomplex function \(t(z)\) is called a generating solution of operator \(D\) if:

1. \(t(Z)\) has the form \(t(z) = z + \sum_{k=1}^{r-1} e^k \omega_k(z)\) (55)
2. \(T(z) \in B^1(\theta)\)
3. \(Dt(z) = 0, z \in \theta\)

We prove the existence of a generating solution to PDEs (32). We assume that

\[ q_k \in \mathcal{C}_\alpha^0(\mathcal{G}), \] (55)

and \(q_k(z)\) can be extended to \(\theta\) such that they all belong to \(\mathcal{C}_\alpha^0(\theta)\) and are equal to zero outside a large enough circle. Let
where $I_G$ is an integral operator,
\begin{equation}
(I_G f)(z) = \frac{1}{\pi} \int \frac{f(\zeta)}{G\zeta - z} \, d\zeta d\eta.
\end{equation}

By the property of operator $I_G$ and the assumption on $q_k(z)$, we obtain
\begin{equation}
t(z) = \sum_{k=0}^{r-1} e^k t_k(z) \in B^1_a(\theta).
\end{equation}

By equation (52), we obtain
\begin{equation}
Dt(z) = \frac{\partial}{\partial z} t + \frac{1}{q} \frac{\partial}{\partial z} t = \sum_{k=0}^{r-1} e^k \frac{\partial}{\partial z} t_j + \sum_{k=1}^{r-1} q_k-j \frac{\partial}{\partial z} t_j = 0.
\end{equation}

Therefore, $t(z)$ is the generating solution.

$t(z)$ has the property of a positive constant $M$ such that
\begin{equation}
\frac{1}{|t(\zeta) - t(z)|} \leq \frac{M}{|\zeta - z|}, \quad \zeta \neq z,
\end{equation}

where $(1/(t(\zeta) - t(z)))$ is another sign of $(t(\zeta) - t(z))^{-1}$. The inverse exists because the complex part $\zeta - z$ of $t(\zeta) - t(z)$ is not zero.

Next, we consider two corresponding boundary value problems of original nonhomogeneous PDEs (28), the nonlinear Riemann boundary value problem and nonlinear Riemann-Hilbert boundary value problem. PDEs (26) can be written in the following form in the sense of Dougall algebra:
\begin{equation}
D\omega = F(z, \omega),
\end{equation}

where differential operator
\begin{equation}
D = \frac{\partial}{\partial z} + q(\omega) \frac{\partial}{\partial z},
\end{equation}

where $q(z)$ is a known nilpotent hypercomplex function, and
\begin{equation}
F(z, \omega) = \sum_{k=0}^{r-1} F_k(z, \omega, \omega_0, \ldots, \omega_{r-1}, \bar{\omega}_0, \ldots, \bar{\omega}_{r-1}) e^k,
\end{equation}

where $F_k$ is a known complex valued function of all its variables.

Assume that $I(z, \omega) = I(z, \bar{z}, \omega, \bar{\omega})$ is a hypercomplex function of independent variable $z$ and hypercomplex variable $\omega$. Define the Gateaux first-order differential of $I$ about $\omega, \bar{\omega}$,
\begin{equation}
\delta^h I(z, \omega) = \lim_{\alpha \to 0} \frac{1}{\alpha} [I(z, \omega + \alpha \delta^h, \bar{\omega}) - I(z, \omega, \bar{\omega})],
\end{equation}

\begin{equation}
\delta^\bar{\omega} I(z, \omega) = \lim_{\alpha \to 0} \frac{1}{\alpha} [I(z, \omega, \omega + \alpha \delta^\bar{\omega}) - I(z, \omega, \bar{\omega})].
\end{equation}

We can similarly define the second-order Gateaux differential $(\delta^h)^2 I, \delta^h \delta^\bar{\omega} I, (\delta^\bar{\omega})^2 I$, and so on. We utilize $\Gamma$ to represent a simple smooth closed contour in the complex plane $\Gamma$, whose positive direction is counterclockwise. It divides $\theta$ into bounded interior region $G^+$ and external unbounded region $G^-$. Assume that
\begin{equation}
M(\tau, \omega^{(1)}, \omega^{(2)}) = \sum_{k=0}^{r-1} M_k(\tau, \omega_0^{(1)}, \ldots, \omega_{r-1}^{(1)}, \omega_0^{(2)}, \ldots, \omega_{r-1}^{(2)}) e^k,
\end{equation}

is a known hypercomplex function on variable $\tau \in \Gamma$, with hypercomplex elements
\begin{equation}
\omega^{(1)} = \sum_{k=0}^{r-1} \omega_k^{(1)} e^k, \quad \omega^{(2)} = \sum_{k=0}^{r-1} \omega_k^{(2)} e^k.
\end{equation}

Assume that $g(\tau)$ is a hypercomplex function that satisfies the Holder condition on $\Gamma$, whose complex part $g_0(\tau)$ is not zero forever on $\Gamma$. We also introduce the integer notation
\begin{equation}
n = \text{Ind} g(\tau) = \frac{1}{2\pi i} \int_B d\text{ln} g_0(\tau).
\end{equation}

Now we can introduce the corresponding nonlinear Riemann boundary value problem.

Definition 4 (Nonlinear Riemann boundary value problem). Assume that $G^+$ is a bounded and simply connected region in plane $\theta$, whose boundary $\Gamma$ is a smooth closed curve, and the positive direction of $\Gamma$ causes $G^+$ to be located to the left. Note the complement of $G^+ + \Gamma$ as $G^-$, where the origin of coordinates is located in $G^-$. In the whole plane $\theta$, we seek the normal block solution $\omega(z)$ to PDEs (61), such that a nonlinear boundary value in $\Gamma$ that satisfies
\begin{equation}
\omega^+ (\tau) = g(\tau) \omega^- (\tau) + M(\tau, \omega^+ (\tau), \omega^- (\tau)), \quad \tau \in \Gamma,
\end{equation}

has definite order $m - n$ at infinity, where $m$ is an integer.

Then we consider the linear Riemann boundary value problem,
\begin{equation}
\begin{cases}
D\omega + A\omega + B\overline{\omega} = C(z), \quad z \in \theta \Gamma, \\
\omega^+ (\tau) = \omega^- (\tau) + \eta(\tau), \quad \tau \in \Gamma, \\
\omega^-(\infty) = 0.
\end{cases}
\end{equation}

Assume that $A(z), B(z), C(z) \in L^{p,2}(\theta), p > 2$, are known hypercomplex functions. Note
\[ \alpha = \frac{D - 2}{p}, \quad (70) \]

and known hypercomplex function \( \gamma(t) \in B^p_0(\Gamma) \) on \( \Gamma \). Then we represent the generating solution of differential operator \( D \) by \( t(z) \). Before stating our main theorem and proof, we introduce four lemmas. The proofs of these lemmas can refer to Appendix.

**Lemma 1.** The Cauchy-type integral

\[ \varphi(z) = \frac{1}{2\pi i} \int_{t(t) - t(z)} \frac{\gamma(t)}{t(t) - t(z)} dt(t), \quad (71) \]

is a block hyperanalytic function that is equal to 0 at infinity,
\[
\varphi^+(z) \in B^p_0(G^+ + \Gamma),
\]
and \( \varphi^- \) of boundary value problem (69).

**Lemma 2.** Assume hypercomplex functions \( A(z), B(z), f(z) \in L^{pq}(\theta), p > 2 \). The integral operator \( K \) is defined by

\[ \text{The corresponding hypercomplex function} \ (K\varphi)(z) \text{ satisfies:} \]

\[
\begin{align*}
(i) & \quad |(K\varphi)(z)| \leq M|f| q_{p,2}, \quad z \in \theta; \\
(ii) & \quad |(K\varphi)(z_1) - (K\varphi)(z_2)| \leq M|f| q_{p,2}|z_1 - z_2|^\alpha, \quad z_1, z_2 \in \theta; \\
(iii) & \quad \text{For any real number} \ R > 1, \text{ when} \ |z| \geq R,
\end{align*}
\]

\[ |(K\varphi)(z)| \leq M|f| q_{p,2}|z|^\alpha, \quad (76) \]

(iv) Hypercomplex functional \( \omega(z) = (K\varphi)(z) \) satisfies the following system in the Sobolev sense:

\[ D\omega + A\omega + B\bar{\omega} = f(z). \quad (77) \]

In (i)–(iii), \( M \) is a positive constant only relative to \( q, A, B, p, \) and \( R \). The positive number in (ii) and (iii) is

\[ \alpha = \frac{p - 2}{p}, \quad (78) \]

According to Lemma 2, operator \((K\varphi)(z)\) is zero at infinity and continuous in the whole plane \( \theta \). Then we can establish the expression and estimate of the solution of boundary value problem (69).

**Lemma 3.** Boundary value problem (69) has a unique solution,

\[ \omega(z) = \varphi(z) + \bar{K}(\bar{A}\varphi - \bar{B}\varphi + C), \quad (79) \]

where

\[ \varphi(z) = \frac{1}{2\pi i} \int_{t(t) - t(z)} \frac{\gamma(t)}{t(t) - t(z)} dt(t), \quad (80) \]

and \( \bar{K} \) is an integral operator defined by Lemma 2.

Next, we introduce two estimates of solution \( \omega(z) \).

**Lemma 4.** For solution \( \omega(z) \) of boundary value problem (69), the following estimates hold true:

\[
\begin{align*}
|\omega^+, G^+ + \Gamma| & \leq N(|\gamma, \Gamma|_0, |C, \theta|_{p,2}), \\
|\omega^-, G^- + \Gamma| & \leq N(|\gamma, \Gamma|_0, |C, \theta|_{p,2}),
\end{align*}
\]

where \( N \) is a positive constant only relative to \( p, q(z), A(z), B(z), \) and \( \Gamma \).

The same as above, if hypercomplex function \( \omega(z) \in B^p_0(G^+ + \Gamma) \cap B^p_0(G^- + \Gamma) \), define

\[ |\omega, \theta|_{0,\alpha} = |\omega^+, G^+ + \Gamma|_{0,\alpha} + |\omega^-, G^- + \Gamma|_{0,\alpha}. \quad (82) \]

For solution \( \omega(z) \) of (69), from estimates (81), we can deduce that

\[ |\omega, \theta|_{0,\alpha} \leq 2N(|\gamma, \Gamma|_0, |C, \theta|_{p,2}). \quad (83) \]

Now, we go back to the research on seeking solutions for nonlinear Riemann boundary value problems (61) and (68). The corresponding hypercomplex function is represented by \( X(z) \), which means the determined hyperanalytic function defined in the whole plane \( \theta \), and it satisfies boundary value condition \( X^+(\tau) = g(\tau)X^-(\tau) \) on \( \Gamma \), and has \(-n\) order at infinity. Because it has complex number parts that are not zero everywhere, it has inverse \((1/X(z))\).

Making the substitution

\[ \omega(z) = X(z)\bar{\omega}(z), \quad (84) \]

The new hypercomplex function \( \bar{\omega}(z) \) satisfies

\[
\begin{align*}
D\bar{\omega} &= \frac{1}{X(z)} F(z, X(z)\bar{\omega}(z)), \quad z \in \theta \Gamma, \\
\bar{\omega}^+(\tau) &= \bar{\omega}^-(\tau) + \frac{1}{X^+(\tau)} M(r, X^+(\tau)\bar{\omega}^+(\tau)), \\
\bar{\omega}^-(\tau) &= \bar{\omega}^+(\tau), \quad \tau \in \Gamma, \\
|\bar{\omega}(z)| &= O(|z|^m), \quad |z| \to \infty.
\end{align*}
\]

By the properties of \( X(z) \),

\[
\begin{align*}
&\frac{1}{X(z)} F(z, X(z)\bar{\omega}(z)), \\
&\frac{1}{X^+(\tau)} M(r, X^+(\tau)\bar{\omega}^+(\tau), X^-(\tau)\bar{\omega}^-(\tau))
\end{align*}
\]
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have the same behavior as $F(z, \omega), M(\tau, \omega^+(\tau), \text{and } \omega^-(\tau))$. If $m\leq -1$, when $|z| \rightarrow \infty$, $\tilde{\omega}(z) \rightarrow 0$. If $m \geq 0$, there must exist a hyperpolynomial whose order is within $m$,

$$
P(z) = \sum_{j=0}^{m} a_j |t(z)|^{m-j},$$

where all $a_j$ are hypercomplex constants, such that under the transformation

$$\omega(z) = X(z)[\tilde{\omega}(z) + P(z)].$$

A new hypercomplex function $\tilde{\omega}(z)$ satisfies a similar system and boundary value condition, and when $|z| \rightarrow \infty$, $\tilde{\omega}(z) \rightarrow 0$. That only needs adding some degenerating condition on hypercomplex function $F(z, \omega)$ and its first order and second order Gateaux differential at infinity. We omit the specific condition.

Finally, we only need to consider the solution of a nonlinear boundary value problem,

$$
\begin{cases}
D\omega = F(z, \omega), \quad z \in \theta \Gamma, \\
\omega^+(\tau) = \omega^-(\tau) + M(\tau, \omega^+(\tau), \omega^-(\tau)), \quad \tau \in \Gamma, \\
\omega^-(\varnothing) = 0.
\end{cases}
$$

We assume the following:

(i) Hypercomplex function $F(z, 0) \in L^{p-2}(\theta), p > 2$. For every fixed $z \in \theta$, the first- and second-order Gateaux differential of $F(z, \omega)$ related to $\omega, \tilde{\omega}$ exist and are continuous. For all hypercomplex elements $\omega, \tilde{\omega}, F, \emptyset^k_\omega F, \emptyset^k_{\tilde{\omega}} F, \emptyset^{k_1}_\omega \emptyset^{k_2}_{\tilde{\omega}} F, \emptyset^{k_1}_\omega \emptyset^{k_2}_{\tilde{\omega}} F$, their coefficients about $h, \tilde{\omega}, h^3, \tilde{\omega}^3, \tilde{\omega}, \tilde{\omega}^3$ belong to $L^{p-2}(\theta), p > 2$.

(ii) Note that $\alpha = ((p-2)/p)$. Assume that for any hypercomplex $\omega^{(1)}(\tau), \omega^{(2)}(\tau) \in B^0_{\alpha}(\Gamma)$, hypercomplex function $M(\tau, \omega^{(1)}(\tau), \omega^{(2)}(\tau))$ as a function of $\tau$ belongs to $B^0_{\alpha}(\Gamma)$. There exists a positive constant $Q$, such that for any hypercomplex function $\omega^{(1)}(\tau), \omega^{(2)}(\tau), \tilde{\omega}^{(1)}(\tau), \tilde{\omega}^{(2)}(\tau) \in B^0_{\alpha}(\Gamma)$,

$$
\omega^{(1)}(\tau), \omega^{(2)}(\tau), \tilde{\omega}^{(1)}(\tau), \tilde{\omega}^{(2)}(\tau) \in B^0_{\alpha}(\Gamma),
$$

we have

$$
|M(\tau, \omega^{(1)}(\tau), \omega^{(2)}(\tau)) - M(\tau, \tilde{\omega}^{(1)}(\tau), \tilde{\omega}^{(2)}(\tau))| \lesssim_{\theta} |\omega^{(1)}(\tau) - \tilde{\omega}^{(1)}(\tau), \Omega|_{\theta} + |\omega^{(2)}(\tau) - \tilde{\omega}^{(2)}(\tau), \Omega|_{\theta}.
$$

Theorem 1. Under the above assumptions, if positive constant $Q$ in inequality (91) satisfies

$$
2NQ < 1,
$$

where $N$ is the positive constant appearing on the right side of estimate equations (81) or (83), the solution of nonlinear boundary value problem (89), which can be written as $\omega(z) \in B^0_{\alpha}(G^+ + \Gamma) \cap B^0_{\alpha}(G^- + \Gamma)$, must exist, and it can be constructed by a successive approximation and continuity method.

Proof. We introduce the parameter $\lambda, 0 \leq \lambda \leq 1$, and consider the boundary value problem with parameter $\lambda$,

$$
\begin{cases}
D\omega = \lambda F(z, \omega), \quad z \in \theta \Gamma, \\
\omega^+(\tau) = \omega^-(\tau) + \lambda M(\tau, \omega^+(\tau), \omega^-(\tau)), \quad \tau \in \Gamma, \\
\omega^-(\varnothing) = 0.
\end{cases}
$$

When $\lambda = 1$, we discuss boundary value problem (89). When $\lambda = 0$, boundary value problem (93) has unique solution $\omega(z) = 0$. Assume that there exists a solution $\omega(z, \lambda_0) \in B^0_{\alpha}(G^+ + \Gamma) \cap B^0_{\alpha}(G^- + \Gamma)$ of (93) for value $\lambda_0, 0 \leq \lambda_0 < 1$. We want to prove that there exists a certain positive constant $\varepsilon$, independent of $\lambda_0$, such that for all $\lambda, \lambda_0 \leq \lambda \leq \lambda_0 + \varepsilon$, (93) has solution $\omega(z, \lambda) \in B^0_{\alpha}(G^+ + \Gamma) \cap B^0_{\alpha}(G^- + \Gamma)$. Therefore, we can deduce that boundary value problem (93) has a solution when $\lambda = 1$, starting from $\lambda = 0$ and by finite steps, i.e., we prove the existence of a solution to PDEs (93). Note that hypercomplex function $\omega^{(0)}(z) = \omega(z; \lambda_0)$.

We demonstrate that when condition (92) is established, $|\omega^{(0)}(z), \theta|_{\theta} \theta$ is bounded. Actually, because $\omega^{(0)}$ satisfies

$$
\begin{align*}
D\omega^{(0)} = \lambda_0 F(z, \omega^{(0)}), & = \lambda_0 [F(z, \omega^{(0)}) - F(z, 0)] + F(z, 0) \\
& = \lambda_0 \left( \int_0^1 (\emptyset^{k_1}_\omega) F(z, s\omega^{(0)}) ds + \int_0^1 (\emptyset^{k_2}_\omega) F(z, s\omega^{(0)}) ds \right) \\
& + \lambda_0 F(z, 0),
\end{align*}
$$

where $h = \omega^{(0)}, \tilde{\omega} = \omega^{(0)}$, we use estimate (83) to obtain

$$
|\omega^{(0)}(z), \theta|_{\theta} \theta \leq 2N \left( |M(\tau, \omega^{(0)+}(\tau), \omega^{(0)-}(\tau)), \Omega|_{\theta} + |F(z, 0), \theta|_{\theta} \right)
$$

By condition (92), we can obtain
\[ |\omega^{(0)}|_{\theta|_{0,a}} \leq \frac{2N}{1 - 2N^2} \left( |M(\tau, 0, 0), \Gamma|_{0,a} + |F(z, 0), \theta|_{p,2} \right). \]

(96)

Now, we regard \(\omega^{(0)}\) as a zeroth order approximation, and successively determine the sequence of hypercomplex function \(\omega^{(l)}(z)\) according to the form

\[
\begin{aligned}
D\omega^{(l)} &= \lambda \left( \frac{\delta^h}{\delta w} F(z, \omega^{(l-1)}) + \left( \frac{\delta^\tau}{\delta z} \right) F(z, \omega^{(l-1)}) \right) + \lambda F(z, \omega^{(l-1)}), \quad z \in \theta(\Gamma), \\
\omega^{(l)}(\tau) &= \omega^{(l-)}(\tau) + \lambda M(\tau, \omega^{(l-1)}(\tau), \omega^{(l-1)}(\tau)), \quad \tau \in \Gamma, \\
\omega^{(l)}(\infty) &= 0,
\end{aligned}
\]

(97)

where \(h = \omega^{(l)} - \omega^{(l-1)}, \bar{h} = \omega^{(l)} - \omega^{(l-1)}, l \geq 1\). Since (97) is a linear boundary value problem about \(\omega^{(l)}\), if \(\omega^{(l-1)}(z) \in B_0^0(G^2 + \Gamma) \cap B_0^0(G^2 + \Gamma)\), then by Lemmas 3 and 4, (97) has a solution \(\omega^{(l)}(z)\) that belongs to \(B_0^0(G^2 + \Gamma) \cap B_0^0(G^2 + \Gamma)\). We utilize estimate (83) to easily prove that if \(|\omega^{(l-1)}, \theta|_{0,a}\) is bounded, \(|\omega^{(l)}, \theta|_{0,a}\) is also bounded. Therefore, hypercomplex function sequence \(\omega^{(l)}(z)\) is uniformly bounded, relying on module \(|\theta|_{0,a}\).

\[
D\eta^{(l)} = (\lambda - \lambda_0) F(z, \omega^{(0)}) + \lambda \left( \frac{\delta^h}{\delta w} F(z, \omega^{(0)}) + \left( \frac{\delta^\tau}{\delta z} \right) F(z, \omega^{(0)}) \right), \quad z \in \theta(\Gamma),
\]

\[
\eta^{(l)}(\tau) = \eta^{(l-)}(\tau) + (\lambda - \lambda_0) M(\tau, \omega^{(l-1)}(\tau), \omega^{(l-1)}(\tau)), \quad \tau \in \Gamma,
\]

\[
\eta^{(l)}(\infty) = 0,
\]

(99)

where \(h = \eta^{(0)}, \bar{h} = \eta^{(0)}\). When \(l > 1\),

\[
D\eta^{(l-1)} = \lambda \left( \frac{\delta^h}{\delta w} F(z, \omega^{(l-1)}) + \left( \frac{\delta^\tau}{\delta z} \right) F(z, \omega^{(l-1)}) \right) + \lambda \left[ \frac{\delta^h}{\delta w} f(z) + 2\delta^h f(z) \right], \quad z \in \theta(\Gamma),
\]

\[
\eta^{(l-1)}(\tau) = \eta^{(l-1)}(\tau) + \lambda \left[ M(\tau, \omega^{(l-1)}(\tau), \omega^{(l-1)}(\tau)) - M(\tau, \omega^{(l-2)}(\tau), \omega^{(l-2)}(\tau)) \right], \quad \tau \in \Gamma,
\]

(100)

where \(h = \eta^{(l-1)}, \bar{h} = \eta^{(l-1)}, h_1 = \eta^{(l-2)}, \bar{h}_1 = \eta^{(l-2)}, \) but

\[
\delta^h f(z) = \int_0^1 (1 - s) \left( \frac{\delta^h}{\delta w} \right)^2 F(z, s\omega^{(l-1)}(z) + (1 - s)\omega^{(l-2)}(z)) \, ds.
\]

(101)

Similarly, we can define \(\delta^h f(z), \delta^\tau f(z)\). Now we can utilize (83) and assumption (i) on \(F(z, \omega)\) to estimate \(|\eta^{(l-1)}, \theta|_{0,a}, l \geq 1\):

\[
|\eta^{(l)}|_{\theta|_{0,a}} \leq 2(\lambda - \lambda_0)N \left( |F(z, \omega^{(0)}), \theta|_{p,2} + |M(\tau, \omega^{(0)}(\tau), \omega^{(0)}(\tau)), \Gamma|_{0,a} \right)
\leq 2(\lambda - \lambda_0)N \left( Q|\omega^{(0)}|_{\theta|_{0,a}} + |M(\tau, 0, 0), \Gamma|_{0,a} + N^4|\omega^{(0)}|_{\theta|_{0,a}} + |F(z, 0), \theta|_{p,2} \right)
= (\lambda - \lambda_0)N^5.
\]

(102)
where $N^{(4)}, N^{(5)}$ are positive constants independent of $\lambda, \lambda_0$. Then, from the property of the hypercomplex function $|\bar{\eta}^{(l-2)}| \leq |\bar{\eta}^{(l-2)}|^3$, we have the recurrent inequality
\begin{equation}
|\bar{\eta}^{(l-1)}, \theta|_{\theta_0, \alpha} \leq 2N\lambda|Q|\bar{\eta}^{(l-2)}, \theta|_{\theta_0, \alpha} + N^{(6)}|\bar{\eta}^{(l-2)}, \theta|_{\theta_0, \alpha}^2, \tag{103}
\end{equation}
where $N^{(6)}$ is a positive constant independent of $\lambda, \lambda_0$. We can write (103) as
\begin{equation}
|\bar{\eta}^{(l-1)}, \theta|_{\theta_0, \alpha} \leq \lambda \left(2NQ + 2NN^{(6)}|\bar{\eta}^{(l-2)}, \theta|_{\theta_0, \alpha}\right)|\bar{\eta}^{(l-2)}, \theta|_{\theta_0, \alpha}^2, \tag{104}
\end{equation}

Obviously, as the hypercomplex function sequence $\omega^{(l)}(z)$ converges according to module $|\cdot, \theta_{\theta_0, \alpha}$, we only need
\begin{equation}
\lambda \left(2NQ + 2NN^{(6)}|\bar{\eta}^{(l-2)}, \theta|_{\theta_0, \alpha}\right) < 1. \tag{105}
\end{equation}

If inequality (105) holds, then we only need
\begin{equation}
2NQ + 2NN^{(6)}|\bar{\eta}^{(l-2)}, \theta|_{\theta_0, \alpha} < 1, \tag{106}
\end{equation}
or by estimate (102),
\begin{equation}
2NQ + 2NN^{(6)}(\lambda - \lambda_0)N^{(5)} < 1, \tag{107}
\end{equation}
i.e.,
\begin{equation}
\lambda - \lambda_0 < \frac{1 - 2NQ}{2NN^{(5)}N^{(6)}}, \tag{108}
\end{equation}

When inequality (108) holds, hypercomplex function sequence $\omega^{(l)}(z)$ has the limit $\omega(z; \lambda)$, and obviously, $\omega(z; \lambda) \in B_{\alpha}^0(G^+ + \Gamma) \cap B_{\alpha}^0(G^+ \Gamma)$. Now we prove the limit function $\omega(z; \lambda)$ obtained in this way is the solution of boundary value problem (93). Actually, it is apparent that $\omega(z; \lambda)$ satisfies the boundary value condition on $\Gamma$ of (93). Because module $|\omega^{(l)}, \theta_{\theta_0, \alpha}$ is uniformly bounded, $D\omega^{(l)}$ uniformly converges to $D\omega$ in any compact subset on $\theta_{\Gamma}, \omega$ satisfies equation (93), and we utilize Lemma 3, assumption (ii) on $M(\tau, \omega^0(\tau), \omega^0(\tau))$, and the uniform boundedness of $|\omega^{(l)}, \theta_{\theta_0, \alpha}$ to prove that when $|z| \rightarrow \infty$, the relation
\begin{equation}
|\omega^{(l)}(z)| = O(|z|^{-\alpha}), \tag{109}
\end{equation}
is uniformly established. Therefore, limit function $\omega(z; \lambda)$ also has the property $\omega^-(\infty, \lambda) = 0$. Here we find
\begin{equation}
\varepsilon = \frac{1 - 2NQ}{2NN^{(5)}N^{(6)}} > 0, \tag{110}
\end{equation}
which is independent of $\lambda_0$, such that for all $\lambda: \lambda_0 \leq \lambda \leq \lambda_0 + \varepsilon$, the solution of boundary value problem (93) exists. $\Box$

**Definition 5 (Nonlinear Riemann-Hilbert boundary value problem).** To seek a continuous solution $\omega(z)$ to PDEs (61) in the region $G^+$, such that the nonlinear boundary value condition
\begin{equation}
\text{Rew} = \psi(z, \omega), \quad z \in \Gamma, \tag{111}
\end{equation}
exists.

Before the proof, we establish an estimate equation.

**Lemma 5.** Assume that hypercomplex function $A(z), B(z), \bar{G}(z) \in B_{\alpha}^0(G^+ + \Gamma)$, and
\begin{equation}
|A, G^+ + \Gamma|_{\theta_0, \gamma} \leq M^{(0)}, \tag{115}
\end{equation}
\begin{equation}
|B, G^+ + \Gamma|_{\theta_0, \gamma} \leq M^{(0)}, \tag{115}
\end{equation}
where $M^{(0)}$ is a positive constant. For the solution $\omega \in B_{\alpha}^0(G^+ + \Gamma)$ of linear boundary value problem

Theorem 2. When the above assumptions (i)–(iv) on nilpotent function $\mu(z) \in B_{\alpha}^0(G^+ + \Gamma)$, 0 < $\gamma$ < 1; (ii) hypercomplex function $F(z, \omega)$ and its first- and second-order Gateaux differential $\delta_0^0F, \delta_0^1F, (\delta_0^0)^2F, (\delta_0^1)^2F, (\delta_0^1)^2F$ about $\omega, \bar{w}$ are continuous for all variable elements, and bounded according to module $|\cdot, G^+ \Gamma$, this boundary is noted as $\bar{M}$ and is a positive constant; (iii) Real-valued hypercomplex function $\psi(z, \omega(z))$, as function of $z \in \Gamma$, belongs to $B_{\alpha}^0(\Gamma)$ for any hypercomplex element $\omega(z) \in B_{\alpha}^0(\Gamma)$, and for any hypercomplex function $\omega^{(1)}(z), \omega^{(2)}(z)$ of $B_{\alpha}^0(\Gamma)$, we have the equation
\begin{equation}
|\psi(z, \omega^{(1)}(z)) - \psi(z, \omega^{(2)}(z))|_{\theta_0, \alpha} \leq L|\omega^{(1)}(z) - \omega^{(2)}(z), \Gamma|_{\theta_0, \alpha}, \tag{112}
\end{equation}
where $L$ is a positive constant independent of $\omega^{(1)}(z), \omega^{(2)}(z)$. Assume that hypercomplex function $\psi(z, 0)$ is bounded according to module $|\cdot, \Gamma_{\theta_0, \alpha}$, (iv) Real-valued hyperfunctional $\chi(\omega) \in B_{\alpha}^0(\Gamma)$, and any hyperfunction $\omega^{(1)}(z), \omega^{(2)}(z) \in B_{\alpha}^0(\Gamma)$ has
\begin{equation}
|\chi(\omega^{(1)}(z)) - \chi(\omega^{(2)}(z))| \leq N|\omega^{(1)}(z) - \omega^{(2)}(z), \Gamma|_{\theta_0, \alpha}, \tag{113}
\end{equation}
where $N$ is a positive constant independent of $\omega^{(1)}(z), \omega^{(2)}(z)$. Assume that nonnegative number $|\chi(0)|$ is finite.
there exist positive constants $M^{(1)}$, $M^{(2)}$, $M^{(3)}$ which are only relevant to region $G^+$, positive integer $r$, positive constant $M^{(0)}$, and $\nu$, such that

$$\left. |\omega, G^+ + \Gamma|_{0,\nu} \leq M^{(1)} |\bar{\psi}, \Gamma|_{0,\nu} + M^{(2)} |c| + M^{(3)} |\bar{g}, G^+ + \Gamma|_{0,\nu}, \right.$$  

(117)

holds, where $\bar{\psi}(z) \in B^0_1(\Gamma)$ is a real-valued hypercomplex function and $c$ is a real hypercomplex number.

Now we are in position to give proof of Theorem 2.

**Proof.** We consider a family of nonlinear Riemann-Hilbert boundary value problems with real parameter $\lambda$, $0 \leq \lambda \leq 1$:

$$D\omega = A\omega + B\omega + \bar{g}, \quad \text{in } G^+,$$

$$\text{Re}\omega|_{\Gamma} = \bar{\psi}(z), \quad z \in \Gamma,$$

$$\frac{1}{2\pi} \int_{\Gamma} |\text{Im}\omega| |d\phi(\zeta)| = c,$$

(116)

We want to prove that for every $\lambda$: $0 \leq \lambda \leq 1$, the solution $\omega(z; \lambda)$ of boundary value problem (118) exists, and belongs to $B^1_0(G^+ + \Gamma)$; then $\omega(z; 1)$ is the solution of the above Riemann-Hilbert boundary value problems (61) and (111).

Obviously, when $\lambda = 0$, boundary value problem (118) has only the zero solution $\omega(z; 0) = 0$. If it has solution $\omega(z; \lambda) \in B^1_0(G^+ + \Gamma)$ for $\lambda = \lambda_1, 0 \leq \lambda_1 < 1$, we prove there must exist a positive constant $\epsilon < 1$, independent of $\lambda_1$, such that (118) has solution $\omega(z; \lambda_2) \in B^1_0(G^+ + \Gamma)$ for $\lambda_2: \lambda_1 < \lambda_2 < 1 + \epsilon < 1$; then we can start from the existence of a solution to (118) for $\lambda = 0$, through finite steps, to obtain $\omega(z; 1)$.

Now we assume that $\omega(z; \lambda_1) \in B^1_0(G^+ + \Gamma)$ is the solution of boundary value problem (118) when $\lambda = \lambda_1, 0 \leq \lambda_1 < 1$. Note that $\omega^{(0)}(z) = \omega(z; \lambda); \lambda \in G^+ + \Gamma$, and by the following, a sequence of linear boundary value problems ($j \geq 1$):

$$D\omega^{(j)} = \lambda \left[ \delta^{(h)}(\omega^{(j-1)}) F(z, \omega^{(j-1)}) + \delta^{(h)}(\omega^{(j-1)}) F(z, \omega^{(j-1)}) + F(z, \omega^{(j-1)}) \right], \quad z \in G^+,$$

$$\text{Re}\omega^{(j)}|_{\Gamma} = \lambda \psi(z, \omega^{(j-1)}), \quad z \in \Gamma,$$

$$\frac{1}{2\pi} \int_{\Gamma} |\text{Im}\omega^{(j)}(\zeta)| |d\phi(\zeta)| = \lambda \chi(\omega^{(j-1)}), \quad 0 < \lambda < 1,$$

(119)

We can determine $\omega^{(j)}(z; \lambda)$, one by one, where $h = \omega^{(j)} - \omega^{(j+1)}, \bar{h} = \omega^{(j)} - \omega^{(j-1)}$. Similar to the proof of the linear Riemann boundary problem, the solution of linear boundary problem (119) exists [38]. If $\omega^{(j-1)}(z; \lambda) \in B^1_0(G^+ + \Gamma)$, $\omega^{(j)}(z; \lambda) \in B^1_0(G^+ + \Gamma)$. Assuming $\omega^{(0)}(z) = \omega(z; \lambda) \in B^1_0(G^+ + \Gamma)$, the hypercomplex function sequences $\omega^{(j)}(z; \lambda_j)$ successively determined by (119) all belong to $B^1_0(G^+ + \Gamma)$. Then we prove the convergence of hypercomplex function sequence $\omega^{(j)}(z; \lambda)$ according to modulus $|\lambda, G^+ + \Gamma|_{h,\nu}$. So, we consider difference $\omega^{(j)} - \omega^{(j+1)}$, which satisfies

$$D(\omega^{(j)} - \omega^{(j+1)}) = \lambda \left[ \delta^{(h)}(\omega^{(j-1)}) F(z, \omega^{(j-1)}) + \delta^{(h)}(\omega^{(j-1)}) F(z, \omega^{(j-1)}) \right] + \lambda \left[ \delta^{(h)}(\omega^{(j-1)}) f(z) + 2\delta^{(h)}(\omega^{(j-1)}) f(z) + \delta^{(h)}(\omega^{(j-1)}) f(z) \right], \quad z \in G^+,$$

$$\text{Re}(\omega^{(j)} - \omega^{(j+1)})|_{\Gamma} = \lambda \left[ \psi(z, \omega^{(j-1)}) - \psi(z, \omega^{(j+1)}) \right], \quad z \in \Gamma,$$

$$\frac{1}{2\pi} \int_{\Gamma} |\text{Im}(\omega^{(j)} - \omega^{(j+1)})(\zeta; \lambda)| |d\phi(\zeta)| = \lambda \left[ \chi(\omega^{(j-1)}) - \chi(\omega^{(j+1)}) \right], \quad j \geq 1,$$

(120)
where \( g_{\omega w}^{(h, k)} \) has the same meaning as before. For boundary value problem (120), we use Lemma 5 to obtain

\[
\begin{align*}
|\omega^{(j)} - \omega^{(j-1)}, G^* + \Gamma_0| &\leq M^{(1)}|\lambda \psi(z, \omega^{(j-1)}) - \psi(z, \omega^{(j-2)})|, \Gamma_0, \\
&+ M^{(2)}|\chi(\omega^{(j-1)}) - \chi(\omega^{(j-2)})|, \\
&+ M^{(3)}4\lambda \tilde{M}|\omega^{(j-1)} - \omega^{(j-2)}, G^* + \Gamma_0|^2 \\
&
\end{align*}
\]

(121)

We use inequality (112), (113) in assumption condition (iii), (iv), and (121), we obtain recursive estimate equation

\[
|\omega^{(j)} - \omega^{(j-1)}, G^* + \Gamma_0| \leq M^{(1)}L|\omega^{(j-1)} - \omega^{(j-2)}, \Gamma_0, \\
+ M^{(2)}N\lambda|\omega^{(j-1)} - \omega^{(j-2)}, \Gamma_0, + 4\lambda M^{(3)}\tilde{M}|\omega^{(j-1)} - \omega^{(j-2)}, G^* + \Gamma_0|^2, \\
\leq \lambda |M^{(1)}L + M^{(2)}N + 4M^{(3)}\tilde{M}|\omega^{(j-1)} - \omega^{(j-2)}, G^* + \Gamma_0 | \cdot |\omega^{(j-1)} - \omega^{(j-2), G^* + \Gamma_0}|, \\
= \lambda (H^{(1)} + H^{(2)})|\omega^{(j-1)} - \omega^{(j-2)}, G^* + \Gamma_0 | \cdot |\omega^{(j-1)} - \omega^{(j-2), G^* + \Gamma_0}|, \\
\]

(122)

where

\[
H^{(1)} = M^{(1)}L + M^{(2)}N, \\
H^{(2)} = 4M^{(3)}\tilde{M},
\]

are positive constants independent of \( j \). From inequality (122), if

\[
\lambda (H^{(1)} + H^{(2)})|\omega^{(j-1)} - \omega^{(j-2)}, G^* + \Gamma_0 | < 1,
\]

(124)

\( \omega^{(j)}(z; \lambda) \) must converge. Assume that the limit function of \( \omega^{(j)}(z; \lambda) \) is \( \omega(z; \lambda) \) when \( j \to \infty \). From the structure of \( \omega^{(j)}(z; \lambda) \), we can prove \( \omega(z; \lambda) \) is a solution of boundary value problem (118), and \( \omega(z; \lambda) \in B^2_\Gamma (G^* + \Gamma) \). To establish inequality (124), it must hold true that

\[
H^{(1)} + H^{(2)}|\omega^{(j-1)} - \omega^{(j-2), G^* + \Gamma_0} < 1. \\
\]

(125)

Now we estimate module \( |\omega^{(j-1)} - \omega^{(j-2), G^* + \Gamma_0} \) of the internal term \( \omega^{(j-1)} - \omega^{(j-2), \lambda} \). By definition,

\[
\begin{align*}
D(\omega^{(1)} - \omega^{(0)}) &= \lambda (\delta^0) F(z, \omega^{(0)}) + \lambda (\delta^0) F(z, \omega^{(0)}) + (\lambda - \lambda_1) F(z, \omega^{(0)}), \quad z \in G^*, \\
\Re(\omega^{(1)} - \omega^{(0)}) &= (\lambda - \lambda_1) \psi(z, \omega^{(0)}), \quad z \in \Gamma, \\
\frac{1}{2\pi} \int_{0}^{1} \Im(\omega^{(1)} - \omega^{(0)}), d\psi(\gamma) &= (\lambda - \lambda_1) \chi(\omega^{(0)}),
\end{align*}
\]

(126)

and we estimate equation (117) to obtain

\[
|\omega^{(1)} - \omega^{(0)}, G^* + \Gamma_0| \leq M^{(1)}(\lambda - \lambda_1)|\psi(z, \omega^{(0)}), \Gamma_0, \\
+ M^{(2)}(\lambda - \lambda_1)|\chi(\omega^{(0)}), + (\lambda - \lambda_1)|M^{(3)}|F(z, \omega^{(0)}), G^* + \Gamma_0 |, \\
\leq (\lambda - \lambda_1)M^{(1)}|L|\omega^{(0)}, \Gamma_0, + |\psi(z, 0), \Gamma_0 |, \\
+ (\lambda - \lambda_1)M^{(2)}|N|\omega^{(0)}, \Gamma_0, + |\chi(0) |, \\
+ (\lambda - \lambda_1)M^{(3)}|F(z, \omega^{(0)}), G^* + \Gamma_0 | \leq H^{(3)}(\lambda - \lambda_1),
\]

(127)
where $H^{(3)}$ is a positive constant independent of $\lambda, \lambda_1$. To make inequality (125) hold true, we only need
\[
H^{(1)} + H^{(2)} H^{(3)} (\lambda - \lambda_1) < 1. \tag{128}
\]

We assume that positive constants $L, N$ in inequalities (112), (113) are small enough that
\[
H^{(1)} = LM^{(1)} + NM^{(2)} < 1. \tag{129}
\]
From (128), we obtain
\[
\lambda - \lambda_1 < \frac{1 - H^{(1)}}{H^{(2)} H^{(3)}}. \tag{130}
\]
In a word, we obtain from inequality (130) that we can choose any positive number $\varepsilon$ that is less than $(1 - H^{(1)})/H^{(2)} H^{(3)}$ and independent of $\lambda_1$, such that for arbitrary $\lambda$,
\[
\lambda_1 < \lambda \leq \lambda_1 + \varepsilon. \tag{131}
\]
The solution $\omega(z; \lambda) \in B^1_+(G^* + \Gamma)$ of nonlinear boundary value problem (118) exists by the successive approximation method. Then we start from $\lambda = 0$ and, after a finite step, we can obtain
\[
\omega(z; 1). \tag{132}
\]
Therefore, we have proved the existence of a solution to the initial nonlinear Riemann-Hilbert boundary value problem (61), (111) [39, 40].

5. Conclusion

We revealed a fundamental structure of general stochastic dynamical systems proposed by Ao et al. We demonstrated a scientific understanding of three essential components: the potential function, friction matrix $S(q)$, and Lorenz matrix $A(q)$. Our goal was to prove the equivalence between general stochastic differential equations and equations after A-type decomposition, and then we could assert that the above elements are fundamental components of general stochastic dynamical systems. This problem can be transformed to proof of the existence of solutions for first-order quasilinear partial differential equations. Then we mathematically proved the existence of solutions for these equations. Specifically, when dimension $n$ satisfies $n \geq 4$, and $(n(n - 1)/2)$ is an even number ($n = 4, 5, 6, 9, \ldots, 4i, 4i + 1, \ldots$, when $i = 1, 2, 3, \ldots$), the existence of the generated solutions of the homogeneous equations corresponding to these equations was proved by introducing the hypercomplex algebra proposed by Douglis. Then, by successive approximation and continuous methods, we proved the existence of solutions of the Riemann boundary value problem and Riemann-Hilbert boundary value problem corresponding to first-order quasilinear partial differential equations. Therefore, we proved this fundamental structure of general stochastic dynamical systems for the high-dimensional case.

Appendix

We begin with some definitions and properties of hypercomplex functions, to enable readers to better understand hypercomplex calculation. As mentioned before, hypercomplex numbers and functions are defined in Definition 2, and the hypercomplex function space and corresponding generated solutions are defined in Definition 3.

We briefly discuss norms of hypercomplex numbers in our algebra. For $a$, as given by Definition 2, Douglis [36] defined the norm
\[
|a| = \sum_{k=0}^{r-1} |a_k|. \tag{A.1}
\]

The following holds for any hypercomplex numbers $a$ and $d$:
\[
|ad| \leq |a||d|, \quad |a + d| \leq |a| + |d|. \tag{A.2}
\]

Furthermore, writing $a$ as $a = a_0 + E$, where $E$ is the nilpotent part of $a$, the inverse of $a$ is
\[
\frac{1}{a} = \frac{1}{a_0} \left[ 1 - \frac{E}{a_0} + \frac{E^2}{a_0^2} - \cdots + (-1)^{r-1} \frac{E^{r-1}}{a_0^{r-1}} \right], \tag{A.3}
\]
where $a_0 \neq 0$. Therefore, we also have the inequality
\[
\left| \frac{|1|}{|c|} \right| \leq \sum_{k=0}^{r-1} |E|^k. \tag{A.4}
\]

Moreover, we have $1 = |c \cdot (1/c)| \leq |c||1/c|$, and thus
\[
\frac{1}{|c|} \leq \left| \frac{1}{|c|} \right| \tag{A.5}
\]

Second, we list some inequalities concerning the generated solution. We denote generic constants by $M(\cdot)$. We have
\[
|t_x(z)|, |t_x(z)| \leq M(e, f),
\]
\[
\left| \frac{1}{i + eb} \right| \leq M(f), \tag{A.6}
\]
\[
\left| \frac{1}{t(\zeta) - t(z)} \right| \leq M(e, f), \quad z \neq \zeta,
\]
\[
\left| \frac{t(x)}{i + eb(z)} \right| \leq M(e, f),
\]
\[
\left| \frac{t_x(z)}{i + eb(z)} \right| \leq M(e, f), \quad z \neq \zeta.
\]

In each case above, $M(e, f)$ is a constant depending on the bounds on $f$ and the derivatives of $t$.

Third, we state some properties of hypercomplex functions.
Definition A.1. A domain $\mathcal{D}$ is regular if it is bounded and its boundary $\Gamma$ consists of a finite number of simple closed curves with piecewise-continuous tangents.

Theorem A.1 (Green’s identity). If $\mathcal{D}$ is a regular domain (bounded, with boundary $\Gamma$ consisting of a finite number of simple closed curves with piecewise-continuous tangents), and $\omega$ and $\nu$ are hypercomplex functions in $C^1(\mathcal{D})$, then

$$\int \int_{\mathcal{D}} \frac{f}{x+i y} [\omega(Dv) + (Dw)v] dxdy = -\int_{\Gamma} \omega d\nu(t).$$  \hspace{1cm} (A.7)

Theorem A.2 (Plemelj-Privalov theorem [41]). If $\Gamma$ is a circle, then the singular integral operator (also called a Hilbert transform) given by the Cauchy principal value integral,

$$f(t) \longrightarrow \frac{1}{2\pi i} \int_{\Gamma} \frac{f(\zeta)}{\zeta - t} d\zeta, \quad t \in \Gamma \quad \text{(A.8)}$$

behaves invariantly with respect to the class of Hölder continuous functions, denoted by $C^{0,\alpha}(\Gamma)$ for $0 < \alpha < 1$.

Furthermore, Sokhotski proposed the Sokhotski-Plemelj formula [42], and Plemelj proved it [41].

Theorem A.3 (Sokhotski-Plemelj formula). Let $L$ represent an arbitrary smooth curve, and $F(z)$ a Cauchy-type integral of a real function $f$,

$$F(z) = \frac{1}{2\pi i} \int_{L} \frac{f(t)}{t - z} dt.$$  \hspace{1cm} (A.9)

Let $t_0 = \zeta_0 + i \tau_0$ represent an arbitrary fixed point on $L$ excluding the endpoint when $f(t_0) \neq 0$. If $f(t)$ satisfies the following condition on neighborhood $\varepsilon > 0$ of every point on $L$: for two arbitrary point $t_1$ and $t_2$ on these neighborhoods, there exists a constant $A$ satisfies \begin{equation} |f(t_1) - f(t_2)| \leq A|t_1 - t_2|^{\lambda}, \quad 0 < \lambda \leq 1, \end{equation}

limit of $f(z)$ exists. When $z$ approaches point $t_0$ from the left side of $L$, this limit is named $F^+(t_0)$, and conversely, when $z$ approaches point $t_0$ from the right side of $L$, this limit is named $F^-(t_0)$. They satisfy

\begin{align*}
F^+(t_0) &= \frac{1}{2} f(t_0) + \frac{1}{2\pi i} \int_{L} \frac{f(t)}{t - t_0} dt, \quad (A.11) \\
F^-(t_0) &= -\frac{1}{2} f(t_0) + \frac{1}{2\pi i} \int_{L} \frac{f(t)}{t - t_0} dt,
\end{align*}

where the symbol ‘$\text{'}$ over the integral denotes the Cauchy principal value integral.

Then we give proofs of Lemmas 1–4.

Proof of Lemma 1

Proof. By the Sokhotski-Plemelj formula (see Theorem A.3), the Cauchy-type integral $F(z)$ is a block hyperanalytic function and satisfies boundary value condition (74). Next, we discuss the property by which boundary value \begin{equation} \varphi^+(t), \varphi^-(t) \in B^\alpha_1(\Gamma), \end{equation}

is a natural generalization of the Plemelj-Privalov theorem (Theorem A.2 in Appendix) for a usual analytic function. Finally, we start to prove estimate equation (73). Assume that $r_0$ is an arbitrary point on $\Gamma$, $z \in G^+$, and consider hypercomplex function

\begin{equation} \xi(z) = \frac{\varphi(z) - \varphi^+(t_0)}{(t(z) - t(t_0))^\nu}, \quad 0 \leq \mu < \alpha, z \in G^+. \end{equation}

On any single-valued branch in $G^+$, by the Plemelj-Privalov theorem and the properties of $t(z)$, it is easy to know that the boundary value of this function,

\begin{equation} \xi^+(\tau) = \frac{\varphi^+(\tau) - \varphi^+(t_0)}{(t(\tau) - t(t_0))^\nu}, \quad \tau \in \Gamma, \end{equation}

satisfies the Holder condition on $\Gamma$. Similar to an analytic function, we can prove in the whole region $G^+$,

\begin{equation} \xi(z) = \frac{1}{2\pi i} \int_{t(\zeta) - t(z)} dt(\zeta). \end{equation}

Therefore, hypercomplex function $\xi(z)$ is continuous on $G^+ + \Gamma$. The following estimate

\begin{equation} |\varphi(z) - \varphi^+(t_0)| \leq \max_{\tau \in \Gamma} |\xi^+(\tau)| \leq N^{(4)}, \end{equation}

holds, in which $N^{(4)}$ is a positive constant. This function is independent of the position of point $t_0$ on $\Gamma$ and number $\mu < \alpha$. Therefore, we obtain

\begin{equation} |\varphi(z) - \varphi^+(t_0)| \leq N^{(5)}|z - t_0|^{\mu}, \end{equation}

where $N^{(5)}$ is a positive constant, which depends linearly on the Holder coefficients of the hypercomplex function $\gamma(t)$. For point $z$ in region $G^+$, we can similarly prove the above inequalities. Therefore, we obtain estimate equation (73).

Proof of Lemma 2

Proof. We use $X^{(1)}(z, \zeta), X^{(2)}(z, \zeta)$ to represent the basic set of solutions for equations $D\omega = 0$,

\begin{align*}
\Omega^{(1)}(z, \zeta) &= X^{(1)}(z, \zeta) + i X^{(2)}(z, \zeta), \\
\Omega^{(2)}(z, \zeta) &= X^{(1)}(z, \zeta) - i X^{(2)}(z, \zeta).
\end{align*}

Utilizing the properties of hypercomplex function

\begin{align*}
X^{(j)}(z, \zeta) \quad (j = 1, 2): \\
(1) \text{ In } \theta - \zeta, \text{ complex variable } z \text{ satisfies } DZ^{(j)}(z, \zeta) + A(z)X^{(j)}(z, \zeta) + B(z)X^{(j)}(z, \zeta) = 0, \quad j = 1, 2, \\
(2) X^{(1)}(z, \zeta) = (\omega^{(1)}(z) - \omega^{(1)}(\zeta))/(2i(t(\zeta) - t(z))), \\
X^{(2)}(z, \zeta) = (\omega^{(1)}(z) - \omega^{(1)}(\zeta))/(2i(t(\zeta) - t(z))), \quad \omega^{(j)}(z) \in B^\alpha_1(\theta), \quad j = 1, 2, \quad \alpha = \frac{p - 2}{p}. \end{align*}  \hspace{1cm} (A.19)
and when $|z| \to \infty$, $\omega^{(j)}(z) = O(|z|^{-\alpha})$.
Thus we have
\[
|\Omega^{(j)}(z, \zeta)| \leq \frac{M^{(1)}}{|\zeta - z|} z \neq \zeta, z, \zeta \in \theta(j = 1, 2), \quad (A.20)
\]

where $M^{(1)}$ is a positive constant related to $p, q, A, B$. Note that $\omega(z) = (\mathcal{K} \mathcal{F})(z) = \omega^{(1)}(z) + \omega^{(2)}(z)$, where

\[
\omega^{(1)}(z) = \frac{1}{2 \pi} \int \int_{|\zeta| \leq 1} \left[ t_{\zeta}(\zeta) \omega^{(1)}(z, \zeta) f(\zeta) + \overline{t_{\zeta}(\zeta)} \Omega^{(2)}(z, \zeta) f(\zeta) \right] d\zeta d\eta,
\]

\[
\omega^{(2)}(z) = \frac{1}{2 \pi} \int \int_{|\zeta| \leq 1} \left[ t_{\zeta}(\zeta) \omega^{(1)}(z, \zeta) f(\zeta) + \overline{t_{\zeta}(\zeta)} \Omega^{(2)}(z, \zeta) f(\zeta) \right] d\zeta d\eta.
\]

Then, by (99), and because $|t_{\zeta}(z)|$ is bounded, we have
\[
|\omega^{(1)}(z)| \leq M^{(2)} I^{(1)}(z), \quad z \in \theta,
|\omega^{(2)}(z)| \leq M^{(2)} I^{(2)}(z), \quad z \in \theta,
\]

where $M^{(2)}$ is a positive constant, and
\[
I^{(1)}(z) = \int \int_{|\zeta| \leq 1} \frac{|f(\zeta)|}{|\zeta - z|} d\zeta d\eta,
\]

\[
I^{(2)}(z) = \int \int_{|\zeta| \leq 1} \frac{|f(\zeta)|}{|\zeta - z|} d\zeta d\eta.
\]

Therefore,
\[
I^{(1)}(z) \leq |f|, |z| \leq 1_p \left( \int \int_{|\zeta| \leq 1} |\zeta - z|^{-q} d\zeta d\eta \right)^{1/q} \leq \left( \frac{2\pi}{aq} \right)^{1/q} 2^q |f|, |z| \leq 1_p, \quad \alpha = \frac{p - 2}{p},
\]

\[
I^{(2)}(z) = \int \int_{|\zeta| \leq 1} \frac{|f(\zeta)|}{(1/|\zeta - z|)|\zeta|^{q}} d\zeta d\eta \leq |z|^{-2} f\left(\frac{1}{z}\right), |z| \leq 1_p \left( \int \int_{|\zeta| \leq 1} |\zeta|^{-q} |1 - \zeta z|^{-q} d\zeta d\eta \right)^{1/q}.
\]

If $|z| \leq (1/3)$, because $|k| \leq 1$,
\[
|1 - z\zeta| \geq 1 - |z\zeta| \geq 1 - |z| \geq \frac{2}{3}, \quad (A.25)
\]

\[
\int \int_{|\zeta| \leq 1} |\zeta|^{-q} |1 - z\zeta|^{-q} d\zeta d\eta \leq \left( \frac{3}{2} \right)^q \int \int_{|\zeta| \leq 1} |\zeta|^{-q} d\zeta d\eta \leq M^{(3)},
\]

where $M^{(3)}$ is a positive constant only related to $p$. If $|z| \geq (1/3)$,
\[ \int_{|\xi| \leq 1} |\zeta|^{-q}|1 - \zeta|^{-q}d\zeta d\eta \]

\[ = |z|^{-q} \int_{|\xi| \leq 1} |\zeta|^{-q}|\zeta - \frac{1}{z}|^{-q}d\zeta d\eta \]

\[ \leq |z|^{-q}M^{(4)} \left( \frac{1}{z} \right)^{2-2q} \leq 3^{2-q}M^{(4)}, \]

where \( M^{(4)} \) is a positive constant only related to \( p \). Then, by Hadamard estimation, we obtain

\[ I^{(2)}(z) \leq M^{(5)} \left| |z|^{-2} f \left( \frac{1}{z} \right) \right|_{p}, \quad (A.28) \]

where \( M \) is a positive constant only related to \( p, q, A, B \).

Next, assume that \( G \) is a regular domain, and \( \psi \) is a hyperanalytic function outside \( \overline{G} \) that holds continuous on boundary \( \partial G \) and equals 0 at infinity, so

\[ \frac{1}{2\pi i} \int_{\partial G} \Omega^{(1)}(z, \zeta)\psi(\zeta)d\zeta - \Omega^{(2)}(z, \zeta)\overline{\psi(\zeta)}d\zeta = \begin{cases} 0, & z \in G, \\ -\psi(z), & z \notin G. \end{cases} \quad (A.29) \]

Furthermore, assume that \( A, B \in L^{p,2}(\theta), 2 < p < \infty, \) and \( A \equiv B \equiv 0 \) outside \( \overline{G} \). If \( \Omega^{(1)} \) and \( \Omega^{(2)} \) are basic kernels concerning \( A \) and \( B \), then

Thus we have

\[ \Omega^{(1)}(z, \zeta) = \frac{\Omega^{(1)}(z, \zeta)}{2|t(\zeta) - t(z)|}, \quad (A.31) \]

\[ \Omega^{(2)}(z, \zeta) = \frac{\Omega^{(2)}(z, \zeta)}{2|t(\zeta) - t(z)|} \]

\[ |\Omega^{(j)}(z, \zeta)| \leq M^{(6)}, \quad z, \zeta \in \theta, \]

\[ |\Omega^{(j)}(z_1, \zeta) - \Omega^{(j)}(z_2, \zeta)| \leq M^{(6)}|z_1 - z_2|^{\alpha}, \quad z_1, z_2, \zeta \in \theta, \quad (A.32) \]

\[ \alpha = \frac{p - 2}{p}, \quad (A.33) \]

\[ \Omega^{(1)}(z_1, \zeta) - \Omega^{(1)}(z_2, \zeta) = \frac{\Omega^{(1)}(z_1, \zeta)}{2|t(\zeta) - t(z_1)|} - \frac{\Omega^{(1)}(z_2, \zeta)}{2|t(\zeta) - t(z_2)|} \]

\[ = \frac{1}{2|t(\zeta) - t(z_1)||t(\zeta) - t(z_2)|} \left[ |t(\zeta) - t(z_2)|\Omega^{(1)}(z_1, \zeta) - |t(\zeta) - t(z_1)|\Omega^{(1)}(z_2, \zeta) \right. \]

\[ + |t(\zeta) - t(z_2)|\Omega^{(1)}(z_2, \zeta) - |t(\zeta) - t(z_1)|\Omega^{(1)}(z_2, \zeta) \right]. \quad (A.34) \]

Utilizing property (60) of generating solution \( t(z) \) and inequality (A.32), we can obtain the estimate
where $M^{(7)}$ is a positive constant only related to $p, q, A, B$. There is a similar estimate for $\Omega^{(2)}(z_1, \zeta) - \Omega^{(2)}(z_2, \zeta)$. Then we calculate

$$\omega(z_1) - \omega(z_2) = \omega^{(1)}(z_1) - \omega^{(1)}(z_2) + \omega^{(2)}(z_1) - \omega^{(2)}(z_2),$$

where

$$|\omega^{(1)}(z_1) - \omega^{(1)}(z_2)| = \frac{1}{\pi} \int_{|\zeta| \leq 1} |t_{\xi} (\zeta) [\Omega^{(1)}(z_1, \zeta) - \Omega^{(1)}(z_2, \zeta)] f(\zeta) + \overline{t_{\xi} (\zeta)} [\Omega^{(2)}(z_1, \zeta) - \Omega^{(2)}(z_2, \zeta)] \overline{f(\zeta)}| \, d\xi d\eta.$$  

By (3.34) and (3.35), we obtain

$$|\omega^{(1)}(z_1) - \omega^{(1)}(z_2)| \leq M^{(8)} [|z_1 - z_2|^\alpha I^{(1)}(z_1) + |z_1 - z_2| I^{(3)}(z_1, z_2)],$$

where $M^{(8)}$ is a positive constant,

$$I^{(1)}(z_1) = \int_{|\zeta| \leq 1} \frac{|f(\zeta)|}{|\zeta - z_1|} \, d\xi d\eta \leq \left(\frac{2\pi}{aq}\right)^{1/q} 2^\alpha |f|, |z| \leq 1_p,$$

$$I^{(3)}(z_1, z_2) = \int_{|\zeta| \leq 1} \frac{|f(\zeta)|}{|\zeta - z_1| |\zeta - z_2|} \, d\xi d\eta \leq |f|, |z| \leq 1_p \left(\int_{|\zeta| \leq 1} |\zeta - z_1|^{-\eta} |\zeta - z_2|^{-\eta} \, d\xi d\eta\right)^{1/q} \leq M^{(9)} |f|, |z| \leq 1_p |z_1 - z_2|^{(2-2q)/q},$$

where $M^{(9)}$ is a positive constant. We use Hadamard estimation again to obtain

$$|\omega^{(1)}(z_1) - \omega^{(1)}(z_2)| \leq M^{(10)} |f|, |z| \leq 1_p \times \left[|z_1 - z_2|^\alpha + |z_1 - z_2|^{1 + (2-2q)/q}\right] = 2M^{(10)} |f|, |z| \leq 1_p |z_1 - z_2|^\alpha,$$
where \( M^{(10)} \) is a positive constant. Similarly, we obtain

\[
|\omega^{(2)}(z_1) - \omega^{(2)}(z_2)| \leq M^{(8)}[|z_1 - z_2|^a I^{(2)}(z_1) + |z_1 - z_2| I^{(4)}(z_1, z_2)],
\]

where \( I^{(2)}(z_1) \) is estimated in (A.28), and

\[
I^{(4)}(z_1, z_2) = \int \int_{|\zeta| \leq 1} \frac{|f(\zeta)|}{|\zeta | - z_1} d\xi d\eta = \int \int_{|\zeta| \leq 1} \frac{|f(1/\zeta)|}{|1/\zeta | - z_1} d\xi d\eta \leq M^{(11)}|z_1| - 2 f(1/\zeta), |z_1| \leq 1, |z_2|\]

where \( M^{(11)} \) is a positive constant. Therefore,

\[
|\omega^{(2)}(z_1) - \omega^{(2)}(z_2)| \leq M^{(12)}|z_1 - z_2|^a |z_1|^{-2} f(1/z), |z| \leq 1, p, \]

where \( M^{(12)} \) is a positive constant. Then, by inequalities (A.40) and (A.43),

\[
|\bar{K}f(z_1) - (\bar{K}f)(z_2)| \leq |\omega^{(1)}(z_1) - \omega^{(1)}(z_2)| + |\omega^{(2)}(z_1) - \omega^{(2)}(z_2)| \leq M|z_1 - z_2|^a |f, \theta|_{p,2},
\]

where \( M \) is a positive constant related to \( p, q, A, B \). For any \( R > 1 \), when \(|z| \leq R\), we utilize estimate equation (A.20) and the boundedness of \(|t_z(z)|\) to obtain

\[
|\omega^{(1)}(z)| \leq M^{(13)} \int \int_{|\xi| \leq 1} \frac{|f(\xi)|}{|\xi | - 1} d\xi d\eta \leq M^{(13)} \int \int_{|\xi| \leq 1} |f(\xi)| d\xi d\eta \leq M^{(14)} \int \int_{|\xi| \leq 1} |f, |z| \leq 1| p, \]

where \( M^{(13)}, M^{(14)} \) are positive constants. However,

\[
\frac{1}{|z|} - 1 = \frac{1}{|z|} \left( 1 + \frac{1}{|z|} - 1 \right) \leq \left( 1 + \frac{1}{R - 1} \right) R^{a-1} - \left( 1 + \frac{1}{R - 1} \right) |z| = \frac{R^a}{R - 1} |z|^{a-1}.
\]

Therefore,
\[ |\omega^{(1)}(z)| \leq M^{(15)}|f, |z| \leq 1_p|z|^{-\alpha}, \quad (A.47) \]

where \( M^{(15)} \) is a positive constant. Similar to \( \omega^{(1)}(z) \), we estimate \( \omega^{(2)}(z) \) by Hadamard estimation,

\[
|\omega^{(1)}(z)| \leq M^{(13)} \int \frac{|f(\zeta)|}{(\zeta - z)^{1/2}} \, d\zeta d\eta \\
= M^{(13)} \int \frac{|f(1/\zeta)|}{(\zeta - z)^{1/2}} \, d\zeta d\eta \\
\leq M^{(13)} |z|^{-2} f(\frac{1}{z}), |z| \leq 1_p \times \left( \int \int_{|\zeta| \leq 1} |\zeta|^{-d}|1 - \zeta|^{-d} d\zeta d\eta \right)^{1/q} \\
\leq M^{(16)} |z|^{-2} f(\frac{1}{z}), |z| \leq 1_p |z|^{-\alpha}, \quad (A.48) \]

where \( M^{(16)} \) is a positive constant. When \( |z| \geq R > 1 \),

\[ |(\hat{K}f)(z)| \leq M|f, |z| \leq 1_p,|z|^{-\alpha}, \quad (A.49) \]

where \( M \) is a positive constant related to \( p, q, A, B, R. \)

We then want to prove that for all support hypercomplex functions \( \phi(z) \), it holds that

\[ \text{Re} \int \int_{\text{supp} \phi} t_z(z) \left[ \omega(z)\bar{D}\phi(z) + f(z)\phi(z) \right] dx dy = 0, \quad (A.50) \]

i.e.,

\[ \int \int_{\text{supp} \phi} t_z(z) \left[ \omega(z)\bar{D}\phi(z) + f(z)\phi(z) \right] dx dy \\
+ \int \int_{\text{supp} \phi} t_z(z) \left[ \omega(z)\bar{D}\phi(z) + f(z)\phi(z) \right] dx dy = 0, \quad (A.51) \]

where \( \bar{D} \) is the correlation operator of \( D \). Assume that hypercomplex functions \( A(z), B(z) \in L^{p,2}(\theta) \), \( f(z) \in L^p(G) \), \( p > 2 \), where \( G \) is a bounded simply connected region on plane \( \theta \). Let \( \omega(z) \) be a continuous solution in \( \tilde{G} \) for

\[
\frac{1}{2\pi} \int_{\partial G} \Omega^{(1)}(z, \zeta)\omega(z) d\tau(\zeta) - \Omega^{(2)}(z, \zeta)\bar{\omega}(\zeta) d\tau(\zeta) \\
- \frac{1}{\pi} \int_{G} \left[ t_z(z)\Omega^{(1)}(z, \zeta)F(z) + t_{\bar{z}}(\bar{z})\Omega^{(2)}(z, \bar{z})\bar{F}(\bar{z}) \right] d\zeta d\eta \\
= \begin{cases} 
\omega(z), & z \in G, \\
0, & z \notin \tilde{G}, 
\end{cases} \quad (A.53) \]

where hyper-complex functions \( \Omega^{(1)}(z, \zeta), \Omega^{(2)}(z, \zeta) \) are basic kernels associated with \( A(z), B(z), \zeta = \xi + i\eta \). Thus, for support hyper-complex function \( \phi(z) \), we have
\[
\int \int_{\text{supp } \phi} t_z(z)\phi(z)f(z) \, dx \, dy = \int \int_{\text{supp } \phi} t_z(z)f(z) \left\{ \frac{1}{\pi} \int \int_{\text{supp } \phi} \left[ t_{\zeta}(\zeta)\Omega^{(1)}(\zeta, z)\tilde{D}\phi(\zeta) + t_{\zeta}(\zeta)\Omega^{(2)}(\zeta, z)\tilde{D}\phi(\zeta) \right] \, d\zeta \, d\eta \right\} \, dx \, dy
\]
\[
= \int \int_{\text{supp } \phi} t_z(z) \left[ \frac{1}{\pi} \int \int_{\text{supp } \phi} \left[ t_{\zeta}(\zeta)\Omega^{(1)}(\zeta, z)f(z) + t_{\zeta}(\zeta)\Omega^{(2)}(\zeta, z)f(z) \right] \, dx \, dy \right] \tilde{D}\phi(\zeta) \, d\zeta \, d\eta
\]
\[
+ \int \int_{\text{supp } \phi} t_{\zeta}(\zeta) \left[ \frac{1}{\pi} \int \int_{\text{supp } \phi} \left[ t_{\zeta}(\zeta)\Omega^{(1)}(\zeta, z)f(z) + t_{\zeta}(\zeta)\Omega^{(2)}(\zeta, z)f(z) \right] \, dx \, dy \right] \tilde{D}\phi(\zeta) \, d\zeta \, d\eta.
\]
\hspace{1cm} (A.54)

The validity of the exchange of integration order is not difficult to verify, so we omit it here. Similarly,

\[
\int \int_{\text{supp } \phi} t_z(z)\phi(z)f(z) \, dx \, dy
\]
\[
= \int \int_{\text{supp } \phi} t_z(z)\phi(z)f(z) \left[ \frac{1}{\pi} \int \int_{\text{supp } \phi} \left[ t_{\zeta}(\zeta)\Omega^{(1)}(\zeta, z)f(z) + t_{\zeta}(\zeta)\Omega^{(2)}(\zeta, z)f(z) \right] \, dx \, dy \right] \tilde{D}\phi(\zeta) \, d\zeta \, d\eta
\]
\[
+ \int \int_{\text{supp } \phi} t_{\zeta}(\zeta) \left[ \frac{1}{\pi} \int \int_{\text{supp } \phi} \left[ t_{\zeta}(\zeta)\Omega^{(1)}(\zeta, z)f(z) + t_{\zeta}(\zeta)\Omega^{(2)}(\zeta, z)f(z) \right] \, dx \, dy \right] \tilde{D}\phi(\zeta) \, d\zeta \, d\eta.
\]
\hspace{1cm} (A.55)

After that, we obtain

\[
\int \int_{\text{supp } \phi} \left[ t_z(z)f(z)\phi(z) + t_z(z)f(z)\phi(z) \right] \, dx \, dy
\]
\[
= \int \int_{\text{supp } \phi} t_z(z)f(z) \left[ \frac{1}{\pi} \int \int_{\text{supp } \phi} \left[ t_{\zeta}(\zeta)\Omega^{(1)}(\zeta, z)f(z) + t_{\zeta}(\zeta)\Omega^{(2)}(\zeta, z)f(z) \right] \, dx \, dy \right] \tilde{D}\phi(\zeta) \, d\zeta \, d\eta
\]
\[
+ \int \int_{\text{supp } \phi} t_{\zeta}(\zeta) \left[ \frac{1}{\pi} \int \int_{\text{supp } \phi} \left[ t_{\zeta}(\zeta)\Omega^{(1)}(\zeta, z)f(z) + t_{\zeta}(\zeta)\Omega^{(2)}(\zeta, z)f(z) \right] \, dx \, dy \right] \tilde{C}\phi(\zeta) \, d\zeta \, d\eta.
\]
\hspace{1cm} (A.56)

Then, by \((Kf)(\zeta) = \omega(\zeta)\), we obtain equation (A.51).

\textbf{Proof.} Obviously, in \(\theta\Gamma\), \(D\phi = 0\), and \(-A\phi - B\phi + C \in L^{p^2}(\theta)\); in \(\theta\Gamma\), we use Lemma 2 to obtain

Proof of Lemma 3
Because integral operator $\tilde{K}(−Aφ−B\varphi+C)$ is continuous in the whole plane $θ$, $φ(z)$ satisfies the boundary value condition of (69). Therefore, hypercomplex function $ω(z)$ also satisfies the boundary value condition on $Γ$ in problem (69). When $|z|\rightarrow∞$, $|ω(z)|$ goes to zero, i.e.,

$$ω^−(∞)=0.$$  \hfill (A.58)

Therefore, we prove that hypercomplex function $ω(z)$ is the solution for (69).

**Proof of Lemma 4**

**Proof.** We prove the second estimate equation in (81). According to Lemma 3, the solution $ω(z)$ of (69) can be expressed as

$$ω(z) = φ(z) + \tilde{K}(−Aφ−B\varphi+C).$$  \hfill (A.59)

Then we have

$$|ω^−, G^− + Γ|_{0,α} ≤ |φ^−, G^− + Γ|_{0,α}$$

$$+ |\tilde{K}(−Aφ−B\varphi+C), G^− + Γ|_{0,α}.$$  \hfill (A.60)

According to Lemma 2, we have

$$|\tilde{K}(−Aφ−B\varphi+C), G^− + Γ|_{0,α} ≤ N^{(2)} |−Aφ−B\varphi+C, θ|_{p,2}$$

$$≤ N^{(3)} + |φ^−, G^− + Γ|_{0} + |A|_{θ} + |B, θ|_{p,2} + |C, θ|_{p,2},$$  \hfill (A.61)

where $N^{(2)}$ is a positive constant. Because

$$|φ^−, G^− + Γ|_{0,α} ≤ |φ^−, G^− + Γ|_{0,α}$$

$$≤ N^{(3)} + |φ^−, G^− + Γ|_{0,α} + |C, θ|_{p,2},$$  \hfill (A.62)

where $N^{(3)}$ is a positive constant. Utilizing the second equation in (73), we can obtain

$$|ω^−, G^− + Γ|_{0,α} ≤ N(|Γ|_{0,α} + |C, θ|_{p,2}),$$  \hfill (A.63)

where $N$ is a positive constant only related to $q(z), p, A(z), B(z),$ and $Γ$. The first equation of (81) can be proved similarly, so we omit it here. □
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