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In view of a time lag between the time that the prey perceive predator signals and make some changes or behavior responses, we establish a predator–prey system with direct and indirect predation in this paper. First, we investigate the existence, boundedness, and global asymptotical stability of the positive equilibrium status. Next, by perturbing the mortality rates of prey species and predator species, we stretch the deterministic system to the stochastic scenario and investigate the existence of stochastic process and the global asymptotical stability of the equilibrium status. The analytical findings show that fear affects the value of the equilibrium status, and stochastic disturbance affects its stability, but time delay has no effect if some conditions are satisfied, which are verified by some examples and numerical simulations.

1. Introduction

For predator and prey interaction model, the direct predation (the depletion of prey species by predator species) is very popular and is easy to be detected in this field. In mathematical modeling, many classes of functional responses are introduced to reveal the impact of straight predation by predator on the dynamics of ecological models, see [1–5] and references cited therein. Different from the direct predation, the indirect predation (the fear from predator on prey) is comparatively difficult to be observed and, hence, is studied very little, whereas many experiments imply that the fear from predator on prey sometimes can change the prey’s demography and cannot be ignored. For example, when there is no straight killing, Zanette et al. [6] did an experiment on songbirds so as to survey the impact of fear on songbirds’ reproduction, which was performed during a total breeding period. Their results show that due to the fear from predator, the female songbirds laid and hatched fewer eggs resulting in decreasing the survival rate of the descendants significantly. Particularly, the number of descendants of the songbirds decline 40%. In real world, when prey populations perceive some predation risks, they will always show a few anti-predator actions, such as vigilance, foraging actions, and some psychological changes, which cut down the growth speed of the prey species and the survival speed of adults is also impacted accordingly. Recently, many predator-prey population systems containing fear of prey species are studied and some valuable results are reported [7–9].

Time delay is very popular in biological systems. For populations, they will always take some time to complete such processes as digestion of food, maturation, prey hunting, disease transmission [10,11]. Similarly, when fear from predators appears, there is a time delay for prey to make response to the predation danger after they perceive predator signals through chemical or vocal cues [12].

The deterministic systems are very popular in real world, but they are exposed to the survival environments without exception, and hence, the environmental white noise will
bring large influence to their dynamics. The coefficients in
the deterministic model cannot catch the impact of sto-

cchastic environmental disturbances, and it is necessary to
spread the deterministic situation into a stochastic scenario.

Many scholars incorporated white noise to investigate the
impacts of population disturbance in the system dynamics of
the interconnected populations [13–17].

Stimulated by above analysis, we establish a determi-
nistic predator–prey system together with Holling-II type
functional response and fear effect of prey from predator
species, where there is a time delay for prey’s response
between their perceiving predation risk and the behavioral
changes. Then by considering multiple environmental white
noise, we extend it to stochastic scenario. To the author’s
knowledge, besides direct predation, there are few findings
reported on the dynamics of such stochastic models together
with fear factor and delayed response.

The paper is structured as follows: The boundedness of
solutions, existence, and stability of the equilibrium status of
the deterministic system (2) are discussed in Section 2. The
existence of a unique stochastic process and the long time
behavior of the equilibrium status of stochastic model (21)
are investigated in Section 3. Then some examples and
simulation analysis are carried out to validate the theoretical
findings in Section 4. Finally, a brief conclusion is presented
to conclude this work in Section 5.

2. Deterministic Model

The following predator–prey system model with direct
functional response of predator (Holling-II type) and in-
direct predation (fear from predator) is proposed in Ref-

erence [9]:

\[
\begin{align*}
\frac{dx(t)}{dt} &= x(t) \left( \frac{r}{1 + fy(t-t)} - d_1 - bx(t) - \frac{py(t)}{1 + ax(t)} \right), \\
\frac{dy(t)}{dt} &= y(t) \left( -d_2 - hy(t) + \frac{cpx(t)}{1 + ax(t)} \right).
\end{align*}
\]  

(1)

The \(x(t)\) denotes the biomass of prey and \(y(t)\) denotes the
biomass of predator population at time \(t\). Coefficient \(f\)
denotes the fear level of the prey induced by predator
population, \(r\) denotes the birth rate of prey population, \(d_1\)
denotes the mortality rate of prey population, \(b\) denotes
the mortality rate of prey population due to intraspecies
competition, \(p\) denotes the predation rate, \((p/a)\) is the maximum
number of prey eaten per predator per unit of time, \(d_2\)
denotes the common mortality rate of predator population,
\(h\) denotes the mortality rate of predator population due
to intraspecies competition, \(c\) is the conversion coefficient.
More biological backgrounds of this model are referred to
[9].

In view of a time lag between the time of perceiving
 predator signals and behavioral responses in the prey
population, the above model becomes

\[
\begin{align*}
\frac{dx(t)}{dt} &= x(t) \left( \frac{r}{1 + fy(t-t)} - d_1 - bx(t) - \frac{py(t)}{1 + ax(t)} \right), \\
\frac{dy(t)}{dt} &= y(t) \left( -d_2 - hy(t) + \frac{cpx(t)}{1 + ax(t)} \right).
\end{align*}
\]

(2)

The initial conditions of (2) are taken as

\[
\begin{align*}
x(\theta) &= \phi_1(\theta) > 0, \\
y(\theta) &= \phi_2(\theta) > 0, \quad -\tau \leq \theta \leq 0,
\end{align*}
\]  

(3)

where the biological meanings of all parameters are the same
as given before, \(\tau\) is a time delay of the prey’s response to
the fear induced by predator, \(\phi(\theta) = (\phi_1(\theta), \phi_2(\theta))^T\)
is a continuous mapping from \([-\tau, 0]\) to \(R^2\). For any \(\phi\), we let
\(|\phi| = \sup_{\theta \in [-\tau, 0]} |\phi(\theta)|\), where \(|\phi(\theta)|\) is the usual distance in
\(R^2\). All coefficients in system (2) are assumed to be positive
for biological backgrounds.

2.1. Positivity and Boundedness of Solutions. For assurance
that model (2) is biologically well-behaved, we want to show
that solutions of (2) are positive and bounded. For the first
equation of (2), we integrate and get

\[
x(t) = x(0) \exp \left\{ \int_0^t \left( \frac{r}{1 + fy(s-t)} - d_1 - bx(s) - \frac{py(s)}{1 + ax(s)} \right) ds \right\} > 0.
\]  

(4)

Applying the same integrating to the second equation of
(2) yields

\[
y(t) = y(0) \exp \left\{ \int_0^t \left( -d_2 - hy(s) + \frac{cpx(s)}{1 + ax(s)} \right) ds \right\} > 0.
\]  

(5)

Therefore, all solutions of system (2) are positive. Now,
we are to discuss the boundedness by use of comparison
method. We can obtain from the first equation of (2) that

\[
\frac{dx(t)}{dt} \leq x(t) \left( r - d_1 - bx(t) \right).
\]  

(6)

Integrating the above inequality and by use of com-
parison theory, then we have

\[
x(t) \leq \frac{(r - d_1)e^{(r - d_1)t}}{1 + b e^{(r - d_1)t}},
\]  

(7)

which implies

\[
\limsup_{t \to \infty} x(t) \leq \frac{r - d_1}{b}.
\]  

(8)

Define \(V(t) = cx(t) + y(t)\), then
\[ V + \mu V \leq cx(r - d_1 - bx) - y(d_2 + hy) \]
\[ \leq cx(r + \mu - d_1 - bx) - y(d_2 - \mu) \]
\[ \leq \frac{c(r + \mu - d_1)}{4b} \Rightarrow 0, \]  
where \( \mu \) is a constant such that \( \mu < d_2 \). By the differential inequality theory, we obtain that \( 0 \leq V \leq \left( \frac{1 - e^{\mu t}}{\mu} \right) + V(x(0), y(0))e^{-\mu t} \). Letting \( t \to \infty \), then \( 0 \leq V \leq \frac{p}{\mu} \) holds. Therefore, the boundedness of solutions of \((2)\) are obtained.

To begin with, we denote the equilibrium status of model \((2)\) by \( E^* (x^*, y^*) \). In this subsection, we aim to discuss the existence and global stability of \( E^* (x^*, y^*) \). By the definition of equilibrium status, \( E^* (x^*, y^*) \) satisfies the following equalities,
\[
\begin{align*}
\frac{r}{1 + fy^*} &= d_1 + bx^* + \frac{py^*}{1 + ax^*}, \\
\frac{cp}{1 + ax^*} &= d_2 + hy^*.
\end{align*}
\]
An easy computation yields that the positive equilibrium point \( x^* \) is
\[ x^* = \frac{d_2 + hy^*}{cp - a(d_2 + hy^*)} \quad \text{if} \quad cp - a(d_2 + hy^*) > 0, \]  
and the equilibrium point \( y^* \) satisfies the following equation:
\[
 pf (y^*)^2 + [p + f(d_1 + bx^*)(1 + ax^*)]y^* + (1 + ax^*)(bx^* + d_1 - r) = 0.
\]
By verification, if \( r > d_1 + bx^* \), then the solution \( y^* > 0 \) will always exist.

By the monotonicity of the variable \( f \), we derive that the increasing of fear \( f \) results in the decreasing of the value of equilibrium point \( x^* \), which leads to a lower value of equilibrium point \( y^* \), while if the conditions \( cp - a(d_2 + hy^*) > 0 \) and \( r > (d_1 + bx^*) \) hold, then the equilibrium points \( E^* (x^*, y^*) \) always exist. In later discuss, we always assume that system \((2)\) has a unique positive equilibrium points \( E^* (x^*, y^*) \).

For reader’s convenience, we denote
\[
\begin{align*}
D_1 &= b - \frac{fr}{2(1 + fy^*)} - \frac{py^*}{1 + ax^*}, \\
D_2 &= \frac{1 + ax^*}{c} - \frac{fr}{2(1 + fy^*)}.
\end{align*}
\]
Our finding of the long time behavior of \( E^* (x^*, y^*) \) of system \((2)\) is as follows:

**Theorem 1.** Under the condition \( D_i > 0, i = 1, 2 \), then for any solution \((x(t), y(t))\) of system \((2)\) with positive initial data, we have \( \lim_{t \to \infty} x(t) = x^*, \lim_{t \to \infty} y(t) = y^* \), that is, the equilibrium status of \((2)\) is globally asymptotically stable.

**Proof.** By the functional differential equation theory, we only need to find a Lyapunov functional \( V(x(t), y(t)) \) such that \( D^* V(t) \leq 0 \), where \( V(x(t), y(t)) \) is a nonnegative function on \( R_2^3 \), \( D^* V(t) \) presents the Dini upper-right derivative. For this purpose, we construct the below two functions,
\[
\begin{align*}
V_1(x) &= \int_{\xi}^{x - x^*} \frac{\xi d\xi}{\xi + x^*}, \\
V_2(y) &= \int_{0}^{y - y^*} \frac{\xi d\xi}{\xi + y^*},
\end{align*}
\]
where \((x^*, y^*)\) is the equilibrium status of \((2)\). It is not difficult to verify that both \( V_1(x) \) and \( V_2(y) \) are nonnegative on \( R_2^3 \), \( V(t) \) is a nonnegative function on \( R_2^3 \). If \((x, y) \in R_2^3 \), we compute the Dini upper right derivatives of \( V_1(x) \) and \( V_2(y) \) along system \((2)\), respectively, then
In order to determine the coefficient term of 
\( (y(t - \tau) - y^*)^2 \), we define a nonnegative function defined on \( R_+ \) as follows:

\[
V_3(t) = \int_{t-\tau}^{t} (y(\xi) - y^*)^2d\xi. \tag{17}
\]

Let

\[
V(t) = V_1(x) + \frac{1 + ax^*}{c}V_2(y) + \frac{f}{2(1 + fy^*)}V_3(t), \tag{18}
\]

then \( V(t) \) is nonnegative on \( R_+ \). An easy computation yields

\[
D^+V(t) = \left( -b + \frac{fr}{2(1 + fy^*)} + \frac{pay^*}{1 + ax^*} \right)(x - x^*)^2 + \left( -\frac{1 + ax^*}{c}h + \frac{fr}{2(1 + fy^*)} \right)(y - y^*)^2 \tag{19}
\]

\[
= -D_1(x - x^*)^2 - D_2(y - y^*)^2.
\]

By the conditions that \( D_1 > 0, D_2 > 0 \), one can easily obtain that, apart from the trail of the equilibrium status, \( D^+V(t) < 0 \) always holds, and hence, the differential stability theory (see Reference [18]) implies that \( E^* (x^*, y^*) \) of system (2) is globally asymptotically stable. The proof is complete. \( \square \)

Remark 1. In Theorem 1, by the monotonicity of function \( F(f) = (fr/2(1 + fy^*)) \) on the variable \( f \), we find that if the fear \( f \) is lower, then the conditions are easier to be satisfied, and if the fear from predators is absent, that is, \( f = 0 \), then the conditions change to the form of \( b - (pay^*/1 + ax^*) > 0 \), which means that without fear from predators, the condition is the easiest to be satisfied. In addition, Theorem 1 indicates that the time lag has no influence on the global stability of the equilibrium points of system (2). All these will be elucidated by numerical simulations in Section 4.

3. Stochastic Model

To get the impact of environmental fluctuation on the dynamics of model (2), we generalize the deterministic model (2) to a stochastic scenario. Since the system randomness mainly brings influence to the natural mortality rates of the interaction species, we structure a stochastic model by perturbing the mortality rate of prey species and predator species respectively [19, 20]. By the known central limit theorem, the error term follows a normal distribution, which sometimes depends on the difference of population scale from the equilibrium status, that is,

\[
-d_1 \longrightarrow -d_1 + \sigma_1 (x(t) - x^*(t)) \hat{B}_1(t), \tag{20a}
\]

\[
-d_2 \longrightarrow -d_2 + \sigma_2 (y(t) - y^*(t)) \hat{B}_2(t), \tag{20b}
\]

where \( \sigma_i^2 \) denotes the magnitude of the environmental noise, \( B_i(t) \) is defined on \( (\Omega, \mathbb{F}, \mathbb{F}_{\tau\geq0}, P) \), which denotes a complete probability space, \( \mathbb{F}_{\tau\geq0} \) is a filtration satisfying the usual conditions, \( \tau \geq 0 \). We assume \( B_1(t) \) and \( B_2(t) \) are standard and mutually independent Brownian motion. Then we obtain the following stochastic version of (2):

\[
\frac{dx}{dt} = (p - r - cy - ax^*x)dx + \sigma_1 (x(t) - x^*(t))d\hat{B}_1(t), \tag{s1}
\]

\[
\frac{dy}{dt} = (-b + fr + psy^* - cy^*y + hyy - cpy^*)dy + \sigma_2 (y(t) - y^*(t))d\hat{B}_2(t). \tag{s2}
\]
Suppose \( x(t) \) be a stochastic process of the below differential equation with \( n \)-dimensions,

\[
dx(t) = f(t, x(t))dt + g(t, x(t))dB(t). \tag{22}
\]

For any Lyapunov functional \( V(x(t)) \), we define the Lyapunov operator \( L \) of \( V(x(t)) \) as follows:

\[
LV(x(t)) = V_x(x(t)) f(t, x(t)) \bigg\} + \frac{1}{2} \text{trace} \left[ g^\top(t, x(t)) V_{xx}(x(t)) g(t, x(t)) \right].
\tag{23}
\]

Next, we aim to study the existence and uniqueness of positive stochastic process and asymptotic stability of the equilibrium status of stochastic system (21).

### 3.1. Existence and Uniqueness of Solutions

The existence and uniqueness of stochastic solution of (21) is necessary for us to analyze the dynamical behaviors of system (21). In this regard, we have the following finding.

**Theorem 2.** For system (21) with initial data \( \phi_i(\theta) > 0, \theta \in [-\tau, 0] (i = 1, 2) \), there exists a positive solution \( (x(t), y(t)) \), which is unique and global almost surely (a.s. for abbreviation).

**Proof.** One can easily find that the coefficients of (21) are all local Lipschitz, then by use of the existence theory of solutions for functional differential equation \([21]\), system (21) has a local solution on \([-\tau, \tau_c]\) which is positive and unique, where \( \tau_c \) denotes the explosion time of solutions. As to the proof of global solutions, we only want to show that \( \tau_e = \infty \). For this purpose, we take a sufficiently large constant \( k_0 \) subject to

\[
\frac{1}{k_0} < \min_{\theta \in [-\tau, 0]} \phi_i(\theta) \leq \max_{\theta \in [-\tau, 0]} \phi_i(\theta) < k_0, \quad i = 1, 2. \tag{24}
\]

For any \( k > k_0 \), we define the stopping time as follows:

\[
\tau_k = \inf \{ t \in [-\tau, \tau_c]: x(t) \notin \left( \frac{1}{k}, k \right) \text{ or } y(t) \notin \left( \frac{1}{k}, k \right) \}. \tag{25}
\]

Denote \( \tau_{\infty} = \lim_{k \to \infty} \tau_k \). The definition of \( \tau_k \) implies that \( \tau_{\infty} \leq \tau_e \) a.s., and hence, it is sufficient for us to prove \( \tau_{\infty} = \infty \) a.s., which means \( P(\tau_k \leq T) \to 0 \) as \( k \to \infty \) for all \( T > 0 \).

Define

\[
V(x, y) = \sqrt{x} - \frac{1}{2} \ln x - 1 + \sqrt{y} - \frac{1}{2} \ln y - 1, \tag{26}
\]

where \( x(t) = x \) and \( y(t) = y \) for simplicity. Obviously, the function \( V(x, y) \) is positive when \( (x, y) \in \mathbb{R}^2_+ \). We compute the derivative of \( V(x, y) \) by applying Itô’s formula along the solution of system (21), then

\[
dV(x, y) = \sqrt{x} - \frac{1}{2} \left( \frac{r}{1 + f y(t - \tau)} - d_1 - bx(t) - \frac{py(t)}{1 + ax(t)} \right) dt + \frac{\sigma_1^2 (2 - \sqrt{x})}{8 (1 + f y(t - \tau))^2} (x - x^*)^2 dt
\]

\[

+ \frac{\sqrt{y} - 1}{2 (1 + f y(t - \tau))} (y - y^*) dB_1(t)
\]

\[

+ \frac{\sqrt{y} - 1}{2 (1 + f y(t - \tau))} (y - y^*) dB_2(t)
\]

\[

\leq \frac{1}{2} \left( r - d_1 \right) x^{1/2} - \frac{b}{2} x^{3/2} - \frac{px^{(1/2)}}{2} \frac{1}{1 + ax} + \frac{1}{2} bx + \frac{1}{2} py
\]

\[

+ \frac{\sigma_1^2}{4 (1 + f y(t - \tau))^2} x^2 + \frac{\sigma_1^2}{4 (1 + f y(t - \tau))^2} (x^*)^2 - \frac{\sigma_1^2}{2 (1 + f y(t - \tau))^2} x^* x
\]

\[

- \frac{\sigma_1^2}{8 (1 + f y(t - \tau))^2} x^{5/2} - \frac{\sigma_1^2}{8 (1 + f y(t - \tau))^2} (x^*)^2 x^{1/2} + \frac{\sigma_1^2}{4 (1 + f y(t - \tau))^2} x^* x^{3/2}
\]
where

\[K_1 = \sup_{x \to \infty} \left\{ \frac{\sigma_1^2}{8(1 + fM)^2} x^{5/2} \left( \frac{b}{2} - \frac{\sigma_2^2 x^*}{4} \right) x^{(3/2)} + \frac{\sigma_1^2 x^2}{4} + \frac{1}{2} bx + \frac{1}{2} \left( r - d_1 \right) x^{(1/2)} + \frac{\sigma_1^2 (x^*)^2}{4} \right\},\]

\[K_2 = \sup_{y \to \infty} \left\{ \frac{\sigma_2^2}{8} y^{5/2} \left( \frac{h}{2} - \frac{\sigma_2^2 y^*}{4} \right) y^{(3/2)} + \frac{\sigma_2^2 y^2}{4} + \left( \frac{1}{2} p + \frac{h}{2} - \frac{\sigma_2^2 y^*}{4} \right) y - \left( \frac{d_2}{2} + \frac{\sigma_2^2 (y^*)^2}{4} - \frac{1}{2} cp \right) y^{(1/2)} \right\} - \frac{d_2}{2} \left( \frac{\sigma_2^2 (y^*)^2}{4} - \frac{1}{2} cp \right) y^{(1/2)} + \frac{\sigma_2^2 (y^*)^2}{4} + \frac{1}{2} d_2 \right\} .\]

Integrating the last inequality from 0 to \( \tau_k \wedge T \) yields

\[V(x(\tau_k \wedge T), y(\tau_k \wedge T)) \leq (K_1 + K_2)(\tau_k \wedge T),\]

\[+ \int_0^{\tau_k \wedge T} \frac{\sqrt{\tau - 1}}{2(1 + fy(t - \tau))} (x - x^*) dB_1(s)\]

\[+ \int_0^{\tau_k \wedge T} \frac{\sqrt{\tau - 1}}{2} (y - y^*) dB_2(s).\]

(29)

Taking expectation in the above inequality leads to

\[EV(x(\tau_k \wedge T), y(\tau_k \wedge T)) \leq (K_1 + K_2)(\tau_k \wedge T).\]

(30)

For every \( \omega \in \{ \tau_k \leq T \}, x(\tau_k, \omega) \notin (1/k, k) \) and \( y(\tau_k, \omega) \notin (1/k, k) \). Therefore,

\[\lim_{k \to \infty} P[\tau_k \leq T] = 0.\]

(31)

It is not difficult to find that

\[\lim_{k \to \infty} P[\tau_k \leq T] = 0.\]

Then by the upper argumentation, we get

\[P(\tau_\infty < \infty) = 0.\]

(32)

That is to say, \( P(\tau_\infty = \infty) = 1.\) The proof is complete. \(\square\)
3.2. Long-Time Behavior of the Equilibrium Status. Now, we begin to study the long-time behavior of the equilibrium status of (21) in this part.

**Theorem 3.** We assume that
\[ D_1 > \frac{\sigma_1^2 x^*}{2}, \]
\[ D_2 > \frac{\sigma_2^2 y^*}{2}, \]
then for system (21) with initial data \( \phi_i(\theta) > 0 (i = 1, 2), \theta \in [-\tau, 0], \) all solutions \( (x(t), y(t)) \) of (21) converge to the equilibrium status \( E^* (x^*, y^*) \) almost surely, that is, \( \lim_{t \to \infty} x(t) = x^*, \lim_{t \to \infty} y(t) = y^*, \) a.s.

**Proof.** Define two identical functions as given in Theorem 2.2, that is,
\[ V_1(x) = \int_0^{x-x^*} \frac{\xi}{\xi + x^*} \, d\xi, \]
\[ V_2(y) = \int_0^{y-y^*} \frac{\xi}{\xi + y^*} \, d\xi. \]

They are nonnegative on \( R_+ \). By using the Itô’s formula to \( V_1(x) \) and \( V_2(y) \), respectively, then

\[
LV_1(x) = (x-x^*) \left( \frac{r}{1 + fy(t-\tau)} - d_1 - bx - \frac{py}{1 + ax} \right) + \frac{\sigma_1^2 x^*}{2} (x-x^*)^2 \\
\leq (x-x^*) \left( \frac{r}{1 + fy(t-\tau)} - d_1 - bx - \frac{py}{1 + ax} - \frac{r}{1 + fy^*} + \frac{d_1 + bx^*}{1 + ax^*} \right) \\
+ \frac{\sigma_1^2 x^*}{2} (x-x^*)^2 = (x-x^*) \left( \frac{-fr(y(t-\tau)-y^*)}{(1 + fy(t-\tau))(1 + fy^*)} - b(x(t)-x^*) - \frac{py(1 + ax^*) - py^*(1 + ax)}{(1 + ax)(1 + ax^*)} \right) \\
\frac{\sigma_1^2 x^*}{2} (x-x^*)^2 \leq \left( \frac{\sigma_1^2 x^*}{2} - b \right) (x-x^*)^2 + \frac{fr}{1 + fy^*} (x-x^*) (y(t-\tau) - y^*) \\
- \frac{p(1 + ax^*)}{(1 + ax)(1 + ax^*)} (x-x^*) (y-y^*) + \frac{py^*}{1 + ax} (x-x^*)^2 \\
\leq \left( \frac{\sigma_1^2 x^*}{2} - b + \frac{fr}{2(1 + fy^*)} + \frac{py^*}{1 + ax} \right) (x-x^*)^2 + \frac{fr}{2(1 + fy^*)} (y(t-\tau) - y^*)^2 \\
- \frac{p(1 + ax^*)}{(1 + ax)(1 + ax^*)} (x-x^*) (y-y^*),
\]

\[
LV_2(y) = (y-y^*) \left( -d_2 - hy(t) + \frac{cx}{1 + ax} \right) + \frac{\sigma_2^2 y^*}{2} (y-y^*)^2 \\
= (y-y^*) \left( -d_2 - hy(t) + \frac{cx}{1 + ax} + d_2 + hy^* - \frac{cp}{1 + ax} \right) + \frac{\sigma_2^2 y^*}{2} (y-y^*)^2 \\
= \left( \frac{\sigma_2^2 y^*}{2} - h \right) (y-y^*)^2 + \frac{cp}{(1 + ax)(1 + ax^*)} (x-x^*) (y-y^*).
\]

Define \( V_3(t) = \int_{-\tau}^{t} (y(\xi) - y^*)^2 d\xi \) so as to eliminate the term of \( (y(t-\tau) - y^*)^2 \). Let
\[
V(t) = V_1(x) + \frac{1 + ax^*}{c} V_2(y) + \frac{fr}{2(1 + fy^*)} V_3(t).
\]
Easily, we get $V(t) \geq 0$ on $t > 0$. By computation,

$$LV(t) = \left(\frac{\sigma_i^2 x^*}{2} - b + \frac{fr}{2(1 + fy^*)} + \frac{p\sigma y^*}{1 + ax} \right)(x - x^*)^2$$
$$+ \left(\frac{\sigma_i^2 y^*}{2} - \frac{1 + ax^*}{c} \right) + \frac{fr}{2(1 + fy^*)}(y - y^*)^2$$
$$= \left(D_1 - \frac{\sigma_i^2 x^*}{2} \right)(x - x^*)^2 - \left(D_2 - \frac{\sigma_i^2 y^*}{2} \right)(y - y^*)^2.$$

(37)

By the condition that $D_1 > (\sigma_i^2 x^*/2)$, $i = 1, 2$, then we obtain $LV < 0$. It follows from the stochastic differential equation theory [21] that all solutions converge to

$$E^* (x^*, y^*)$$

and it is globally asymptotically stable. Hence, the result holds.

\[ \square \]

Remark 2. The conditions of Theorem 3 indicate that the stochastic environmental noises play some crucial influences on the long-time behavior of the positive equilibrium status $E^* (x^*, y^*)$ of (21), while under these conditions, time delay $\tau$ has no effect on it.

### 4. Numerical Analysis

In this section, some examples and numerical analysis are presented to verify the main theoretical findings by using Matlab 2014a. For stochastic system (21), we approximate the solution by Milstein method mentioned in Reference [22]. First, we choose the following biologically feasible values of the corresponding parameters,

$$r = 0.8; f = 0.1; b = 0.2; p = 0.8; c = 0.8; d_1 = 0.2; d_2 = 0.4; h = 0.15; a = 0.4; \tau = 0.5; \sigma_1 = 0.2; \sigma_2 = 0.2.$$  

(38)

The initial values are taken as $\phi_1(0) = 1, \phi_2(0) = 0.5$ unless other stated. By verification, there exists a coexisting equilibrium status $E^* (x^*, y^*)$, where

$$x^* = 1.1043, \quad y^* = 0.6014.$$  

(39)

Now, we focus on the long-time behaviors of the equilibrium statuses of (2) and (21) respectively. By an easy computation, we find the criteria of Theorem 1 and Theorem 3 are all satisfied, then the equilibrium status $E^* (x^*, y^*)$ of the deterministic system (2) and the stochastic system (21) is globally asymptotically stable, respectively, see Figure 1, which is a numerical testification of the theory results. For low intensity of noise, Figure 1 implies that $E^* (x^*, y^*)$ is globally asymptotically stable.

Now, we are in the position to explore the effect on the long-time behavior of $E^* (x^*, y^*)$. We concentrate on the factors of fear from predator, delayed response to the predation danger, and environmental perturbations numerically.

(i) The effect of fear induced by predator on the equilibrium status. To clarify the effect of fear from predator on the dynamical behaviors of (2) and (21), we choose different values of $f_i (i = 1, 2, 3)$ as $f_1 = 0, f_2 = 1$ and $f_3 = 2$, while keeping all remaining parameter values as given above. For different $f_i$, we compute the corresponding equilibrium status. By use of Matlab 2014a, we obtain three pairs of equilibrium status $E^*_i (x^*_i, y^*_i), i = 1, 2, 3$ as follows:

$$x^*_1 = 1.1414, y^*_1 = 0.6768; x^*_2 = 0.9836; y^*_2 = 0.3450; x^*_3 = 0.9408, y^*_3 = 0.2499.$$  

(40)

Obviously, different fear $f_i$ leads to different equilibrium status $E^*_i$. By verification, for every value of fear $f_i$, the inequalities in Theorem 1 and Theorem 3 are all gratified respectively, hence, the equilibrium state $E^*_i$ is globally asymptotically stable, where $i = 1, 2, 3$. The numerical simulations are shown in Figure 2, where $x_i (t)$ and $x_i^- (t) (i = 1, 2, 3)$ represent the intensities of prey species, and $y_i (t)$ and $y_i^- (t) (i = 1, 2, 3)$ represent the intensities of predator species of the deterministic system (2) and the stochastic system (21), respectively. Figure 2 shows that the increasing of the value of fear parameter leads to the decreasing of value of corresponding equilibrium status, but the prey and predator species still maintain global asymptotical stability around the equilibrium status. Numerically, we observe that the fear $f$ induced by predator plays an important role in the equilibrium status.

4.1. The Effect of Delay on the Equilibrium Status. In order to illustrate the influence of time delay on the equilibrium points of (2) and (21) through numerical simulations, we keep changing the parameter value of $\tau$ and keeping the remaining parameter values as given above. Take $\tau_1 = 0, \tau_2 = 10$ and $\tau_3 = 50$, then the equilibrium points are still $E^* (x^*, y^*)$. We solve the corresponding equations and plot the time series graph, respectively, see Figure 3, which shows that the time delay has no influences on the equilibrium points $E^* (x^*, y^*)$. Whereas if we take a lower initial data $\phi_1 (0) = 0.1$ and a larger time delay as $\tau = 100$, then by computer generated simulation, we get the time series graph of the solutions of (2) and (21), see Figures 3(c) and 3(d), respectively. Figures (c) and (d) indicate that the time delay brings no influence on the global stability of the equilibrium points $E^* (x^*, y^*)$, but when the time $t < 100$, the solutions are not stable around the equilibrium points. We only plot the part of $t < 100$ of Figures 3(c) and 3(d) and get Figures 3(e) and 3(f) so as to clearly present the influence of time delay. The last two figures of Figure 2 show that the time delay brings important impact on the local stability of the equilibrium points. Comparison of Figures 3(c) and 3(d) implies that the white noises are useful for the solutions staying around the equilibrium points. That is, the white noises are helpful to locally stabilize the equilibrium status.

4.2. The Effect of Stochastic Parameters on the Equilibrium Status. Analogously, we keep changing the parameter values
Figure 1: The global asymptotical stability of $E^* (x^*, y^*)$, where $x(t)$ and $x_*$ (t) represent the intensities of prey, $y(t)$ and $y_* (t)$, $i = 1, 2, 3$ represent the intensities of predator of (2) and (21), respectively. (a) The time series graph of prey and predator of (2). (b) The time series graph of prey and predator of (21).

Figure 2: Continued.
Figure 2: The effect of fear from predator on $E^\ast_i (x^\ast_i, y^\ast_i)$ of the deterministic system (2) and the stochastic system (21) with $f_1 = 0, f_2 = 1$ and $f_3 = 2$, respectively, where $x_i (t)$ and $x_i^{-} (t), i = 1, 2, 3$ represent the intensities of prey species, and $y_i (t)$ and $y_i^{-} (t)(i = 1, 2, 3)$ represent the intensities of predator species of (2) and (21), respectively. (a) The time series graph of prey of (2) and (21), respectively. (b) The time series graph of predator of (2) and (21) respectively. (c) The phase graph of prey and predator of (2) with $f_3 = 2$. (d) The phase graph of prey and predator of (21) with $f_3 = 2$.

Figure 3: Continued.
of $\sigma_i (i = 1, 2)$ and keeping other parameter values as fixed. For different white noise with $\sigma_1 = 0.2$ or $\sigma_1 = 1$ or $\sigma_i = 5, i = 1, 2$, we solve (21) and get the numerical simulations, see Figure 4(a) and Figure 4(b). It shows that when the level of stochastic parameter value is higher, the equilibrium points $E^* (x^*, y^*)$ of (21) still keep globally asymptotically stable, but if the level of stochastic noise is large enough, for example, $\sigma_1 = 20, \sigma_2 = 26$, then the global stability of the equilibrium points $E^* (x^*, y^*)$ of (21) is failed, see Figure 4(c) and Figure 4(d). Numerically, the stochastic parameter values have very important influences to the stability of the equilibrium state of (21).
5. Concluding Remarks

Considering the fear from predator species and a delayed response of prey to the danger outside, we construct a delayed predator–prey mathematical model. Then we spread the model to stochastic environment and get a stochastic predator–prey model. Using Lyapunov functional theory, we investigate the existence and long-time behavior of the coexisting equilibrium status. We find that under some conditions, the equilibria will keep stable in the long term.

Then we verify our main results by some numerical examples. Numerically, we show that such factors as fear from predator, the delayed response to the danger outside and stochastic environments bring some significant influences to the long-time behavior of solutions of both system (2) and system (21). Figure 2 implies that the level of fear will change the value of coexisting equilibrium, but all solutions still converge to the equilibrium state from long time aspect. Biologically high level of fear induced from predator leads to low birth speed of prey species, and hence, the equilibrium status of prey is lessened. As a result of low birth speed of prey species, the predator is also affected and the equilibrium state of predator is lessened consequently, which is accordance with the real biological explanation. When the delayed fear does not affect the long-time behavior of deterministic system (2) and the stochastic system (21) under some conditions, which is reasonable. For stochastic system, when the stochastic parameter value is not too large, the
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Figure 4: The impact of $\sigma_i$, $i = 1, 2$ on the equilibrium state of (2) and (21) with different $\sigma_1 = 0.2, 1$ and $\sigma_2 = 5$ for $i = 1, 2$, where $x_i^\prime(t)$ and $y_i^\prime(t)$, $i = 1, 2, 3$ represent the intensities of prey and predator species of (21), respectively. (a) The time series graph of prey and predator of (21) with different stochastic parameters. (b) The phase graph of prey and predator of (21) with $\sigma_1 = \sigma_2 = 5$. (c) The time series graph of prey of (21) with $\sigma_1 = 20, \sigma_2 = 26$. (d) The time series graph of predator of (21) with $\sigma_1 = 20, \sigma_2 = 26$. 12 Journal of Mathematics
equilibrium status of (21) keeps globally asymptotically stable. As the increasing of the stochastic noises, the long-time behavior of solutions will be changed from stable to unstable. If the noise is sufficiently large, then equilibrium status will be unstable. In a word, numerical simulations represent that fear from predator and stochastic environment can bring much influence on the values and long-time behaviors of the equilibrium status; however, under some certain conditions, it will not be affected by the delayed fear of prey.

Whereas in practice, different functional responses [3,4] often appear and exhibit more different dynamical behaviors. For environmental perturbation, Lévy jump [23] often appears and attracts many authors’ attention. For these scenarios, we believe they are interesting for us to study in our coming work.
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