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Generalized Gudermannian distribution is a symmetric distribution with location and scale parameters as an alternative to the well-known symmetric distributions such as normal, Laplace, and Cauchy. This distribution has a simple closed form for the probability density function (pdf) and cumulative distribution function (cdf) and is more flexible than normal distribution based on kurtosis criterion. Certain characterizations of this distribution are presented. For this distribution, due to the nonlinear form of the likelihood equations, the maximum likelihood estimations (MLEs) of the location and scale parameters do not have closed forms and need a numerical approximation method with suitable starting values. A simple method of deriving explicit estimators by approximating the likelihood equations is presented. The bias and variance of these estimators are examined numerically and are shown that these estimators are as efficient as the maximum likelihood estimators. Some pivotal quantities are proposed for finding confidence intervals for location and scale parameters based on asymptotic normality. From the coverage probability, the MLEs do not work well especially for the small sample sizes; thus, to improve the coverage probability, simulated percentiles based on the Monte Carlo method are used. Finally, a real data set is presented to illustrate the suggested method and its inference related to this data set.

1. Introduction

The well-known symmetric distributions (Normal, t-student) are basis of all types of modelling such as regression, reliability, etc. A drawback for creating a new model based on these distributions is that the cumulative distribution function does not have a closed form. For example, a multicomponent stress strength model for a real valued data set cannot be created based on these distribution because of the reasons mentioned above. Rasekhi et al. [1] worked on this subject based on another symmetric distribution cdf (generalized logistic distribution) which has a closed form.

The standard generalized Gudermannian distribution, is a symmetric distribution about zero, with the following pdf

$$g_X(x) = \frac{\exp((\pi/2)x)}{1 + \exp(\pi x)}, \quad x \in \mathbb{R},$$  \hspace{1cm} (1)

and the corresponding cdf
In this paper, the estimation of the location and scale parameters of the generalized Gudermannian (GG) distribution is considered. The paper is organized as follows. In Section 2, we discuss MLEs of the location and scale parameters of the GG distribution and obtain explicit estimators by a suitable approximation of the likelihood equations. The expressions of the observed Fisher information are calculated in Section 3. In Section 4, coverage probabilities for asymptotic normal pivotal quantities are simulated and the simulated percentiles for these pivotal quantities are obtained. Results of a simulation study for illustrating the performance of the approximate MLEs and the MLEs are presented in Section 5. Section 6 provides a real data example to illustrate all the methods of inference on this data set. Certain characterizations of this distribution are presented in the last section.

2. Likelihood Function

In this section, the GG distribution is considered and the estimation of the location and scale parameters are discussed.

2.1. MLEs of the Parameters. Suppose $Y_1, Y_2, \ldots, Y_n$ is a random sample of size $n$ from (4) and $Y_{(1)}, Y_{(2)}, \ldots, Y_{(n)}$ are the corresponding order statistics. Based on the order statistics, the likelihood function is as follows:

$$L(\mu, \sigma) = n! \prod_{i=1}^{n} f(y_i).$$

In view of (5), the likelihood function can be rewritten as follows:

$$L(\mu, \sigma) = n! \prod_{i=1}^{n} g(y_{(i)} - \frac{\mu}{\sigma}).$$

Taking partial derivatives from log-likelihood function with respect to $\mu$ and $\sigma$, we obtain the following equations which have to be solved simultaneously:

$$\frac{d}{d\mu} L(\mu, \sigma) = \frac{-1}{\sigma} \sum_{i=1}^{n} g'(z_{(i)}) = 0,$$

$$\frac{d}{d\sigma} L(\mu, \sigma) = \frac{-n}{\sigma} - \frac{1}{\sigma} \sum_{i=1}^{n} \frac{z_{(i)} g'(z_{(i)})}{g(z_{(i)})} = 0.$$

The system of equation (9) does not have closed form solutions for $\mu$ and $\sigma$ and thus must be solved numerically to obtain the maximum likelihood estimations. For this purpose, the Newton–Raphson method can be used to obtain the MLEs of $\mu$ and $\sigma$, but this method needs suitable starting values for the parameters.

2.2. Approximate MLEs of the Parameters. Since the system of equation (9) is nonlinear, the solutions of these equations do not have a closed form. In what follows, we set $h(z_{(i)}) = g'(z_{(i)})/g(z_{(i)})$. By approximating the system of equation (9), approximate MLEs (AMLEs) for $\mu$ and $\sigma$ are provided. The AMLE method does not need any starting values. Based on the methods suggested by David [4] and Arnold and Balakrishnan [5], the function $h(z_{(i)})$ is approximated via expanding a Taylor series around $E(z_{(i)}) = \nu_i$. Some authors have used this method for other distributions such as: Balakrishnan and Asgharzadeh [6]; Asgharzadeh [7]; Balakrishnan and Hossain [8]; and Asgharzadeh et al. [9].

Let $G(\cdot)$ be as in (2), then we have the following:

$$G(Z_{(i)}) = U_{(i)},$$

where $U_{(i)}$ is the $i^{th}$ order statistic from a sample of size $n$ from the uniform $U(0, 1)$ distribution and $\equiv$ is equality in distribution. So, we conclude that

$$Z_{(i)} \equiv G^{-1}(U_{(i)}),$$

$$\nu_i = E(Z_{(i)}) \approx G^{-1} (\tilde{q}_{(i)}),$$

where $\tilde{q}_{(i)} = E(U_{(i)}) = i/n + 1$. So, keeping two first terms of expanding Taylor series of $h(z_{(i)})$ around $\nu_i$ and renaming them by $\alpha_i$ and $\beta_i$, we have as follows:

$$h(z_{(i)}) = h(\nu_i) + h'(\nu_i)(z_{(i)} - \nu_i) = \alpha_i + \beta_i z_{(i)},$$

where
\[ a_i = h(v_i) - v_i h'(v_i), \]
\[ \beta_i = h'(v_i). \]  

(13)

From (12), we approximate the system of equations (9) as follows:

\[ \frac{d}{d\mu} \mathcal{L}(\mu, \sigma) = -\frac{1}{\sigma} \sum_{i=1}^{n} (a_i + \beta_i z_i) = 0, \]  

(15)

\[ \frac{d}{d\sigma} \mathcal{L}(\mu, \sigma) \approx -\frac{n}{\sigma} - \frac{1}{\sigma} \sum_{i=1}^{n} z_i (a_i + \beta_i z_i) = 0. \]

From the first equation in (15), we have as follows:

\[ \sum_{i=1}^{n} a_i + \sum_{i=1}^{n} \beta_i \left( \frac{y_i - \mu}{\sigma} \right) = 0, \]

(16)

and the estimator of \( \mu \) is as follows:

\[ \bar{\mu} = \sum_{i=1}^{n} \beta_i y_i \left( \frac{1}{\sum_{i=1}^{n} \beta_i} + \frac{1}{\sum_{i=1}^{n} a_i} \right) = K + L \sigma. \]  

(17)

Second equation in (15) can be rewritten as follows:

\[ n + \sum_{i=1}^{n} a_i \left( \frac{y_i - \mu}{\sigma} \right) + \sum_{i=1}^{n} \beta_i \left( \frac{y_i - \mu}{\sigma} \right)^2 = 0. \]  

(18)

By inserting (17) in (18), the following equation is obtained:

\[ n + \sum_{i=1}^{n} a_i \left( \frac{y_i - K}{\sigma} \right) + \sum_{i=1}^{n} \beta_i \left( \frac{y_i - K}{\sigma} \right)^2 - L \sum_{i=1}^{n} a_i + L^2 \sum_{i=1}^{n} \beta_i \]

\[ -2L \sum_{i=1}^{n} \beta_i \left( \frac{y_i - K}{\sigma} \right) = 0. \]  

(19)

After some computations, the last three terms are removed and the following quadratic equation is obtained:

\[ n \sigma^2 + A_1 \sigma + A_2 = 0. \]  

(20)

where \( A_1 = \sum_{i=1}^{n} a_i (y_i - K) \) and \( A_2 = \sum_{i=1}^{n} \beta_i (y_i - K)^2 \).

Two roots of the quadratic equation (20) are as follows:

\[ \sigma = \frac{-A_1 \pm \sqrt{A_1^2 - 4nA_2}}{2n}. \]  

(21)

Since \( A_2 < 0 \), one of the roots is negative and thus omitted. So, the estimator of \( \sigma \) is obtained as follows:

First, we see that \( \beta_i \) is negative for all value of \( i \) since

\[ h(y) = \frac{d}{dy} \log g(y) = \frac{d}{dy} \frac{\pi}{2} y - \log(1 + \exp(\pi y)) = \frac{\pi}{2} - \frac{\pi \exp(\pi y)}{1 + \exp(\pi y)}. \]  

(14)

\[ \sigma = \frac{-A_1 + \sqrt{A_1^2 - 4nA_2}}{2n}. \]  

(22)

The advantages of the AMLE method over the MLE method are the explicit mathematical expression of estimators and the fact that this method does not need any starting values for the parameters.

### 3. Observed Fisher Information

In this section, the observed Fisher information matrix is computed based on the likelihood and the approximate likelihood equations. Then, some pivotal quantities based on the limiting normal distribution are presented and the behavior of these quantities is examined based on a Monte Carlo simulation study. By differentiating (9), the observed Fisher information matrix is obtained as follows:

\[ \frac{d^2}{d\mu^2} \mathcal{L}(\mu, \sigma) = 1 = \sum_{i=1}^{n} h'(z_i), \]  

(23)

\[ \frac{d^2}{d\mu d\sigma} \mathcal{L}(\mu, \sigma) = 1 = \sum_{i=1}^{n} h(z_i) + \sum_{i=1}^{n} z_i h'(z_i), \]  

(24)

\[ \frac{d^2}{d\sigma^2} \mathcal{L}(\mu, \sigma) = \frac{n}{\sigma} + \frac{2}{\sigma} \sum_{i=1}^{n} z_i h(z_i) + \frac{1}{\sigma^2} \sum_{i=1}^{n} z_i^2 h'(z_i). \]  

(25)

Now, the approximate equations (23)–(25) based on equation (12) are as follows:

\[ \frac{d^2}{d\mu^2} \mathcal{L}(\mu, \sigma) = 1 = \sum_{i=1}^{n} \beta_i, \]  

(26)

\[ \frac{d^2}{d\mu d\sigma} \mathcal{L}(\mu, \sigma) = 1 = \sum_{i=1}^{n} a_i + \frac{2}{\sigma} \sum_{i=1}^{n} \beta_i z_i, \]  

(27)

\[ \frac{d^2}{d\sigma^2} \mathcal{L}(\mu, \sigma) = \frac{n}{\sigma} + \frac{2}{\sigma} \sum_{i=1}^{n} a_i z_i + \frac{3}{\sigma^2} \sum_{i=1}^{n} \beta_i z_i^2. \]  

(28)

Suppose
\[
\frac{d^2}{d\mu^2} \ell(\mu, \sigma) = \frac{V_1}{\sigma^2}, \\
-\frac{d^2}{d\mu d\sigma} \ell(\mu, \sigma) = \frac{V_2}{\sigma^2}, \\
\frac{d^2}{d\sigma^2} \ell(\mu, \sigma) = \frac{V_3}{\sigma^2}. 
\]  
(29)

For deriving the observed information matrix, an inverted approximate asymptotic variance covariance matrix of the estimators is needed. Thus, based on equations (23)–(25) and ML estimators, we have

\[
\begin{bmatrix}
\frac{1}{\sigma^2} & (V_1 V_2) \\
(V_2 V_3) & (V_1 V_2 V_3)
\end{bmatrix}^{-1} = \sigma^2 
\begin{bmatrix}
(V_{11} V_{12}) \\
(V_{21} V_{22})
\end{bmatrix},
\]  
(30)

where

\[
V_{11} = \frac{V_3}{V_1 V_2 - V_2^2}, \\
V_{12} = \frac{-V_2}{V_1 V_2 - V_2^2}, \\
V_{22} = \frac{V_1}{V_1 V_2 - V_2^2}. 
\]  
(31)

Also, the observed Fisher information matrix is obtained for AMLE by finding \(V_{11}, V_{12}\) and \(V_{22}\) via equations (26)–(28) and AML estimators.

If asymptotic normality is established, then the approximate asymptotic variance covariance matrices are valid. For this validation, certain regularity conditions ([10], page 121) must be established.

### 4. Coverage Probability and Percentage Point

For construction of a confidence interval or performing a hypotheses testing, pivotal quantities are needed. Since the MLE of the parameter vector \((\bar{\mu}, \bar{\sigma})^T\) has an asymptotic normal distribution, when \(n \rightarrow \infty\), we have

\[
P_1 = \frac{\bar{\mu} - \mu}{\sigma \sqrt{V_{11}}} \sim N(0, 1),
\]

\[
P_2 = \frac{\bar{\mu} - \mu}{\sigma \sqrt{V_{11}}} \sim N(0, 1),
\]  
(32)

\[
P_3 = \frac{\bar{\sigma} - \sigma}{\sigma \sqrt{V_{22}}} \sim N(0, 1).
\]

The first distribution in (32) is correct since \(\bar{\mu}\) converges in distribution to \(N(\mu, \sigma^2 V_{11})\) and based on the consistency condition of MLE, \(\bar{\sigma}\) tends to \(\sigma\) in probability. When \(\sigma\) is known, the second distribution in (32) is correct via convergence of \(\bar{\mu}\) to \(N(\mu, \sigma^2 V_{11})\) in distribution. Also, the third distribution in (32) is correct since \(\bar{\sigma}\) converges in distribution to \(N(\sigma, \sigma^2 V_{22})\) and based on the consistency condition of MLE, \(\bar{\sigma}\) tends to \(\sigma\) in probability. Since the distributions for all of the \(P_i\) in (32) do not depend on \(\mu\) and \(\sigma\), these functions are pivotal quantities for \(\mu\) and \(\sigma\). The coverage probabilities of \(95\%\) confidence interval are computed for the following:

\[
P(-1.96 \leq P_i \leq 1.96), \quad i = 1, 2, 3,
\]  
(33)

via a simulation study. Similarly, for the pivotal quantities \(Q_i\) based on the AMLEs,

\[
Q_1 = \frac{\bar{\mu} - \mu}{\sigma \sqrt{V_{11}}},
\]

\[
Q_2 = \frac{\bar{\mu} - \mu}{\sigma \sqrt{V_{11}}},
\]  
(34)

\[
Q_3 = \frac{\bar{\sigma} - \sigma}{\sigma \sqrt{V_{22}}},
\]

Confidence intervals for the parameters \(\mu\) and \(\sigma\) can be obtained by finding asymptotic percentiles of \(P_i\) and \(Q_i\). It is worth to mention that the percentiles of pivotal quantities have very complicated forms for finite sample size, and hence, a Monte Carlo simulation method is used. For example if \(y\) percentile of \(P_3\) is \(m_y\), then

\[
P\left( \frac{\bar{\sigma} - \sigma}{\sigma \sqrt{V_{22}}} \leq m_y \right) = \gamma,
\]  
(35)

and we have

\[
P\left( m_{0.025} \leq \frac{\bar{\sigma} - \sigma}{\sigma \sqrt{V_{22}}} \leq m_{0.975} \right) = 0.95.
\]  
(36)

A \(95\%\) confidence interval of \(\sigma\) is

\[
(\bar{\sigma} - m_{0.025} \bar{\sigma} \sqrt{V_{22}}, \bar{\sigma} - m_{0.975} \bar{\sigma} \sqrt{V_{22}}).
\]  
(37)

### 5. Simulation Study

In this section, performance of the MLEs and the AMLEs of generalized Gudermannian parameters are compared. Random samples are generated from GG distribution via the inverse method, i.e.,

\[
U \sim U(0, 1),
\]

\[
X = G^{-1}(U) = 2 \pi \log \left( \tan \left( \frac{\pi U}{2} \right) \right),
\]  
(38)

\[
Y = \mu + \sigma X.
\]

Throughout this section, \(\mu = 0.5\), \(\sigma = 1.5\), and sample sizes \(n = 20, 30, 60, 90, 110, 140\) are considered. The AMLEs are computed from (17) and (22). The MLEs are calculated by solving the system of equation (9) via "optim" function in statistical R program. The optim function needs starting values of the parameters and the AMLEs are used for this purpose. Based on 1000 replications, the average values of
the estimates, their variances, and their covariances are presented in Table 1. The variances and covariances are obtained by inverting the observed Fisher information matrix. In Table 1, the bias and variance of the AMLEs and the MLEs are approximately equal for all sample sizes; thus, the AMLEs are almost as efficient as the MLEs. The bias and variance of the estimators decrease when the sample size \( n \) increases. Figure 1 illustrates that the MSEs of MLEs and AMLEs are approximately equal and decrease to zero when the sample size increases. In Table 2, coverage probabilities of \( P_i \) \( (i = 1, 2, 3) \) are computed based on 1000 replications when data are simulated from GG distribution. These values are determined based on the assumption of normality. When \( \sigma \) is unknown and sample size is small, the coverage probabilities are very unsatisfactory but for known \( \sigma \), i.e., \((P_3)\) the coverage probabilities are approximately near \( .95 \) for all sample sizes. In practice, \( \sigma \) is unknown; thus, the normality assumption is not suitable for MLE when the sample size is small. To rectify this problem, percentiles of the pivotal quantities are used. Table 3 includes the percentiles of the pivotal quantities via a simulation study with the following steps:

1. Simulate 1000 replicates of the pivotal quantities \( (P_i \) and \( Q_i) \) for each \( i \) and sample size. (2) Compute average of 2.5 and 97.5 percentiles of simulated samples based on 1000 replications for each \( i \) and the sample size. It is clear that the normal assumption is not justified for this process. In Table 3, especially for small sample sizes, the percentiles are very different from the percentiles of normal distribution in (33). These values seem to be good alternative to the normal distribution percentiles.

6. Real Data Example

In this section, a real data set is presented to illustrate the importance of the method mentioned in previous sections. The breaking strength of 100 yarn is analyzed for the data set was reported by Duncan [11]. The data are as follows: 66, 117, 132, 111, 107, 85, 89, 79, 91, 97, 138, 103, 113, 86, 78, 96, 93, 101, 102, 110, 95, 96, 88, 122, 115, 92, 137, 91, 84, 96, 97, 100, 105, 104, 137, 80, 104, 106, 84, 92, 86, 104, 132, 94, 99, 102, 101, 104, 107, 99, 85, 95, 89, 102, 100, 98, 97, 104, 114, 111, 98, 99, 102, 91, 95, 111, 104, 97, 98, 102, 109, 88, 91, 103, 94, 105, 103, 96, 100, 101, 98, 97, 97, 101, 102, 98, 94, 100, 98, 99, 92, 102, 87, 99, 62, 92, 100, 96, and 98. These data have been used previously by Alizadeh Noughabi [12, 13].

Now, the AMLE of the parameters \( \mu \) and \( \sigma \) is computed as follows:

\[
K = 98.8233, \\
L = -7.66 \times 10^{-17}, \\
A_1 = -913.1339, \\
A_2 = -2470.438.
\]

The MLEs of the parameters are obtained by solving the system of equation (17) using the Newton–Raphson iterative procedure with “optim” function in R program: \( \hat{\mu} = 98.7921 \) and \( \hat{\sigma} = 11.2401 \). The AMLE is used for starting values of “optim” function. It is clear that AMLEs and MLEs are approximately equal. The percentiles of 95% confidence intervals for \( \mu \) and \( \sigma \) are \( P(-1.9389 < \mu \leq 1.8916) = 0.95, P(-2.2940 < \sigma < 1.5605) = 0.95 \), respectively. The 95% confidence intervals for \( \mu \) and \( \sigma \) based on MLEs are \((96.8873, 100.7726) \) and \((9.6464, 13.5830) \), respectively. Also, the percentiles of 95% confidence intervals for \( \mu \) and \( \sigma \) via AMLEs are \((96.9168, 100.7726) \) and \((9.6703, 13.6192) \), respectively.

6.1. Existence and Uniqueness of MLEs

Figure 2 shows the behavior of the log-likelihood function when the AMLE parameters for breaking stress real data set are used. As we can see in Figure 2, the two plots have a unimodal shape and the mode of both of them corresponds to the values of AMLE parameters. Then, we can conclude that the values of AMLE parameters are global maximum values. A graphical description of the existence and uniqueness of the AMLE parameters in this case by using breaking stress real data set is presented in Figure 3. As we can see in Figure 2 that the roots are global maximum, we can deduce from Figure 3 that the log-likelihood function is a decreasing function and intersects the X-axis at one point which ensures that our root are unique and maximum which satisfies the existence and uniqueness of MLEs.

7. Characterization Results

In this section, we present characterizations of the GG distribution in terms of a simple relationship between two truncated moments. The first characterization result employs a theorem due to Glänzel [14]; see Theorem 1 below. Note that the result holds also when the interval \( H \) is not closed. Moreover, it could be also applied when the cdf \( F \) does not have a closed form. As shown in [15], this characterization is stable in the sense of weak convergence.

<table>
<thead>
<tr>
<th>Method</th>
<th>( n )</th>
<th>( \hat{\mu} )</th>
<th>( \hat{\sigma} )</th>
<th>( \text{Var}(\hat{\mu}) )</th>
<th>( \text{Var}(\hat{\sigma}) )</th>
<th>( \text{Cov}(\hat{\mu}, \hat{\sigma}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLE</td>
<td>20</td>
<td>0.5131</td>
<td>1.4513</td>
<td>0.0849</td>
<td>0.0792</td>
<td>6 \times 10^{-5}</td>
</tr>
<tr>
<td>AMLE</td>
<td>20</td>
<td>0.5125</td>
<td>1.4805</td>
<td>0.0883</td>
<td>0.0865</td>
<td>-1 \times 10^{-17}</td>
</tr>
<tr>
<td>MLE</td>
<td>30</td>
<td>0.4950</td>
<td>1.4620</td>
<td>0.0574</td>
<td>0.0550</td>
<td>-1 \times 10^{-5}</td>
</tr>
<tr>
<td>AMLE</td>
<td>30</td>
<td>0.4954</td>
<td>1.4803</td>
<td>0.0588</td>
<td>0.0581</td>
<td>-2 \times 10^{-18}</td>
</tr>
<tr>
<td>MLE</td>
<td>60</td>
<td>0.5099</td>
<td>1.4913</td>
<td>0.0299</td>
<td>0.0294</td>
<td>-2 \times 10^{-6}</td>
</tr>
<tr>
<td>AMLE</td>
<td>60</td>
<td>0.5099</td>
<td>1.4996</td>
<td>0.0302</td>
<td>0.0301</td>
<td>-2 \times 10^{-18}</td>
</tr>
<tr>
<td>MLE</td>
<td>90</td>
<td>0.5018</td>
<td>1.4823</td>
<td>0.0197</td>
<td>0.0195</td>
<td>-6 \times 10^{-7}</td>
</tr>
<tr>
<td>AMLE</td>
<td>90</td>
<td>0.5018</td>
<td>1.4875</td>
<td>0.0198</td>
<td>0.0198</td>
<td>-1 \times 10^{-18}</td>
</tr>
<tr>
<td>MLE</td>
<td>110</td>
<td>0.4971</td>
<td>1.4860</td>
<td>0.0162</td>
<td>0.0160</td>
<td>1 \times 10^{-7}</td>
</tr>
<tr>
<td>AMLE</td>
<td>110</td>
<td>0.4971</td>
<td>1.4902</td>
<td>0.0163</td>
<td>0.0162</td>
<td>-1 \times 10^{-18}</td>
</tr>
<tr>
<td>MLE</td>
<td>140</td>
<td>0.4957</td>
<td>1.4959</td>
<td>0.0129</td>
<td>0.0128</td>
<td>-1 \times 10^{-7}</td>
</tr>
<tr>
<td>AMLE</td>
<td>140</td>
<td>0.4957</td>
<td>1.4991</td>
<td>0.0130</td>
<td>0.0129</td>
<td>-1 \times 10^{-18}</td>
</tr>
</tbody>
</table>

Table 1: Means, variances, and covariances of the MLEs and AMLEs of GG distribution.
variable and let, 

\[ h(y) = 1 + \exp(\pi(y - \mu/\sigma))/\exp(\pi(y - \mu/\sigma)) \]

and 

\[ g(y) = h(y)\exp(-(\pi/2)(y - \mu/\sigma)) \]

for \( y \in \mathbb{R} \). The random variable \( Y \) has pdf (4) if and only if the function \( \xi \) defined in Theorem 1 has the form

\[ \xi(y) = \frac{1}{2}\exp\left(-\frac{\pi}{2}\left(\frac{y - \mu}{\sigma}\right)\right), \quad y \in \mathbb{R}. \]  

**Proof.** Let \( Y \) be a random variable with pdf (4), then
\begin{equation}(1 - F(y))E[h(Y)|Y \geq y] = \frac{2}{\pi} \exp\left(-\frac{\pi}{2} \left(\frac{y - \mu}{\sigma}\right)^2\right), \quad y \in \mathbb{R},\end{equation}

and finally

\begin{equation}\xi(y)h(y) - g(y) = -\frac{1}{2} h(y) \exp\left(-\frac{\pi}{2} \left(\frac{y - \mu}{\sigma}\right)^2\right) < 0, \quad y \in \mathbb{R},\end{equation}

Conversely, if \(\xi\) is given as above, then

\begin{equation}s'(y) = \frac{\xi'(y)h(y)}{\xi(y)h(y) - g(y)} = \frac{\pi}{2\sigma}, \quad y \in \mathbb{R},\end{equation}

and hence,

\begin{equation}\xi(x) = \exp\left(\frac{\pi}{2} \left(\frac{y - \mu}{\sigma}\right)^2\right) \left[-\int \frac{\pi}{2\sigma} \exp\left(-\frac{\pi}{2} \left(\frac{y - \mu}{\sigma}\right)^2\right) (h(y))^{-1} g(y) + D\right],\end{equation}

Now, in view of Theorem 1, \(Y\) has density (4). \(\Box\)

**Corollary 1.** Let \(Y: \Omega \longrightarrow \mathbb{R}\) be a continuous random variable and let \(h(y)\) be as in Proposition 1. The pdf of \(Y\) is (4) if and only if there exist functions \(g\) and \(\xi\) defined in Theorem 1 satisfying the differential equation.

\begin{equation}s'(y) = \frac{\xi'(y)h(y)}{\xi(y)h(y) - g(y)} = \frac{\pi}{2\sigma}, \quad y \in \mathbb{R}.\end{equation}

**Corollary 2.** The general solution of the differential equation in Corollary 1 is as follows:

\begin{equation}s(y) = \frac{\pi y}{2\sigma} + C = \frac{\pi(y - \mu)}{2\sigma}, \quad y \in \mathbb{R}.\end{equation}
where $D$ is a constant.

Note that a set of functions satisfying the above differential equation is given in Proposition 1 with $D = 0$. However, it should be also noted that there are other triplets $(h, g, \xi)$ satisfying the conditions of Theorem 1.

8. Conclusion

In this paper, we suggest an approximation of maximum likelihood estimation (AMLE) for the generalized Gudermannian (GG) distribution. This distribution is a new symmetric probability distribution with the close form pdf and cdf but the maximum likelihood estimation of the parameters (location and scale) do not have close forms and need numerical optimization methods (such as "optim" code in R program). Also, to employ this type of numerical optimization method, we need a good choice for the starting values of the parameters. Our suggested AMLEs for GG distribution parameters are good choice for this purpose.

Linear and nonlinear regression models and related studies such as (change point, outliers, and etc.) based on GG distributions can be done by using our suggested AMLEs for GG distribution parameters in future works. For more reading see the following references [16–20].
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