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#### Abstract

In this paper, we first examine the type of structure of the solutions to the modified form of a nonlinear Fisher's reaction-diffusion equation. The existence of the traveling wave solution to the equation in the long term is observed by using dynamical system theory and exhibiting a phase space analysis of its stable points. In parallel, we represent radial basis functions (RBFs)-based differential quadrature methods (DQMs) to close the solution of the equation. The stability analysis of the recommended method is demonstrated. Some initial-boundary value problems are considered test problems. The numerical results indicate extremely exact and stable initial and boundary conditions in the same domain with dissimilar time ranges.


## 1. Introduction

As one of the main fields of applied mathematics, differential equations arise in many areas of science and technology such as electromagnetic, fluid dynamics, mixing problems, population problems, wave motion, and in many other branches of engineering. Especially, partial differential equations can be used to describe a wide variety of phenomena in nature such as acoustics, electrodynamics, fluid flow, heat, and sound. Nonlinear partial differential equations are mostly renowned for describing the underlying behavior of nonlinear phenomena related to the nature of the real world [1-8].

It is well-known that obtaining analytical solutions of nonlinear partial differential equations has a significant role in defining physical phenomena that are rising in several areas such as physics, biology, chemistry, and engineering, and there is a tremendous amount of work on the theory and techniques for solving partial differential equations both analytically [6-8] and numerically [9-14].

Numerous nonlinear equations have numerous applications in fluid mechanics, chemical and plasma physics, and other fields. One of those equations is the Fisher equation:

$$
\begin{equation*}
u_{t}=\varepsilon u_{x x}-\theta u(1-u), \tag{1}
\end{equation*}
$$

which is a reaction-diffusion equation initially introduced by Fisher in the structure of population dynamics [15]. Especially, the Fisher equation is used as a powerful tool for modelling, analyzing, and solving real engineering problems and for discussing the results turned up at the end of analysis for the resolution of natural problems. It arises in varied physical phenomena, modelling an enormous diversity of problems, for instance, in ecology [16], combustion [17], nuclear reactor theory [18], and so forth. Many different methods, i.e., extended modified cubic B-spline algorithm [9], cubic trigonometric B-spline differential quadrature method [10], exponential modified cubic B-spline differential quadrature method [12], finite difference methods [19], B-spline methods [20], and extended cubic B-spline finite element method [21] have been applied to find the analytical and numerical solutions to the Fisher equation for many years.

In Fisher equations, wave speeds determine the solutions. Fisher established that the solution of (1) evolves into a traveling wave with a wave speed greater than and equal to two whereas the solution is oscillatory when the wave speed is less than two which may cause nonphysical formation in
some applications. Due to this situation, the desired wave movement may not be captured. However, finding the traveling wave for the smallest wave speed as possible is of great importance in physical and biological systems. For example, it is of vital importance to predict how long it will take for a cancer cell to spread to a certain area in the body, according to its rate of spread. So, that is the reason why we consider and demonstrate the existence of traveling wave solutions for a modified and complex form of equation (1), and this aspect constitutes the originality of the article.

In this paper, the following dynamic system of a modified form of equation (1) is

$$
\begin{equation*}
u_{t}=u_{x x}-\sqrt{u}(1-\sqrt{u}), \quad-\infty<x<\infty, t>0 \tag{2}
\end{equation*}
$$

with initial condition (IC)

$$
\begin{equation*}
u(x, 0)=f(x), \quad-\infty<x<\infty \tag{3}
\end{equation*}
$$

and boundary conditions (BCs)

$$
\begin{equation*}
u(-\infty, t)=u(\infty, t)=0 \tag{4}
\end{equation*}
$$

have been considered. We specify analytical model (2) and analyze their properties using the phase plane approach.

We suggest an organized process depending upon the presence of three different methods for equation (2) in order to obtain approximate traveling wave solutions. For this purpose, in Section 2, we first examine the dynamic system of the modified form of the Fisher equation by using phase space analysis to find a traveling wave solution occurrence that corresponds to a heteroclinic orbit in phase space. In Section 3, we demonstrate an outline introduction to the radial basis functions-based DQMs and so determine our numeric results depending on the radial basis functionsbased DQMs using multiquadric in spatial direction for the modified reaction-diffusion equation (2). In Section 4, we present a numerical algorithm for the radial basis functions based on DQMs for the modified reaction-diffusion equation (2). In Section 5, we observe some test examples with different initial and boundary conditions to exhibit the accomplishment of the radial basis functions based on DQMs. In the last section, the determination of our work is given.

## 2. Stability of Travelling Wave Theory

In this section, we examine the traveling wave solutions of the modified Fisher equation (2) by using the transformation, namely,

$$
\begin{align*}
s & =x-c t, \\
u & =U(s), \tag{5}
\end{align*}
$$

where $c$ is the wave speed. By substituting the transformation (5) into equation (2), then we obtain that

$$
\begin{equation*}
-c U_{s}=U_{s s}-\sqrt{U}(1-\sqrt{U}) \tag{6}
\end{equation*}
$$

On writing $U_{s}=V$, we obtain the dynamical system as follows:

$$
\begin{align*}
& U_{s}=V \\
& V_{s}=-c V+\sqrt{U}(1-\sqrt{U}) \tag{7}
\end{align*}
$$

The dynamical system (7) has been examined by a number of authors, including Murray [22]. The dynamical system (7) has two equilibrium points at $P:(0,0)$ and $R:(1,0)$. We require a monotone solution in $0 \leq U \leq 1$ with $U_{s}(s) \leq 0$. We next classify the equilibrium points by linearization. We first consider the equilibrium point $P:(0,0)$. The associated linear system is given by

$$
\left.\begin{array}{l}
U_{s}=V \\
V_{s}=-c V-U \tag{8}
\end{array}\right\},
$$

Eigenvalues of $A^{+}$and associated eigenvectors are given by

$$
\begin{gather*}
p w_{ \pm}=\frac{-c \pm \sqrt{c^{2}-4}}{2}, \\
v_{ \pm}=\binom{1}{\rho w_{ \pm}} . \tag{9}
\end{gather*}
$$

In any condition of $c \geq 2$, the point $P:(0,0)$ establishes a stable point situation in phase space. We next consider the equilibrium point $R:(1,0)$. The associated linear system is given by

$$
\left.\begin{array}{l}
U_{s}=V \\
V_{s}=-c V-\sqrt{U} \tag{10}
\end{array}\right\},
$$

Eigenvalues of $A$ and associated eigenvectors are given by

$$
\begin{align*}
& p_{ \pm}=\frac{(-c) \pm \sqrt{c^{2}-(1 / 4)}}{2} \\
& v_{ \pm}=\binom{1}{\rho_{ \pm}} \tag{11}
\end{align*}
$$

Now, since $c \geq 1 / 2$, the point $R:(1,0)$ is a stable point. As a result of the linearization theorem, point $R=(1.0)$ is a stable point for a nonlinear system. We are looking for a heteroclinic occurrence for a specific wave speed $c$. Therefore, when we take $c$ in different cases, namely.
(i) $1 / 2 \leq c<2$,
(ii) $c \geq 2$.

In the first case while $1 / 2 \leq c<2$, the point $P:(0,0)$ indicates the spiral node while $R:(1,0)$ indicates a stable point. So, at this specific value of $c$, there is a heteroclinic orbit running from point $P:(0,0)$ to $R:(1,0)$. In the last case
(iii), both points indicate stable nodes. We now demonstrate that the trajectories of system (7) are featured in the physical plane for $c \geq 2$ and $c \geq 1 / 2$ in time by using MATLAB ode45 package implementation in Figures 1 and 2, respectively.

We note from above Figures that all paths for both cases $c$ in the physical space are connected from $P:(0,0)$ to $R:(1,0)$ as time $t$ in $[0,50]$. Specifically, in Figure 2, when wave speed is chosen as $c=0.5$, even if there is a tiny oscillation, the blue line merges with other smooth lines while $t$ tends to infinity. Hence, Figures 1 and 2 prove there is a connection from the point $P:(0,0)$ to $R:(1,0)$, which is called the "heteroclinic orbit" that represents waves.

## 3. RBFs-Based Differential Quadrature Methods

This section includes global and local RBFs-based DQMs. The methodologies of these methods are as follows:
3.1. Concise Description of $D Q M$. The main task of $D Q M$ is to approximate the derivatives that occur in problems similar to conventional integral quadrature. Suppose we have a smooth function $u(x)$. Then, by DQM, the $m$-th order derivative of the function is approximated by the following formula:

$$
\begin{equation*}
\left(\frac{\partial^{m} u}{\partial x^{m}}\right)_{x_{i}} \cong \sum_{j=1}^{N} W_{i j}^{(m)} u\left(x_{j}\right), \quad i=1,2, \ldots, N . \tag{12}
\end{equation*}
$$

Here, $N$ is the total number of nodes and $W_{i j}^{(m)}$ are the unknown weighting coefficients (WCs) with respect to $m$-th order derivative of the function. The next step is to compute the WCs. In the literature, there are many schemes [23-28] available for computing the WCs. Due to connectivity between the nodes, these schemes are not easy to apply to the complex-shaped types of domains.

To overcome the lack of these schemes, RBFs are used as test functions to compute the WCs. To complete this work, we used multiquadric (MQ) RBFs with constant shape parameters. Some well-known RBFs are listed in Table 1.
3.2. Global RBFs-Based DQM. Herein, to compute the WCs $W_{i j}^{(m)}$ of the DQM mentioned in Section 3.2, we will determine MQ RBFs as test functions globally. That is why the method is called Global RBF-DQM. Except MQ RBFs, we can use other RBFs listed in Table 1. The MQ RBFs in 1D can be defined as follows:

$$
\begin{equation*}
\varphi_{k}(r)=\sqrt{r^{2}+c^{2}} \quad \text { where } r=\left\|x-x_{k}\right\| . \tag{13}
\end{equation*}
$$

To explain the method, let us consider $N$ the number of nodes in the computational domain $[a, b]$, i.e. $a=x_{1}<x_{2}<\cdots<x_{N}=b$. Now, according to equation (12) and the total number nodes, we have unknown $N \times N$


Figure 1: Trajectories of system (7) for a variety of $c \geq 2$. Each path symbolizes the trajectory for a variety of speeds $c$ like 2 (blue), 3 (red), 4 (yellow), and 5 (purple).


Figure 2: Trajectories of system (7) for a variety of $c \geq 0.5$. Each path symbolizes the trajectory for a variety of speeds $c$ like 0.5 (blue), 2 (red), 3 (yellow), and 4 (purple).

Table 1: Definitions of some well-known RBFs.

| RBF | $\varphi(r), r=\left\\|x-x_{j}\right\\|, c>0$ |
| :--- | :---: |
| MQ | $\sqrt{c^{2}+r^{2}}$ |
| Inverse multiquadric (IMQ) | $1 / \sqrt{c^{2}+r^{2}}$ |
| Gaussian | $e^{-(c r)^{2}}$ |
| Thin plate spline | $r^{2} \log r$ |
| Monomial | $r^{2 k-1}$ |

number of WCs. Now, put the MQ RBFs $\left\{\varphi_{k}(r), \quad k=1,2, \ldots, N\right\}$ from equation. (13) into equation (12); then, we have

$$
\begin{equation*}
\varphi_{k}^{(m)}\left(\left\|x_{i}-x_{k}\right\|\right)=\sum_{j=1}^{N} W_{i j}^{(m)} \varphi_{k}\left(\left\|x_{k}-x_{j}\right\|\right), \quad i=1,2, \ldots, N . \tag{14}
\end{equation*}
$$

Equation (14) is a system of $N \times N$ linear equations for each fixed $i$. The system can be written in matrix form:

$$
\begin{equation*}
B_{i}^{(m)} W_{i}^{(m)}=G_{i}^{(m)} \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
B_{i}^{(m)} & =\left[\begin{array}{cccc}
\varphi_{1}\left(\left\|x_{1}-x_{1}\right\|\right) & \varphi_{1}\left(\left\|x_{1}-x_{2}\right\|\right) & \cdots & \varphi_{1}\left\|\left(x_{1}-x_{N}\right)\right\| \\
\varphi_{2}\left(\left\|x_{2}-x_{1}\right\|\right) & \varphi_{2}\left(\left\|x_{2}-x_{2}\right\|\right) & \cdots & \varphi_{2}\left(\left\|x_{2}-x_{N}\right\|\right) \\
\vdots & \vdots & \vdots & \vdots \\
\varphi_{N}\left(\left\|x_{N}-x_{1}\right\|\right) & \varphi_{N}\left(\left\|x_{N}-x_{2}\right\|\right) & \cdots & \varphi_{N}\left(\left\|x_{N}-x_{N}\right\|\right)
\end{array}\right],  \tag{16}\\
W_{i}^{(m)} & =\left[\begin{array}{lllll}
W_{i 1}^{(m)} & W_{i 2}^{(m)} & \cdots & W_{i N}^{(m)}
\end{array}\right]^{T}, \\
G_{i}^{(m)} & =\left[\begin{array}{llll}
\varphi_{1}^{(m)}\left(\left\|x_{i}-x_{1}\right\|\right) & \varphi_{2}^{(m)}\left(\left\|x_{i}-x_{2}\right\|\right) & \cdots & \varphi_{N}^{(m)}\left(\left\|x_{i}-x_{N}\right\|\right)
\end{array}\right]^{T} .
\end{align*}
$$

The above system is easy to solve. The solution of the above system will give us the WCs of first-order, secondorder, and higher-order derivatives. The formula is as follows:

$$
\begin{equation*}
W_{i}^{(m)}=\left(B_{i}^{(m)}\right)^{-1} G_{i}^{(m)} \tag{17}
\end{equation*}
$$

For the large number of node points, the matrix $B_{i}^{(m)}$ becomes highly ill-conditioned and the inverse of the matrix
becomes difficult. To overcome this situation, we used local domains from the global domain with a small set of nodes.
3.3. Local RBFs-Based DQM. In this method, we consider local support domains in place of the global domain. In pursuance of this consideration, equation (12) became as follows:

$$
\begin{equation*}
\varphi_{k}^{(m)}\left(\left\|x_{i}-x_{k}\right\|\right)=\sum_{j=1}^{n_{i}} W_{i_{j}}^{(m)} \varphi_{k}\left(\left\|x_{k}-x_{k}\right\|\right), \quad k=i_{1}, i_{2}, \ldots, i_{n_{i}}, i=1,2, \ldots, N \tag{18}
\end{equation*}
$$

Here, $n_{i}$ is the total number of nodes chosen in the local domain of the $i$-th node of the global domain and $W_{i_{j}}^{(m)}$ is the corresponding WCs of the $m$-th order derivative. The solution of equation (18) in matrix form is as follows:

$$
\begin{equation*}
W_{n_{i}}^{(m)}=\left(B_{n_{i}}^{(m)}\right)^{-1} G_{n_{i}}^{(m)}, \tag{19}
\end{equation*}
$$

where

$$
\begin{align*}
& B_{n_{i}}^{(m)}=\left[\begin{array}{cccc}
\varphi_{i_{1}}\left(\left\|x_{i_{1}}-x_{i_{1}}\right\|\right) & \varphi_{i_{1}}\left(\left\|x_{i_{1}}-x_{i_{2}}\right\|\right) & \cdots & \varphi_{i_{1}}\left(\left\|x_{i_{1}}-x_{i_{n_{i}}}\right\|\right) \\
\varphi_{i_{2}}\left(\left\|x_{i_{2}}-x_{i_{1}}\right\|\right) & \varphi_{i_{2}}\left(\left\|x_{i_{2}}-x_{i_{2}}\right\|\right) & \cdots & \varphi_{i_{2}}\left(\left\|x_{i_{2}}-x_{i_{n_{i}}}\right\|\right) \\
\vdots & \vdots & \vdots & \vdots \\
\varphi_{i_{n_{i}}}\left(\left\|x_{i_{n_{i}}}-x_{i_{1}}\right\|\right) & \varphi_{i_{n_{i}}}\left(\left\|x_{i_{n_{i}}}-x_{i_{2}}\right\|\right) & \cdots & \varphi_{i_{n_{i}}}\left(\left\|x_{i_{n_{i}}}-x_{i_{n_{i}}}\right\|\right)
\end{array}\right],  \tag{20}\\
& W_{n_{i}}^{(m)}=\left[\begin{array}{lllll}
w_{i_{1}}^{(m)} & w_{i_{2}}^{(m)} & \ldots & w_{i_{n_{i}}}^{(m)}
\end{array}\right]^{T}, \\
& G_{n_{i}}^{(m)}
\end{align*}=\left[\begin{array}{llll}
\varphi_{i_{1}}^{(m)}\left(\left\|x_{i}-x_{i_{1}}\right\|\right) & \varphi_{i_{2}}^{(m)}\left(\left\|x_{i}-x_{i_{2}}\right\|\right) & \ldots & \varphi_{i_{n_{i}}}^{(m)}\left(\left\|x_{i}-x_{i_{n_{i}}}\right\|\right)
\end{array}\right]^{T} .
$$

For computational purpose, we have taken $n_{i}=3$ in the local domain.

Theorem 1. We consider the three uniform nodes $\left[x_{i}-h, x_{i}, x_{i}+h\right]$, i.e. $n_{i}=3$ in local RBF-based DQM. Then, the absolute errors in the approximation of first- and secondorder derivatives are given as [29] follows:
(i)

$$
\begin{equation*}
\varepsilon\left(x_{1}\right) \equiv \frac{h^{2}}{6} u^{\prime \prime \prime}\left(x_{1}\right)+\frac{h^{2}}{2 c^{2}} u^{\prime}\left(x_{1}\right) . \tag{21a}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
\widehat{\varepsilon}\left(x_{1}\right) \equiv \frac{h^{2}}{12} u^{I V}\left(x_{1}\right)+\frac{h^{2}}{c^{2}} u^{\prime \prime \prime}\left(x_{1}\right)-\frac{3 h^{2}}{4 c^{2}} u^{\prime}\left(x_{1}\right) . \tag{21b}
\end{equation*}
$$

$$
\begin{aligned}
& \text { where } \varepsilon\left(x_{1}\right) \equiv \widehat{u}^{\prime}\left(x_{1}\right)-u^{\prime}\left(x_{1}\right) \text { and } \widehat{\varepsilon}\left(x_{1}\right) \equiv \widehat{u}^{\prime \prime} \\
& \left(x_{1}\right)-u^{\prime \prime}\left(x_{1}\right) \text {. }
\end{aligned}
$$

3.4. Shape Parameter (SP). The SP c used in RBFs-based DQM has the utmost importance from the stability and accuracy point of view. Choosing an optimal SP $c$ is a big challenge for the numerical simulation community and, till date, it is an open problem. There are various techniques available in the literature for choosing the optimal SP $c$. In the present work, we choose the trigonometry variable (TV) [30] technique to compute the $\mathrm{SP} c$, which is given by

$$
\begin{equation*}
c_{j}=s_{\min }+\left(s_{\max }-s_{\min }\right) \times \sin (j), \tag{22}
\end{equation*}
$$

where $j=1,2, \ldots, N, S_{\min }=1 / \sqrt{N}$ and $S_{\max }=3 / \sqrt{N}$.

## 4. Numerical Scheme for the Modified ReactionDiffusion Equation

The main task of this section is to perform the simulation of the Fisher equation with constant coefficients. We approximate the partial derivatives of equation (2) with local RBFs-based DQM, and then equation (2) becomes a system of ODEs as follows:

$$
\begin{equation*}
\frac{d u\left(x_{i}, t\right)}{d t}=\sum_{j=1}^{N} W_{i j}^{(2)} u\left(x_{j}, t\right)-\sqrt{u\left(x_{i}, t\right)}\left(1-\sqrt{u\left(x_{i}, t\right)}\right), \quad x_{i} \in \Omega, i=1,2, \ldots, N \tag{23}
\end{equation*}
$$

with IC: $u\left(x_{i}, 0\right)=f\left(x_{i}\right), \quad-\infty<x<\infty$. After applying the BCs, the system of ODEs (23) with IC is solved by the RK4 method.
4.1. Stability Analysis of the Scheme. In order to do the stability analysis of the proposed scheme, we use the following theorem:

Theorem 2. consider a nonlinear system (NLS) $d U / d t=\Lambda U+\Psi(U)$ and the corresponding linear system $(L S) d U / d t=\Lambda U$. Let $(0,0)$ be a simple critical point $(C P)$ of
the $N S$ and $\lim _{U \longrightarrow 0} \Psi(U) /\|U\|=0$. If the $C P(0,0)$ of the $L S$ is asymptotically stable, then the CP $(0,0)$ of NLS is also asymptotically stable.

Proof. For more details, see [31].
After using the BCs on system (23), the system be of the form

$$
\begin{equation*}
\frac{d U}{d t}=\Lambda U+\Psi(U) \tag{24}
\end{equation*}
$$

where

$$
\begin{align*}
\Lambda & =\left[\begin{array}{cccc}
W_{21}^{(2)} & W_{22}^{(2)} & \cdots & W_{2 N-2}^{(2)} \\
W_{31}^{(2)} & W_{32}^{(2)} & \cdots & W_{3 N-2}^{(2)} \\
\vdots & \vdots & \vdots & \vdots \\
W_{N-1,1}^{(2)} & W_{N-1,2}^{(2)} & \cdots & W_{(N-1),(N-1)}^{(2)}
\end{array}\right]_{(N-2) \times(N-2)},  \tag{25}\\
\Psi(U) & =\left[\begin{array}{llll}
\psi_{2}(U) & \psi_{3}(U) & \cdots & \psi_{N-1}(U)
\end{array}\right]^{T}, \\
U & =\left[u_{2}, u_{3}, \ldots, u_{N-1}\right]^{T}, \psi_{i}(U)=\sqrt{u\left(x_{i}, t\right)}\left(1-\sqrt{u\left(x_{i}, t\right)}\right), \quad i=2,3, \ldots, N-1 .
\end{align*}
$$

Now, we consider the corresponding LS of the NLS (24) as follows:

$$
\begin{equation*}
\frac{d U}{d t}=\Lambda U \tag{26}
\end{equation*}
$$

Then, the stability of the corresponding LS (26) implies the stability of the NLS (24). For more details, see [27]. Now, it can say that the NLS (24) is stable if the corresponding LS (26) is stable. We use the result that LS (26) is stable if all the Eigenvalues of $\Lambda$ have a nonpositive real part [31]. During simulation, the computed eigenvalues of the matrix $\Lambda$ have been plotted in Figure 3. The figure shows that the Eigenvalues of the matrix satisfied the above conditions. Hence, our algorithms are stable.

## 5. Numerical Simulation and Discussions

In this section, some test problems are considered to check the efficiency and accuracy of the proposed RBFs based on DQM.

Example 1. We consider the problem (2) with the following IC and BCs over the domain $[-10,10]$

$$
\begin{align*}
u(x, 0) & =\sec h^{2}(10 x), \\
u(-10, t) & =0=u(10, t), \tag{27}
\end{align*}
$$

for constructing and analyzing solutions of dynamical systems by using the phase space method. Firstly, we rewrite


Figure 3: Eigen value profiles for $N=50$ (a) and $N=120$ (b).


Figure 4: Wave profile of problem 1 at different time.


Figure 5: Wave profile of problem 1 at different time.


Figure 6: Wave profile of problem 2 at different time.


Figure 7: Wave profile of problem 2 at different time.
equation (2) into a system of first-order differential equations in time by introducing additional variables. The original variables and the new variables form a vector in phase space. The solution then becomes a curve in phase space parameterized by time. The curve is usually referred to as a trajectory or orbit. The vector differential equation is reformulated as a geometric description of the curve, as a differential equation only in terms of the phase space variables, without the original time parameterization. Finally, a solution in phase space is transformed back to the original environment.

The problem is simulated with $N=120, \Delta t=0.0001$, and the wave profiles of the problem are depicted in Figures 4 and 5 for different values of time. In the figures, we see that the wave profiles increase up to $x=0$ and then


Figure 8: Wave profile of problem 2 at different time.
decrease after $x=0$. As the time increases, the wave profiles decrease.

Example 2. We consider the problem (2) with the following IC and BCs over the domain $[-10,10$ ]

$$
\begin{gather*}
u(x, 0)=\frac{1}{\left(1+e^{x}\right)^{2}}  \tag{28}\\
u(-10, t)=1=u(10, t) .
\end{gather*}
$$

The exact solution of the problem is given by

$$
\begin{equation*}
u(x, t)=\frac{1}{\left(1+e^{x-5 t}\right)^{2}} \tag{29}
\end{equation*}
$$

The problem is simulated with $N=120, \Delta t=0.0001$ and the wave profiles of the problem are depicted in Figures 6-8 for different values of time.

In Figures 6-8, we determine the numerical solution of the initial-boundary value problem in Example 2 against $x$ at times $\quad t=0,0.25,0.5,0.75,1, \quad t=1,2,3,4,5 \quad$ and $t=6,7,8,9,10$, respectively. The solution approaches the traveling wave quickly as $t \longrightarrow \infty$ in all figures. Therefore, a traveling wave profile develops as $t \longrightarrow \infty$ in the solution of the initial-boundary value problem in Example 2.

## 6. Conclusion

In this paper, we first consider the occurrence of the traveling wave solutions to the modified Fisher equation (2) using phase plane analysis. We obtain a heteroclinic orbit that represents traveling wave solutions for $c \geq 0.5$, for which there is even a small existence of oscillation (see Figure 2). Afterward, we examine the traveling wave solutions to the modified Fisher equation (2), applying RBFs to them based on DQMs for dissimilar initial and boundary conditions. In the case of the trigonometric initial condition problem, where the solution develops a shock-like wavefront, good results have been obtained for various time ranges within the same distance domain. For the case of the exponential IC problem, the existence of a wavefront has been observed and obtained good results in same distance domain for dissimilar values of time. Accurate results have been established by using a numerical algorithm. The gained results with the RBFs based on DQMs are extremely exact and stable. Eventually, the stability analysis of RBFs based on DQM for the modified Fisher equation (2) has been represented. As a result, the modified Fisher equation (2) generates the identical traveling wave profile for all three approaches.

Furthermore, the occurrence of a traveling wave is practically possible if the wave speed is at least 0.5 and greater.
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