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In order to reduce the time for customers to select commodities they are interested in, improve the purchase efficiency, improve
the success rate of sales of merchants, and create greater economic benefits for enterprises and merchants, this project collects
information and data of e-commerce users, using neural network model to analyze and mine data characteristics and shopping
records of e-commerce users. According to the analysis results, a user commodity recommendation system based on e-commerce
is implemented by using data mining technology.-rough the combination of database technology, the transaction and browsing
data generated in the process of e-commerce transactions are collected.-e collected data is preformatted and used as the input of
data mining. -en, it uses data mining technology to mine and analyze the commodities that users are interested in, makes
matching according to the types of commodities, and recommends the commodities that users are interested in under a given
scene according to the established prediction model. By combining fuzzy clustering with collaborative filtering algorithm, this
paper recommends the products that users are interested in, which are mined from historical data and commodity information.

1. Introduction

-e popularity of e-commerce has brought great conve-
nience to people’s life. By studying the behavioral charac-
teristics of e-commerce users, we can provide users with
high-quality services and greatly improve the success rate of
e-commerce transactions. -erefore, analyzing the charac-
teristics of e-commerce users’ behavioral data is a key lesson
in the current field of E-commerce [1]. E-commerce is a
form of business with information network technology as
the means to achieve the exchange of goods as the purpose
[2]. It is a network based on the Internet, local area network,
value-added network, and other network forms, not to the
traditional monetary goods as a means, a kind of electronic
transaction, to achieve the value exchange of the network,
electronically. Because of the transformation of e-commerce
transaction mode, the trading area is broader, showing a
state of globalization. With the gradual expansion of
e-commerce market scale, it not only provides users with a

wide range of goods, but also provides users with more
abundant choices [3]. However, in the face of such a variety
of commodity information, how users can quickly and ac-
curately select the commodities they need has also become a
topic of concern for users and e-commerce [4, 5]. In order to
reduce the time to select interested in goods from the
customers, improve the efficiency of purchasing, and im-
prove business sales success rate for the enterprise and
business to create greater economic benefits of this topic
through e-commerce user information and data collection,
analysis of mining electrical characteristics and shopping
records, and user data, according to the analysis results using
data mining technology for users to recommend com-
modities, a user product recommendation system based on
e-commerce is implemented [6–9].

-ere are two main forms of product recommendation,
conventional recommendation and personalized recom-
mendation, as shown in Figure 1 [10]. Routine recom-
mendation is relatively common, which means that
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merchants display certain mainstream specific products in
the recommendation position and then associate similar
products [11]. For example, if consumers buy air condi-
tioners on the platform, the system will automatically rec-
ommend refrigerators for them. Personalized
recommendation is different from this. It mainly analyzes
consumers’ shopping habits and takes the characteristics of
products as the main recommendation indicators. For ex-
ample, consumers can choose to recommend options for
other products that they have purchased, so as to realize the
correlation between human nature and physical nature [12].
-emost common product recommendations are as follows:
guess you like at the bottom of the home page, like the
shopping cart, and recommend other products you will be
interested in after shopping. It is not easy to analyze the user
behavior in view of the huge e-commerce user group, so it is
very necessary to analyze the user behavior characteristics
accurately by using efficient data analysis method in the
e-commerce user behavior data [13]. As an effective method
of data mining, cluster analysis has the characteristics of
unsupervised learning, which can find hidden behavior
patterns in a large number of irregular and noisy e-com-
merce user behavior data, presenting the characteristics of
hidden e-commerce user behavior data, and providing
theoretical support for people’s decision and judgment.
However, the traditional K-means clustering algorithm has
the defects of large amount of calculation and long time to
obtain the optimal solution [14].

2. Importance of the Applied
Clustering Algorithm

With the development of Internet finance, it has brought
more convenience to people’s life and providedmore finance

for the development of the e-commerce [15]. In e-commerce
trade, because it takes the Internet as the necessary medium
of exchange, buyers and sellers can realize transtemporal and
transregional transactions, instead of face-to-face transac-
tions. -e main forms of e-commerce are online shopping,
online electronic payment, online transaction communi-
cation among merchants, etc., and the related business fi-
nance and comprehensive service activities have gradually
become a new operation mode [16]. At present, with the
rapid rise of e-commerce, e-commerce activities around the
world increase; relatively large Internet companies have built
a transaction system with e-commerce as the core platform.
-e establishment of e-commerce platform will attract more
consumers, improve the platform database, and lay a
foundation for cross-border integration and cooperation of
large enterprises. -erefore, with the rapid development of
e-commerce today, the traditional ERP system can onlymeet
the most basic and simple needs of e-commerce in the
transaction process. With the increase of various user needs
and various product information, it has become more and
more important to recommend goods on the basis of tra-
ditional e-commerce mode [17].

-e continuous expansion of e-commerce market has
brought abundant and diversified commodities to con-
sumers and also increased the choice of commodities in the
electronic field [18]. However, the ensuing problem is that
the diversified products impact the eyes of consumers,
making them unable to use effective time to quickly choose
the products they need at present. At present, the most
popular recommendation algorithms mainly include the
following: (1) recommendation algorithms based on product
content. -e recommendation method mainly analyzes the
products properties to produce the newly listed products.
However, this method has some limited needs for
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Figure 1: Schematic diagram of the theoretical framework of electronic commerce preparation.
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personalized development. (2) Algorithms based mainly on
commodity knowledge: this algorithm system needs to
analyze the knowledge level of consumers and other relevant
information, and at the same time, it also needs to make use
of the related characteristics of knowledgeable and spe-
cialized products, which mainly depends on the information
exchange state between consumers and system products. (3)
-e recommendation algorithm of coordinated filtering is
mainly used [19]. As the most classical type of recom-
mendation algorithm, the improved traditional collaborative
filtering recommendation algorithm includes online coor-
dination and offline filtering method. At present, the col-
laborative filtering is still the most widely used
recommendation algorithm and plays an extremely im-
portant role in the recommendation field. In order to reduce
the time for customers to select goods they are interested in,
improve the purchase efficiency, and improve the success
rate of business sales and create greater economic benefits
for enterprises and businesses, this topic designs and realizes
the recommendation system of user goods based on
e-commerce [20]. -is system not only realizes the trans-
action behavior of e-commerce. In addition, users’ prefer-
ences can be analyzed andmined from consumers’ behaviors
such as retrieval, browsing and shopping, so as to realize the
recommendation of products to users.

In this study, the commodities that users are interested in
are mined and analyzed by data mining technology and
matched according to the types of commodities. Fourth-
ermore, the improved traditional collaborative filtering
recommendation algorithm is studied, and fuzzy c-means
(FCM) clustering and collaborative filtering algorithm are
combined into the system. -e recommendation algorithm
selects the most interesting products from the set of alter-
native products according to certain rules to recommend. In
this paper, the fuzzy C-means clustering algorithm is con-
stracted for data processing. Besides, the collocating rec-
ommendation method is performed as a tool to conduct
consumer behavior analysis. Finally, the consuming be-
havior in e-commerce is identified and classified through big
data.

3. Establishment of Prediction Model

3.1. C-Means Clustering Algorithm. -e working principle
diagram of fuzzy C-means clustering algorithm for collo-
cating recommendation method is shown in Figure 2, which
is a core studying object of this proposed method. A special
recognition process of recommend products for users in
e-commerce based on calculations by computer is used for
analyzing the discrete model generated bybig data. Besides,
the parallel clustering and distributed clustering algorithms
were applied to implemente in the computing clusters [21].
-e data analysis process has gone through three steps: data
collection, data analysis, and data integration. In order to
recommend products for users in e-commerce, the most
appropriate analysis method is found by analyzing various
data methods [22]. At present, cluster analysis, analysis
based on the existing associated components of data, and
analysis based on the sequential relationship between data

are used. FCM analysis, a branch of multivariate statistical
analysis and an important branch of unsupervised pattern
recognition, is a method of grouping similar samples into
one class. -e FCM clustering algorithm is one of the
methods of cluster analysis and also has the advantage of
unsupervised learning; especially when the number of
clusters is known, this method has a good effect on pattern
recognition. When the values of data set X, clustering cat-
egory number C, and weight r are known (generally
adopted), FCM algorithm can be used to determine the
optimal fuzzy classification [23]. -is paper will be effective
large data volume clustering techniques. -e core idea of big
data clustering technology is to deal with the relationship
between computational complexity and computational cost,
as well as scalability and speed. -erefore, the focus of big
data clustering algorithm is to improve the scalability and
execution speed of the algorithm at the cost of minimizing
the clustering quality. -e parallel clustering and distributed
clustering algorithms applied in this study need to be
implemented in computer clusters. -e hardware archi-
tecture of multimachine clustering is shown in Figure 3.-is
study introduces functional requirements and nonfunc-
tional requirements. Among them, functional requirements
mainly include the overall framework of the system, the
requirement analysis of each part of the function, and the
role of users, while nonfunctional requirements include the
requirements of network system performance, application
system performance, and data performance. Compared with
neural network algorithm, clustering algorithm is a kind of
unsupervised algorithm. Because it does not need training
set, the algorithm is simple and fast. In addition, adaptive
clustering does not need to set a specific value in advance
and can make clustering results adaptively [24, 25].

-e fuzzy C-means clustering algorithm divides the data
set into C subsets, and the corresponding fuzzy partition
matrix U is generated. cj is the center of each cluster and can
be recorded as c, μ, j is the membership function of the ith
sample corresponding to the j-th class. -e clustering loss
function based on the membership function is shown in the
following equation [25]:

Jm � 
c

i�1


n

k�1
μik( 

m
dik( 

2
. (1)

When the number of iterations is c, the sum of center
vector of clustering is calculated as



c

i�1
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-e input of the cluster center vector of class Ik in
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-e result of vb
i in the iteration is
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According to equation (4), Uij
(b+1) is updated as uij(b+1),

namely,
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2, (5)

where uij(b+1) is the desired output.

3.2. Simulation Experiment Analysis. According to the
general process of machine learning algorithm, first of all,
the one dimensional discrete wavelet transform is adopted to
data feature extraction, and the sample is divided into
training set and testing set, using the training set to FCM
clustering algorithm of control chart pattern recognition
training, finally using the test set to test the accuracy of the
algorithm, the specific technical route according to Figure 4
[26].

Two new individuals are formed, and the crossing
method of m-th chromosome ymj and n-th chromosome yn
at position j is as follows:

ymj � ymj(1 − h) + ynjh, (6)

where h ∈ [0, 1] is a random number.

h �
f

i


N
j�1 fj

. (7)

In order to enhance the diversity of the population, the
continuity and trend model is used as

yij + ymin − yij ∗ h 1 −
h

hi

 , (8)

h
i
�

k

yi

. (9)
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Figure 2: Data mining structure based on clustering algorithm.

...

Figure 3: -e hardware architecture of multimachine clustering.
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-en, the step-index model is used as

yij + ymin − yij  + d · w, (10)

where d is the observed value of quality characteristic pa-
rameters in the manufacturing process. w is the average
value of quality characteristic parameters under system
control.

d � k 

n

i�1
yi − y0( , (11)

w �
k

d
. (12)

Since FCM clustering algorithm does not require a large
number of samples for training, monte Carlo method is used
to generate 180 training samples, which meets the re-
quirements of the number of training sets. -e scoring
vector of user for the project is ru, and the membership
vector of the corresponding feature of item is fi.

Rui �
ru × f

T
i


j�m
j�0 fj,i

. (13)

3.3. Properties of Predicting Algorithm. A three-layer neural
network of input layer, hidden layer, and output layer was
constructed [27]. Both the input layer and the output layer
of the network have one node. -e hidden layer activation
function uses nonlinear function to input and output data.
In building a network of hidden layer nodes, in order to

guarantee the network error converge to the premise of as
small as possible, to reduce the training time of network,
and, at the same time, to avoid network over fitting
phenomenon of samples, the experiment times are trained
to adjust the network parameters, and finally we selected
and used 150 nodes of neurons in hidden layer neural
network structure for setup. In order to ensure the
training accuracy, the number of network iterations is set
as 500, and the error (MSE) converges to 0 during the
training.

As a classical data mining clustering algorithm, C-means
algorithm [28] is a simple and very effective algorithm [28].
In this paper, the clustering algorithm of user-space
C-means algorithm in commodity recommendation system
is divided into four steps by using classical C-means algo-
rithm as follows.

(1) Firstly, set n users and take theseN users as the initial
clustering center.

(2) Calculate the remaining users, and assign each user
to the cluster center set with the highest similarity to
itself.

(3) Calculate the newly generated clustering, and gen-
erate new clustering centers according to the user’s
score on the project.

(4) Repeat the above 2 to 3 steps until there is no change
in the clustering.

When researching the user product recommendation
system based on e-commerce, this paper adopts the com-
bination of FCM and collaborative filtering algorithm to
accelerate the data calculation speed, reduce the real-time
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Figure 4: Basic flow of user preference feature matrix construction process.
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response time, and enhance the scalability. -us, the ac-
curacy, precision, and real-time of recommendation are
improved (see Figure 5)

-en, save the optimal solution according to the fitness
value, record the optimal solution, and replace the local
solution with the global solution. Finally, determine whether
the termination conditions are met. If not, repeat Step 3 and
Step 4. If so, the optimal weight and threshold value of
network are output [29].

-e calculation formula of individual fitness F is as
follows:

F � k 
n

i�1
asb yi − oi( , (14)

where n is the number of output nodes of the network, yi is
the expected output of the i-th node of the Backpropagation
(BP) neural network, oi is the actual output of the i-th node,
and k is the coefficient.

-e selection probability pi of each individual i is

pi �
f

i


N
j�1 fj

,

f
i
�

k

F
,

(15)

where fi is the fitness value of individual i, and N is the
number of individuals in the population.

-e error evaluation of simulation calculation adopts
mean relative error, mean square error, and mean absolute
error, namely,

MAE �
1

Np



Np

i�1
xi − xi


, (16)

MRE �


Np

i�1 xi − xi( 
2


Np

i�1 xi( 
2

, (17)

MSE �
1

Np



Np

i�1
xi − xi( 

2
, (18)

where xi is the actual value, xi is the predicted value, and the
sample number is Np.

-e studied mean absolute error (MAE) is the real value
of absolute difference between the value with real values and
predicted ones. -e average relative error (MRE) is the
squares of mean absolute error absolute error to the sum of
squares of true value, which is used to measure the deviation
probability between predicted value and true value. Besides,
the mean square error (MSE) is to the square of difference
between the the expected value of true value.-ese values are
used to measure the changing degree of data [30].

4. Information of Evaluation Model

Next, the method of combining FCM and collaborative fil-
tering algorithm in personalized recommendation process is

introduced in detail, so as to facilitate weight analysis of the
commodities that users are interested in, which are mined
from historical data and commodity information. -e data
processingmodulemainly processes user data and commodity
data from two aspects. -e first kind of data is what other
kinds of products users browse when browsing a certain kind
of products. In the given recommendation scenario, according
to the analysis between commodities and target users, the
commodities that users are interested in are mined and an-
alyzed by data mining technology and matched according to
the types of commodities. According to the established pur-
chase memory function, by combining FCM and collaborative
filtering algorithm, weight analysis is carried out on the
commodities that users are interested in, which are mined
from historical data and commodity information [31]. Cluster
analysis is carried out on the commodities according to the
weight analysis results, and personalized commodities are
recommended. -erefore, personalized recommendation of
goods mainly includes three parts: type matching of goods,
weight analysis of goods that users are interested in, and cluster
analysis of goods according to the weight analysis results.

-is study mainly introduces the design process of user
commodity recommendation system based on e-commerce.
Firstly, the design principles adopted in the design of the
system are introduced, and then the architecture design and
the functional design of each part of the user commodity
recommendation system are introduced [32]. Finally, the
database design on the recommendation system is explained
and introduced. -e design of user product recommenda-
tion system based on e-commerce provides the basis for the
realization of the system.

Input data

Simulation prediction,
get the result

Satisfy the end condition

Data pre-processing

Election operation

Interlace operation

False

True
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Figure 5: Flow chart of C-means algorithm.

6 Journal of Mathematics



5. Calculation Results Are Analyzed
and Discussed

According to certain rules, the product recommendation
module selects the product that the target user is most likely
to be interested in from the alternative product set for
recommendation, which mainly includes three parts: rec-
ommendation scene construction, weight analysis, and
personalized product recommendation. -e method in this
paper, the clustering analysis method of information en-
tropy, and the clustering analysis method based on neural
algorithm are, respectively, used for clustering analysis of the
selected 12 data sets, and the clustering accuracy is shown in
Figure 6.

It can be seen from Figure 7 that the average clustering
accuracy of the proposed method is higher than that of the
other two methods. As illustrated in Figure 8, this paper
demonstrates the predicting behaviors by using a numerical
analysis. -is example proposed in the paper is also applied
in explainning the selected indexes in handling distribution
of view weights. Furthermore, there is the effect on learning

process with each index in performing the final predicting
results.

Based on the data of nearly 10,000 registered users on an
e-commerce website in three years, 7418 users who have
logged in at least once and have purchase records are se-
lected as the research objects to conduct data classification
verification using C-FCM data set and Minimax-FCM on
data set. After initial statistical analysis of users in the early
stage, it is found that the clustering number and SSE cor-
responding to purchase times and purchase amount of users
are shown in Figures 8 and 9 respectively. In the process of
multidimensional user analysis with a large number of levels,
the selection of C-means clustering clusters can be con-
trolled by a key dimension in the user group for dimen-
sionality reduction. In the classical RFM model of user
classification, the last purchase time R, that is, the time
interval from the last purchase time to the current, is the
most important indicator. In this paper, the total error sum
of R is selected to distinguish the cluster number of user
clustering. By the last time of the index processing, two
cluster numbers of 10 and 100 are selected as the reference.
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-e cluster number and corresponding SSE of the running
results are shown in Figure 9.

Each cluster in e-commerce subsystem and express
subsystem is composed of multiple index variables. -ere-
fore, it is necessary to eliminate redundant index variables
through grey correlation analysis method and select a
representative index variable from each cluster. -e results
of grey correlation analysis of indicator variables of
e-commerce subsystem and the results of grey correlation
analysis of indicator variables of express subsystem are
shown in this study. With the increase of cluster value, the
grouping of users will be more accurate, and the degree of
aggregation in the cluster will also become higher; that is,
SSE will gradually decrease. When the cluster number
reaches the true value, SSE will decrease slowly and become
stable; that is, subdivision will have no practical significance.
It can be seen from Figures 3 and 4 that as the number of
family K continues to increase, when K value is greater than
4, SSE decreases significantly and basically becomes stable.
In other words, when K� 4 is used for analysis by C-means
algorithm, it is suitable for the accuracy requirements of
current users’ clustering classification. Two special clusters
appear in the C-means analysis results; that is, each cluster
contains only one value, and the purchase amount is RMB
4820,248 and RMB 1352426, respectively. -e number of
users in these two clusters is very small, but from the
perspective of purchase amount, the users are extremely
important to the e-commerce enterprises, so the e-com-
merce enterprises need to invest more resources for key
maintenance. -e other two clusters contain a large number
of users, and the maximum purchase amount is only 912380
yuan. -erefore, C-means clustering analysis can be per-
formed again for the user groups whose purchase amount is
less than one million yuan, and the results are shown in
Figure 6. In order to meet the requirements of e-commerce
enterprises for reasonable classification of users, the above
theories and methods are applied again, and the analysis
results obtained after running the program are shown in
Figures 10 and 11, respectively.-emethod in this paper, the
clustering analysis method of information entropy and the
clustering analysis method based on neural network algo-
rithm are, respectively, used for clustering analysis of the
selected 12 data sets, and the clustering accuracy is shown in
Figure 2. It can be seen that the average clustering accuracy
of the proposed method is higher than that of the other two
methods.

6. The Optimizatied Algorithm Based on
Simulated Data

-e successive application of C-means clustering analysis
can, on the one hand, identify the singularities in the data
but attach great importance to the users and, on the other
hand, make the classification degree of users controllable
and the structure clear. -e user classification characteristics
in each cluster are shown in the following table. Within the
cluster 0, users purchase amount and purchase frequency
correlation is extremely low; namely, the increase of number
of such users to buy will not bring users to buy the increase

of the amount, but by electricity enterprise single more than
$one hundred for free distribution policy influence, such
user to price sensitive, purchase frequency is particularly
low, and the number of products needs to increase the low
value, guiding such users to purchase the marketing strategy
of high-value products of e-commerce enterprises, so as to
improve the contribution of such users. -ere are very few
users in cluster 1, but the user’s purchase amount is close to
that of all users in cluster 0, and its purchase frequency and
average single amount are extremely high. It is a strategic
enterprise user of e-commerce, and e-commerce enterprises
need to send professionals to maintain the relationship with
this user.-e users of cluster 2 have a large purchase amount
and a higher purchase frequency, but the average single
amount is not high. -ey should be the commission users of
the e-commerce enterprises, and the e-commerce
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enterprises need to send technical personnel to provide
technical guidance or help. Users of other clusters also show
their own characteristics, providing data basis for service
allocation and precision marketing of e-commerce
enterprises.

Relationship of the parameter and performance of the
proposed method are shown in Figure 11, the clustering
accuracy of the proposed method is the highest, and the
clustering analysis method based on genetic algorithm has a
higher accuracy than that based on information entropy.
-erefore, in the comparative analysis of clustering effi-
ciency, only the clustering efficiency of the proposed method
and that based on genetic algorithm are compared, and the
results are shown in Figure 12. -erefore, the overall time of
the iterative process presented in this paper is significantly
reduced and has significant efficiency advantages.

(1) Most users purchase products through the home
page and product introduction page, so they are
excluded from the characteristics of user behavior
category.

(2) In the user group of category I, the pages of com-
modity classification, commodity sale, and other
functions account for a low proportion, while the
pages of commodity search and shopping cart ac-
count for a high proportion. -erefore, category I
can be classified as search-type users who search and
purchase commodities through search pages.

(3) For category II user groups, user behavior in the
classification of goods page proportion is signifi-
cantly higher than other pages, and at the same time
of basic commodity search page or shopping cart
page, this says that the user buys goods through the
platform home page to choose goods types and
choose commodities they see in the introduction
page. -en, they add the goods to the shopping cart
for purchase, the order of goods selected in the

shopping cart is consistent with the order set by sales,
and in three different categories, this category ac-
counts for more than 50%, and users of this category
can be defined as ordinary users.

(4) In category III, the page for special sale has the highest
proportion of user behavior, while other pages have a
low proportion, indicating that this user group pays
more attention to the page for special sale, which can
be defined as promotional users. -e convergence
study on the predicting data is shown in Figure 13.

As can be seen from Table 1 and Figure 12, the values of
mean square error predicted by C-means clustering algo-
rithm for economic benefits of enterprises all show a gradual
upward trend after adopting different methods to cluster the
user behaviors of the objects. -e method in this paper has
the most significant improvement range, and with the ex-
tension of using time, the economic benefits of e-commerce
platform are more significant and have greater application
value.

Internet companies use big data technology to collect
all kinds of data about customers, and through big data
analysis to establish a system of user portrait to describe
the overall information of a user abstractly, so that users
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can be personalized recommendation, precision mar-
keting and advertising [33–35]. When a user logs into the
website, the system can predict the user’s intention and
then find out the right goods from the commodity library
and recommend to consumers. -e core of E-commerce
recommendation supported by big data is to push the
business of enterprises to the users who need this business
most at the right time, through the right carrier and in the
right way. In the Internet era, users’ consumption be-
havior is prone to change in a short time, so big data
marketing can be implemented in a timely manner when
users’ demand is the greatest [36]. -erefore, the big data
and machine learning technique in e-commerce can
achieve one-to-one marketing for subdivided users
according to users’ interests and needs at a certain point in
time and timely adjust marketing strategies according to
real-time effect feedback.

7. Conclusion

In this paper, a clustering classification method of e-commerce
user behavior based on combinatorial optimization is proposed
to improve the clustering analysis effect of e-commerce user
behavior. Combining BP neural network algorithm and
C-means algorithm, clustering analysis is carried out on the
data set of e-commerce user behavior. Based on combinational
optimization theory, clustering analysis of e-commerce user
behavior is realized. Experiments verify that the proposed
method can obtain high-precision clustering results. -e col-
lected data is preformatted and used as the input of data
mining. -rough the user’s behavior record, analyze the user’s
potential like and like degree of goods and establish the user
preference model. -rough commodity analysis, commodity
similarity, commodity collocation, and target user tag are
analyzed. -en, it uses data mining technology to mine and
analyze the commodities that users are interested in, makes
matching according to the types of commodities, and rec-
ommends the commodities that users are interested in under a
given scene according to the established purchase memory
function. Finally, through the combination of FCM and col-
laborative filtering algorithm, recommend the commodities
that users are interested in, which are mined from historical
data and commodity information.

-is study also briefly reviews the application of big data
in e-commerce. Big data is so widely used in e-commerce
that the development of big data will be faster and faster in
the future. Moreover, the influence of big data will become
more and more profound, so for e-commerce, the attention
to big data can not be reduced. -e data-driven era com-
bined with machine learning has come, and big data will

surely become a huge source of power influencing this era in
the future.
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