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In this paper, we extend the operational matrix method to solve the tempered fractional differential equation, via shifted Legendre
polynomial. Although the operational matrix method is widely used in solving various fractional calculus problems, it is yet to
apply in solving fractional differential equations defined in the tempered fractional derivatives. We first derive the analytical
expression for tempered fractional derivative for x”, hence, using it to derive the new operational matrix of fractional
derivative. By using a few terms of shifted Legendre polynomial and via collocation scheme, we were able to obtain a good
approximation for the solution of the multiorder tempered fractional differential equation. We illustrate it using some

numerical examples.

1. Introduction

Tempered fractional calculus is a type of fractional deriva-
tive/integral operator which multiplies an exponential factor
to its power law kernel. This type of exponential tempering
had been received increasing attention from researchers as
having both mathematical and practical advantages [1, 2].
Several phenomena were best described by using this tem-
pered fractional derivative/integral operator such as tem-
pered fractional Brownian motion [3], epidemic modelling
[4], and diftusion-wave equation [5]. Besides that, the tem-
pered fractional model also been proven superior to the
standard mechanism-based models in an experiment for
quantifying colloid fate and transport in complex soil-
vegetation systems [6].

In this research direction, reliable numerical schemes are
needed to obtain the approximation solution for tempered
fractional differential equations. This is because normally
there are no exact solution or the analytical solution for
these tempered fractional differential equations is difficult
to obtain. To date, limited researches are done to tackle this

problem, which include third-order semidiscretized schemes
[7], two-dimensional Gegenbauer wavelets method [8], pre-
dictor—corrector scheme [9], and finite difference iterative
method [10]. However, some of the established numerical
schemes which already been successfully applied to solve
fractional differential equations in the Caputo sense are still
not been employed to solve these tempered fractional differ-
ential equations, which include the operational matrix
method. Hence, in this paper, we aim to develop a reliable
numerical scheme that involves an operational matrix via
shifted Legendre polynomial to tackle this tempered frac-
tional differential equation. The tempered fractional differ-
ential equations will be transformed into a system of
algebraic equations; then, solving the system of algebraic
equation will solve multiorder tempered fractional differen-
tial equations as follows:

r=1 (1)
f90)=d,i=0,1,-,m-1,
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where f(x) is the unknown solution, TpiR) i tempered
fractional derivatives, g, € R,r=1,---,] are constants, and
a,, B, = 0 are real derivative orders which 8 denotes the tem-
pered coefficient, while k(x) is the unhomogeneous terms.

To date, various numerical or analytical methods were
derived to find the solution for different fractional calculus
problems, such as [11-13]. On top of that, the operational
matrix method via different types of the polynomial is one of
the common numerical schemes which had been widely used
in solving various types of fractional calculus problems, such
as the poly-Bernoulli operational matrix for solving fractional
delay differential equation [14], poly-Genocchi operational
matrix for solving fractional differential equation [15], Jacobi
wavelet operational matrix of fractional integration for solving
fractional integro-differential equation [16], and Fibonacci
wavelet operational matrix of integration for solving of non-
linear Stratonovich Volterra integral equations [17]. Recently,
the operational matrix method had been successfully extended
to solve other fractional operator problems, such as solving
Prabhakar fractional differential equation [18]. Although the
operational matrix method is widely used in solving various
fractional calculus problems, it is yet to apply in solving frac-
tional differential equations defined in the tempered fractional
derivatives. Hence, we hope it can fill in this research gap. The
main advantages of using this operational matrix method over
other existing methods are its simplicity of implementation
and programmable easily in using any computer algebra sys-
tem. Besides that, if the fractional differential equations are
in multiorder or having variable coeflicients, operational
matrix method is also efficient in finding the numerical
solution.

The rest of this paper is as follows. Section 2 discusses
some important concepts for tempered fractional calculus.
Section 3 presents the shifted Legendre operational matrix
for tempered fractional derivative and is followed by the
procedure of solving tempered fractional differential equa-
tion via collocation scheme using this new shifted Legen-
dre operational matrix. Some numerical examples and
conclusion are presented in Sections 4 and 5.

2. Some Concepts regarding Tempered
Fractional Calculus

Definition 1 (see [19, 20]). For a € [0, 1] and «, 8 € C where
Re (a) >0,Re () >0, the tempered fractional integral of
order (a, B) for a function f € L'[a, b] is given by

S = s e e )
I'(a) )o 2)
e—ﬁx X
=— | (x=w)* P f(u)du, x € [a, b].
T ) e ) dux a1

Definition 2 (see [20]). For a, 3 € C where Re («) >0, Re (3
) >0, the Riemann-Liouville tempered fractional derivative
of order (a, B) for a function f € L'[a, b] is given by
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§Df(x) = e (DL (v))
eP

= “ xx—u”“"‘leﬁ(“) u) du, x € [a, b],
Ry | (e ) du e a1
©)

where n=|a| + 1 and |«] is integer part of a.

For Caputo type of tempered fractional derivative, we take
the derivative of the function under the integral (3), and
we obtain Definition 3.

Definition 3 (see [20]). For a, 3 € C where Re («) >0, Re (3
) > 0. The Caputo tempered fractional derivative of order (
a, B) for a function f € L'[a, b] is given by

1 x d"ePU f(u)
CcT (%ﬁ) — _ n—a—1
o DYPf(x) Toi—a) Jo(x u) — du, x € [a, b],
(4)
where n= |« + 1 and |«] is integer part of a.

The relationship between the tempered fractional deriv-
ative and tempered fractional integral is given by

e = (5 +8) (Pr). 6

where n=|Re ()] + 1.
The tempered fractional derivative for function x?,
where p is integer positive, we obtain

—Px X dn
TD(a,ﬁ) P € _ el % Bup d , ,b ,
P X Ti—a) 0(x u) du"(e u) u,x € [a, b
e Px X e a" 00 ‘Bkuk+p
:F(n—a)J(x_ A L
0 k=0 :
e P x ot 2 BT (k+p+ 1yukten
‘r(n—a)JO("_”) Zk' Theprizm ™
—Bx 00k X
— € ‘[i F(k+p+ 1) J (x_ u)n—zx—luk+p—n du.
I(n—a) gkl T(k+p+1-n)),

(6)

By using integration [} (x— )" t*"'dt = B(a, b)x**""! =
(I'(a)I'(b)/T(a+ b))x**! where B(a,b) is beta function
and a, b > 0, we obtain

TyD(*P)x

eﬁ" iﬁ I(ktp+1l) T(n-a)l(ktp-n+1) \ ouirpn
:k_ (k+p-n+1)I'(n-a+k+p- n+1)x

7ﬁx2/3 I'(k+p+1) kp-a
k! T(k+p- tx+l) '

(7)
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For the function f(x)
have [21],

=(x—a)’ with Re (p) > -1, we

r(k+1)

TDfA (=)= (=) =y
1

Fi(-a;k—a+1;—B(x—a)).
(8)

Here, we take k as positive integer number. For a =0,
both expressions in (7) and (8) have the same result.

While using (8) to derive the operational matrix, we
need the following results related to the hypergeometric
function:

o _°°F(a+k) I'(c) xk
IFI(“"'”‘)‘,; [(a) T(c+k)k’ ©)
) °°F(a+k (b+k) I(c) TI(d) x*
2Fo(@ b d;sx) = kzo [(a) TI(b) I(c+k)I(d+k) kI’
(10)
Jl Fl(a;C;x)dx:;:thl(a—l;c—l;x), (11)

1
1
J xllFl(a;c;mx)dx=—

F(a,l+1;¢1+2;m).
o I+12 2(a ¢ m)

(12)

In another aspect, the solution for single tempered frac-
tional differential equation, i.e., TpF y(x) = ky(x) + h(x) for
a € (0,1], B> 0, and the initial condition is y(0) = y, can be
expressed as follows [20]:

X

ﬂm=%f”mAmﬂ+jh&—

0

§)e P E, (ks ds.
(13)

where E,,(x) = Y 00x*/T (ax + b). However, this type of
solution may fail when there are involving multiorder tem-
pered fractional differential equations. Hence, we proposed
to solve these multiorder tempered fractional differential
equations via collocation scheme using shifted Legendre
operational matrix. Other types of polynomials can be used
also to derive the new operational matrix to tackle the tem-
pered fractional derivative.

3. Shifted Legendre Operational Matrix for
Tempered Fractional Derivative

3.1. Shifted Legendre Polynomials. The Legendre polyno-
mials is an orthogonal polynomial on the interval [-1, 1].
One of the ways to obtain Legendre polynomials is via recur-
rence relation as follows:

2i+1 i

Lia(t)= it1 tLi(t) - itl

where L,(t) =1 and L,(¢) =t. The Legendre polynomials in
domain [-1, 1] can be transformed into the domain of [0, 1] by
using t = 2x — 1, which we get shifted Legendre polynomials, L,
(x) as follows:

- (2i+1)(2x - 1)

Liy(x)= i-(x) -

i+1 ! i+

(15)

where L,(x) = 1 and L, (x) = 2x — 1. Besides that, the shifted
Legendre polynomials L;(x) of degree i can be obtained via the
analytical form:

Z ’*kL)z,, 0,1,2, -, (16)
0 k)! (K!)
where L;(0) = (-1)" and L;(1) = 1. The orthogonality condition
is
1
o U i
JLi(x) (xdx={ 2iv 1> T (17)
0 0, fori# j.

The shifted Legendre polynomials have a nice property thatis
useful for function approximation. In this case, a square integra-
ble function f(x) € L*[0, 1] can be expressed in terms of shifted
Legendre polynomials as follows:

f= S L) (18)

where the coefficients ¢; are given by

1

;= (2 + 1)J f(x)ij(x)dx,j:O, 1,2, (19)

0

In order to use equation (18) to approximate the function,
normally, we truncated after (N + 1) terms shifted Legendre
polynomials as follows:

Mz

fllx) = ) eiLy(x) = CT 0 (x), (20)

T
)

where the shifted Legendre coefficient vector, C is given by CT
= [co» €1, *+» €] and the shifted Legendre vector, ®; (x) can be
expressed as

@, (%) = [Lo(x), Ly () Ly ()] (21)

3.2. Shifted Legendre Polynomial Operational Matrix. In this sub-
section, we derive the new shifted Legendre operational matrix
for tackling tempered fractional derivative. We have the following
theorem.



Theorem 4. Let ®;(x) be the shifted Legendre vector as
shown in (20). For n— 1< a<n,n €N, then,

IDP; (x) = PP (x), (22)

where PYF is the N x N operational matrix of tempered frac-
tional derivative of order w, 3 defined as

r 0 0 e 0 T
[«] [«] [«]
Z E [a],0,k Z E [a], Lk E [a],N-1k
k=l«] k=[a] k=l«]

PoF =

Z Eiok z §irk Z &iN-1k
k=Ta] k=Ta k=Ta]

N-1 N-1 N-1
z EN-10k Z EN-11k Z EN-1N-1k
| k=[a] k=[a] k=[a]

(23)

where §; . is given by

L CDME R & (D)
Sk =27+ 1) (i-k)kl(k—a)l & (- DI (I +k-a+])

X, Fy(—a,1+k—a+l;k—a+1,2+k-a+L-p),
(24)

wherei=[al,--,N-1,j=0,1,2,--,N— L.
Proof. By using equation (8) and letting a = 0, the tempered

fractional derivative for x* is given as follows:

r(k+1)

Try(ap) k _ k-
D = S\
0% T Tlh—ar1),

Fi(-a;k—a+1;—Bx). (25)
O

Using the expression as in (25), the explicit expression of

tempered fractional derivative of the i-th degree shifted

Legendre polynomials which is the (i+1)-th element of
®, (x) is computed:

TDocﬁi -

i ( 1)1+k(,‘+k) " .

k= 0W(§D§( ﬁ)xk>”—0,1,2,...
& (-)MKi+k)! e TGkt 1) e
_kzzm (i— k)l { F(k—a+1)1F1( k—a+ 1B )}
o (~1)"*(i+ k)! s . -
_"ZW (i-k)'k! |:F(k*06+l)lFl(_a’k_‘x+l,—ﬁx):|.

(26)
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The elements p; ; of the operational matrix P are com-
puted by taking inner product for the tempered fractional
derivative of shifted Legendre polynomials, Dy WAL Li(x)

with shifted Legendre polynomials, j( x),j=0,1,--,N-1:

N-1
D@L, (x) = »Opi’j (%), (27)
=
i _1\itky: |
e T G Vi
Pij <°Dx Li(x), ](x)> o (=R
1 k—a P o ~
[F(k—a+1)<x Fi(-ask—a+1; ﬁx),Lj(x)>],

(28)

where the inner product can be computed as follows

<xkfa1Fl(,a;k7(x+ 1§’ﬁx>’i‘j(x)>

”’]Jrl

1 j
— (7 k- RPVI A . !
_(2]+1)J0x VFi(—as k= a+ 1;-fx) I; D xdx
j gl |l
=(2j+ 1)2%[ KB (a5 k- a+ L-fx)xldx
i (-Dhu J0
—(2i+1 i( WG+ (B (e l+k—a+lk—a+1,2+k-a+ - -\
= )H G-nu? l+k-a+l

(29)

The integration in (29) can be obtained via the formula
in (10). Putting equation (29) into (28), we obtain

pij= < IDEAL (), L))

L (=) + k) [ (2j+1)

km (i-k)WK  |[T(k-a+1)

(=1 (D) [ 3Py (o 1+ k—a+lsk—a+1,2+k—a+L-p)
X; G- l!ll2 ( 1+k—a+l )
P e VA (O LR S o VRl
_(2]+1)k;(ﬂ( k)'k'(k lX’Z] l‘l'2(1+k lX+l)

X, F, (ma,1+k—a+l;k—a+1,2+k—a+L-p).
(30)

Setting Pij= ZL: [a]Ei,j,k

(1)’+k1+k i 1)+ 1)
(i—k)k! (k- )l & (j -1!1'21+k a+l)

XoF, (ma,1+k—a+l;k—a+1,2+k—a+5-p).

(31)

5i,j,k (2j+1)

Hence, each element of shifted Legendre operational
matrix for tempered fractional derivative is obtained.

To test the accuracy of the operational matrix derived in
Theorem 4, we use it to approximate tempered fractional
derivative for L,(x)=6x>—6x+1 and L;(x) = 20x> — 30x
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Approximate
— Exact

FiGure 1: Comparison of the exact solution and approximation for
Ly(x).

+12x — 1. For N =4, we obtain the following operational
matrix Pf;’ﬁ when a=1/2,3=1,

0.0 0.0 0.0 0.0,
0.090092226619,
—0.345920769399,
2.122192953652.

(32)

1.786057010727  1.257808290370  —-0.157033776306

—1.257808290370  1.678966426855 1.690298665024

1.629023234421  -0.432490374653  2.103160984111

Figures 1 and 2 show the comparison between the exact
solution for tempered fractional derivative for L,(x) and L,
(x) with the approximation using operational matrix as in
(32). Accuracy of the approximate can be increased with
increasing the N.

4. Solving Tempered Fractional Differential
Equation Using Shifted Legendre
Operational Matrix Method and
Error Analysis

This section consists of an explanation for the proposed
method that combines collocation scheme with shifted
Legendre polynomials operational matrix of tempered frac-
tional derivative to solve multiorder tempered fractional dif-
ferential equations.

1

Y4, DEPIf (x) = h(x),

r=

f(i)(o):di,,'zo, 1,--,m—1.

(33)

—

Here, we present the general procedure for solving mul-
tiorder tempered fractional differential equations as in equa-
tion (33) via shifted Legendre operational matrix.

Step 1. The unknown function, i.e., the solution, f(x) is
approximated by truncated shifted Legendre polynomials,

f(x) = fy(x) = C'L(), (34)

5
5 |
4
3]
2
3
O. ——T
0 02 04 06
x
Approximate

— Exact
FiGure 2: Comparison of the exact solution and approximation for

Ly(x).

where CT =[c,, ¢;, ¢,, -+, cy]. The tempered fractional deriv-
ative of equation (33) is approximated using the shifted
Legendre operational matrix of tempered fractional deriva-
tive as in equations (22)-(24).

"DEAf(x) = CTRI @y (x). (35)
Remark 5. The function, h(x) in the RHS of equation (33)

can also approximated in term of truncated shifted Legendre
polynomials as follows:

h(x) = H®; (), (36)

where H = [1]" and the coefficients , are computed using
equation (19). However, to increase the accuracy of the
method and also increase speed of its computer implementa-
tion, collocation scheme can be applied directly to these
known functions.

Step 2. From Step 1, the following is obtained:
BN T
Y 4,®7 (x) (Pxi’ ﬁ')) C=h(x). (37)

After some algebraic manipulations, we obtain d)iT(x)

T
(Zizlqr(Pi‘_xi’ﬂ ’>) C) — h(x) =0. Thus, the residual is
! T
R(x) = ] (v) (Z 0, (PL") C) ~h(x)=0.  (38)
r=1

Step 3. Due to the set of shifted Legendre polynomials
basis, d)iT(x):[Izo(x)I:I (x) -+ Ly(x)] is linearly indepen-
dent, we obtain

] (x) ) q, (ij“gﬁ”) "C=h(). (39)



We obtain a system of N + 1 algebraic equations from
equation (39). The initial condition in equation (33) is also
approximated in term of shifted Legendre polynomials:

f(i>(0)=di>i=0a"‘am_ L
(40)

] (0)(P),;) 'c=d,

Step 4. Select N —m equations from equation (39) and
combine with initial conditions from equation (40), we
obtain a system of N linear algebraic equations in term
of C. Hence, solve the system with using any suitable
numerical methods. Then, the approximate solution can
be computed by following equation:

f1(x)=C' @y (). (41)

4.1. Error Analysis. To discuss the error analysis for our
method, we follow the approach done in [22] where the
alternating Legendre polynomials are applied to derive
the operational matrix to solve the fractional differential
equations problem defined in the classical Caputo sense.

Lemma 6. Suppose that f(x) € C"1(®) and f(x) = fy(x) =

CTL(x) be its expansion in terms of shifted Legendre polyno-
mials, as described by equation (34). Then

M
If(x) =), < (N+ )22 (42)

where M is a constant such that |f(N+1>(x)| <M.

Proof. Assume that s, (x) is the interpolating polynomials to
f(x) at points x;, where x; be the roots of the shifted Cheby-
shev polynomials of degree n + 1, then

= mﬁ(x—xj),cx €e®=[0,1. (43)

(n+1)! i

As proof in [22], the above approximation has the bound
as follows:

Vx €®. (44)

Then, we have
1£(x) = x5 < 1 (x) = sy ()15

1 X 1 M 2
J o - swibas= | (i) 2 s

(i)
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TaBLE 1: Absolute errors obtained by proposed method with N =
4, 6 for Example 1.

x Exact solution  Abs. error (N=4)  Abs. error (N =6)
0.1 0.402 1.61661E-02 2.72390E-03
0.2 0.816 1.87810E-02 6.74832E-03
0.3 1.254 1.25442E-02 6.06411E-03
0.4 1.728 2.15555E-02 1.63810E-03
0.5 2.250 7.68546E-02 2.20223E-03
0.6 2.832 1.22791E-02 1.38416E-03
0.7 3.486 6.92580E-03 4.29494E-03
0.8 4.224 1.30742E-02 7.55223E-03
0.9 5.058 5.24204E-02 9.99599E-03
1.0 6.000 1.15813E-02 8.14496E-02

Hence, take the square root of both sides, we obtain

[1£ (%) = ()], <

(N +1)122N+1 (46)

This completes the proof. O

In order to perform the error estimation for this new
numerical scheme, we apply residual correction procedure.

T
From equation (39), i.e., #(x) = q)iT(x)(zlr:lqr(Pifi)ﬁr)) C)
- h(x) =0, hence

@] (x) (i 0, (P) TC) ~h(x)=0.  (47)

If N— 00, using the operational matrix via shifted
Legendre polynomials to approximate multiorder tempered
fractional derivative and approximate h(x) via shifted
Legendre polynomials, we obtain

1

T
o (x) Y.q, (P

) =0, N — oo.
—l (NxN)

1
- Z quD)(caﬂ'By)f(x)

r=1

(48)

For our proposed method, N is finite. Hence, suppose m
term of shifted Legendre polynomials had been used, then,
small error, e,,, is inevitable.

=e,, N=m. (49)
2

Let e, is the approximation solution of equation (1)
obtained by the shifted Legendre operational matrix method,
if ||e,,, — €,|| < € is sufficiently small; then, the absolute errors
e,, can be estimated by e . Hence, we obtain the optimal
value m (i.e., N).
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Comparison of the solution for N = 4

Comparison of the solutions for N = 6

6 - 6 -

5 5

4 4 4 4

3 3

2 A 2 4

1 A 1A

0 : T T T 0 T T T T ]
0 02 04 06 08 1 0 02 04 06 038 1

x x

—— Exact solution
Approximate solution

FIGURE 3: The comparison result of the approximate and exact solutions for Example 1 (N =4, 6).

TaBLE 2: Absolute errors obtained by proposed method with N =
6, 8 for Example 2.

x Exact solution  Abs. error (N =6)  Abs. error (N = 8)
0.1 0.00002 6.44679E-05 2.57668E-07
0.2 0.00064 2.17039E-05 4.92156E-07
0.3 0.00486 8.06877E-06 6.44773E-07
0.4 0.02048 3.64403E-06 5.63021E-07
0.5 0.06250 3.18313E-05 5.17865E-07
0.6 0.15552 3.62011E-05 3.12227E-07
0.7 0.33614 5.94866E-07 9.34225E-07
0.8 0.65536 3.47375E-05 2.46696E-07
0.9 1.18098 7.69841E-05 8.54648E-08
1.0 2.00000 6.15397E-04 4.12816E-05

5. Numerical Examples

In this section, we will apply the new operational matrix for
tempered fractional derivative to solve the tempered frac-
tional differential equations.

Example 1. Consider the multiorder tempered fractional dif-
ferential equation as follows:

ngcl/Z,l/Z)y(x) + gD(1/2,1/4)y(x)

X

=xp(x) =20 —4x” + V2(x +3x% — x

X 2X  _ni2
+5)erf<\/;>+\/ﬁe (x +2x—1)

+ (x3 +6x2—10x + 28) erf (?)

(50)

+ ie"d4 (x2 +4x - 10),
X

with initial condition y(0) = 0. The exact solution is known
as y(x) =2x° + 4x.

Solution: by using N =4,6, we have the following
numerical result as shown in Table 1 and Figure 3. Only
using few terms of shifted Legendre polynomials, we were
able to obtain good result for this multiorder tempered frac-
tional differential equation.

Example 2. Consider a simple tempered fractional differen-
tial equation as follows:

£D§1’2'3’4)y(x)
=-2.0x"" +1.128379167 ¢ *7**x” + 3.009011112 ¢ "7 *x*
+1.732050807 x''/* erf (0.8660254038 \/x)
+5.773502692 x** erf (0.8660254038 v/x)
- 6.018022225 ¢™*7°%
—7.698003593 x”'* erf (0.8660254038 \/x)
+15.39600718 x°* erf (0.8660254038 /x)
+13.37338272¢ 077" x°
- 25.66001197 x*'* erf (0.8660254038 \/x)
+23.94934450 erf (0.8660254038+/x)
- v/x —23.40341976 e 07> *x,

(51)

with initial condition y(0) = 0. The exact solution is known
as y(x) = 2x°.

Solution: by using N =6,8, we have the following
numerical result as shown in Table 2 and Figure 4. Again,
by only using few terms of shifted Legendre polynomials,
we were able to obtain good result for this tempered frac-
tional differential equation.

Example 3. Consider the tempered fractional differential
equation taken from [23] as follows:

Ir(e)
I'6-a)

oDy (x) = ffﬂx( K8 — e Pryl0 eﬂ"yz(x)>, O<a<l,

(52)
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FIGURE 4: The comparison result of the approximate and exact solutions for Example 2 (N =6, 8).

TaBLE 3: Comparison of errors for proposed method with Jacobi-
predictor-corrector algorithm [23] for Example 3 with a=0.4.

BN  Maxabs. error  Stepsize (iteration) Error

0 6 1.06818E-04 1/10 2.4208E-04
0 8 4.10270E-06 1/20 4.9371E-06
0 10 3.37294E-07 1/40 1.0390E-07
3 2.43410E-04 1/10 7.4482E-07
3 8.27866E-06 1/20 6.8759E-08
3 10 4.77932E-07 1/40 3.1715E-09

TaBLE 4: Relative absolute errors obtained by proposed method
with N =6, 8, 10 for Example 4.

x  Exact solution RAE (N=6) RAE (N=8) RAE (N=10)
0.2 0.0725173321 1.80058E-03 9.61065E-04 2.41946E-04
0.4 0.2620226201 1.09846E-04 6.15192E-05 9.17638E-06
0.6 0.5332522504 2.56602E-04 4.80993E-05 2.88812E-05
0.8 0.8586273304 7.19889E-04 7.26678E-05 2.39416E-06

with initial condition dy(0)/dx = 0. The exact solution is
given as y(x) = e"#*x°. This can be verified by using the pro-
cedure as in equations (6) and (7), where ones should get

p+1

T (@) gy
D - £
0 T T —at 1)

e P a> -1, (53)

Solution: by using N =6, 8,10 and a =0.4, we have the
following numerical result for =0,3, as shown in
Table 3. We compare our solution with Jacobi-predictor-
corrector algorithm [23]. Again, only using few terms of
shifted Legendre polynomials, we were able to obtain good
results compare with Jacobi-predictor-corrector algorithm.
More specifically, say if N =10 has been used, the size of
each subinterval is 0.1, which is equivalent to the iteration
Jacobi-predictor-corrector algorithm with stepsize 1/10. For
=3, our absolute error is 4.779320E-07, (N = 10), which
is comparable with 7.4482E-07, stepsize = 1/10.

Example 4. Consider the multiorder tempered fractional dif-
ferential equation as follows:

64 e—x/2x7/4

+ — >
21 /3/4
(54)

gD)(CO.S,O.S)y(x) +gDiO.25,O.5)y(x) —

16 e—x/2x3/2
3

N

with initial condition y(0) = 0. The exact solution is given as
y(x) =2e*2x%

Solution: by using N =6, 8,10, we have the following
numerical result as shown in Table 4. Again, for the relative
absolute errors presented, it is obvious that by only using few
terms of shifted Legendre polynomials via its operational
matrix, we able to obtain good results for this multiorder
tempered fractional differential equations.

6. Conclusion

In this paper, we manage to derive a new operational matrix
for tempered fractional derivatives. Hence, we use it to solve
tempered fractional differential equations. The proposed
method is easy to apply and yet able to give accurate results.
The accuracy of the method can be improved by increasing
the number of the term of shifted Legendre polynomials.
The proposed method should extend to solve some other
tempered fractional calculus problems, such as tempered
fractional partial differential equations. Besides that, this
operational matrix also can be extended to solve other kinds
of fractional calculus problems such as those in [24-27].
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