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With the development of computer technology and the arrival of the era of artificial intelligence, the analysis of user demand bias is of great significance to the operation optimization of e-commerce platforms. Combined with CS domain signaling data, IP packet data of PS domain, and customer CRM data provided by operators, this research studies each dimension index of operator user portrait, after that the operator user portrait platform is divided into some individual subunits, and then the corresponding data mining technology is carried out to study the implementation scheme of each subunit. The system can process and mine multidimensional data of operators’ users and form user portraits on the basis of user data aggregation. Finally, based on the operator user portrait platform studied in this paper, the operator user data are analyzed from both the user’s mobile phone use behavior and user consumption behavior. Furthermore, the application value of this research in the precision marketing and personalized service of operators is illustrated.

1. Introduction

The combination of mobile communication and the Internet has created the current era of mobile Internet. With the development and growth of mobile Internet, operation data of large e-commerce platforms are generated [1]. Communication service operators are located in the center of information exchange and are the transmitters of all kinds of data. They can use convenient conditions to obtain a large amount of data. Therefore, many operators have a preliminary understanding of the application value of big data and try to use it for their own use and create benefits. For example, some operators conduct dynamic analysis on the network status of the business platform and the status of terminal devices through signaling data, so as to adjust the structure of the communication network and maximize the communication value. Some operators use cloud technology to mine users’ personal characteristics, grasp users’ main needs and consumption preferences accurately, and carry out more accurate marketing for different users [2–4].

However, after in-depth investigation, operators are not fully mining and analyzing communication data and are not accurate enough in the labeling display of user behaviors, and only a few influential products have been developed. Operators have more extensive data coverage than Internet companies or other companies in the industry. However, operators’ business has been mainly in the field of communication for many years, which makes the data accumulated by operators also related to the consumption of communication charges, and there are certain restrictions on the application of these data [5]. At the same time, operators did not consider the importance of data at the beginning of their operations, and in the past, when storage devices were expensive, operators cleaned up a lot of data that they considered unimportant but actually had a lot of value. From the beginning, the establishment of the operator’s business is mainly focused on mobile broadband and other aspects, and the user interaction is mainly to charge broadband fees and provide services. As a result, operators cannot fully understand the data of other aspects of the
society and cannot find good application scenarios [6–8]. As a result, the noncommunication data accumulated by operators are small, which causes great inconvenience for operators to expand other services. And how to excavate the useful information contained in operation data and optimize the precision marketing strategy of e-commerce platform is a challenging work [9–12].

The contribution of this paper is to design an improved customer segmentation system of e-commerce platform based on the RFM model. On this basis, the k-means method is used to further subdivide the customer groups of the e-commerce platform, and precise marketing strategies of the e-commerce platform are formulated according to the segmentation results of the customer groups. In addition, this paper studies marketing strategies of e-commerce platforms from the perspective of precision marketing, and relevant studies have not been involved before.

This paper consists of five parts. The first and second parts give the research background and related works. The third part is the methods and preliminary. The fourth part shows the data acquisition and analysis platform. The experimental results of this paper are introduced and compared and analyzed with relevant comparison algorithms in the fifth part. Finally, the conclusion of this paper is given in the sixth part. The study of this paper gives the user portrait system of operators and gives the realization scene of precision marketing. The paper can complete the analysis function according to the data provided by operators to form user portraits, which shows application value in precision marketing of operators.

2. Related Works

Nowadays, many scholars have studied the precise marketing strategy optimization of e-commerce platform. Ye and Feng [13] showed the effects of big data on the e-commerce precision marketing strategy and discussed that the e-commerce industry can determine the consumption needs of consumers and habit accurately. Huang [14] analyzed the concept of mobile marketing and given the current status of traditional dairy products brand of Yili district and obtained some important conclusions for the enterprises. Erdmann and Ponzoa [15] studied the cost-outcome relationship of grocery e-commerce in-store marketing behaviors. The strategy for research in this paper is based on the application of Dorfman and Steiner’s optimal advertising budget model, which is applied to digital marketing and proved by the empirical statistical analysis method. The results show that the difference depends on the formats and countries. Zhu and Gao [16] declared that under the background of the digital marketing model, traditional retail industry is facing unprecedented impact, and the competitive advantage of traditional marketing is disappearing. Hence, on the basis of the digital marketing model, this paper makes a comprehensive exploration and analysis of retail precision marketing strategy and shows the differences between them. Since artificial intelligence (AI) is playing a more and more important role in marketing analysis field, Chiu and Chuang in [17] developed an omni-channel chatbot which combines the iOS, Android, and Web components. The designed chatbot is to take the convolutional neural networks (CNNs) for personalized service and precision marketing. A case study of a shared kitchen is used to illustrate the advantages of the new method, which can be applied to other consumers application scenarios such as personalized services and clothing selection.

A lot of advanced science and technology gradually enter into the field of marketing strategy optimization of e-commerce platform. For example, e-commerce platforms can not only establish their blockchain anticounterfeiting traceability platform but also play ball with third-party blockchain anticounterfeiting traceability platform [18, 19]. Guo et al. [20] developed the differential game model in four situations, and the relationship between the choice of sales mode and the anticounterfeiting traceability service strategy is discussed. The experimental results indicated that supplier’s profit can be affected by many aspects and show different effects. Shahrel et al. [21] designed a Web application called Price Cop to help customers monitor product pricing, which helps users plan before they buy. A price forecasting model is established by using linear regression technique. LR is commonly used to determine prognosis and as a predictor [22]. The accuracy of least-squares support vector machine (LSSVM) is evaluated through artificial bee colony (ABC). LSSVM-ABC was originally proposed to predict the stock market price. Govindarajan and Chandrasekaran [23] proposed K-nearest neighbor (KNN) classifier that performs comparative cross-validation against existing K-nearest neighbor classifiers which is described. The feasibility and superiority of this method are showed in e-commerce platform. Recently, Kohli et al. [24] gave a review of sales prediction by linear regression and KNN algorithm.

From the above analysis, in the application of KNN, existing clustering methods based on KNN have many defects and deficiencies; for example, they fail to optimize the precise marketing strategies of e-commerce platforms; and there is no integration and analysis of e-commerce data, which will affect the proposal and optimization of marketing strategies.

3. Methods and Preliminary

3.1. The Concept of Precision Marketing. Precision marketing refers to a product and service marketing model that accurately locates customer needs on the basis of establishing the customer relationship system by means of information technology, which is different from the traditional concept and can not only effectively reduce costs for enterprises but also effectively improve the peer competitiveness [25, 26]. The core of precision marketing lies in mastering the consumption level and preference of target customers, which requires enterprises to fully understand customers and establish customer information database under the condition of conditions and push products and services most suitable for customers after analyzing and predicting their consumption preferences. With the growing maturity of big data technology, more and more enterprises have
reconstructed their customer relationship management mode through this precision marketing method and further upgraded their marketing thinking for core customer groups [27–29]. Based on the existing research results in the academic circle and the current situation of economic development, this paper preliminarily explores the concept of precision marketing, that is, on the premise that enterprises clearly grasp the market trends and customer needs, they build differentiation through big data and other scientific and technological means. Precise customer product service mechanism and customer relationship management system further reduce the marketing cost of enterprises and promote the rapid and effective development of business.

3.2. K-Means Clustering Method. As a common method in data mining technology, cluster analysis is to divide the analyzed sample data into several different groups according to a certain principle, which makes the similarity of each data point in the group as large as possible and the similarity of the sample data points between different groups as small as possible [30, 31]. There are many kinds of cluster algorithms. For example, the common algorithms include the analysis method based on hierarchy, the analysis method based on density, the analysis method based on division, and so on. Among many clustering algorithms, the K-means algorithm is one of the most basic and widely used clustering algorithms. The main connotation of the K-means clustering algorithm is to divide each sample data point into different groups by repeated iteration. By comparing the distance between the sample data point and the centroid of the group, the distance between each sample point in the same group and the distance between the sample data point of different groups are the minimum and the distance between the sample data point of different groups is the maximum. In the K-means clustering algorithm, Euclidean distance is generally used to measure the distance between data sample points; suppose the input data set is

\[ T = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\}. \]

(1)

The above training set \( x \) is the feature vector of the sample, \( y \) is the category of the sample, and \( T \) is feature space containing the input samples. According to the given distance measure, find \( k \) points closest to \( X \) in the training set \( T \), and the neighborhood of \( X \) containing these \( k \) points is called \( N(k) \). Do not worry about what the neighborhood is here. In short, the neighborhood is the set domain of \( X \) points. In \( N(k) \), category \( Y \) of \( X \) is determined according to classification decision rules (such as majority voting), and its formula is as follows:

\[ y = \arg \max_{c_j} \sum_{x \in N_k(x)} I(y_i = c_j), \quad i = 1, 2, \ldots, N; j = 1, 2, \ldots, K. \]

(2)

In the K-means clustering algorithm, the following indicators are generally adopted to measure the distance between data sample points:

\[ L_p(x_i, x_j) = \left( \sum_{l=1}^{P} |x_{ij} - x_{lj}|^p \right)^{1/p}, \]

(3)

where \( x_i \) represents the value of the \( i \)-th dimension variable of the data point \( x \) and \( y_i \) represents the value of the \( i \)-th dimension variable of the data point \( y \). When \( p = 2 \), the distance is Euclidean distance. When \( p = 1 \), the distance is Manhattan distance.

\[ L_1(x_i, x_j) = \sum_{l=1}^{P} |x_{ij} - x_{lj}|. \]

(4)

When \( p = \infty \), the distance is the maximum distance of each coordinate.

\[ L_{\infty}(x_i, x_j) = \max_{l} |x_{ij} - x_{lj}|. \]

(5)

The classification decision rule of the KNN algorithm is usually the majority voting rule; that is, the majority classes of \( K \) adjacent training instances of the input classes determine the category of the input classes; the relationship between them can be explained in this way, when the classification loss function is 0-1, formula (6) is the probability of classification:

\[ f: \mathbb{R}^n \longrightarrow \{c_1, c_2, \ldots, c_K\}. \]

(6)

The probability of misclassification is as follows:

\[ P(Y \neq f(X)) = 1 - P(Y = f(X)). \]

(7)

Assume that there are \( k \) training instance points nearest to form a set \( N(x) \), then the error rate is given as follows:

\[ \frac{1}{k} \sum_{x \in N_k(x)} I(y_i \neq c_j) = 1 \frac{1}{k} \sum_{x \in N_k(x)} I(y_i = c_j). \]

(8)

In general, the application process of the K-means clustering algorithm includes the following four steps.

First, the sample data points were divided into \( K \) groups, each of which represented a different group category.

Second, the initial centers of different groups were determined according to the minimum Euclidean distance principle between sample data points.

Third, the new centroid of the group is determined. After determining the initial center of different groups, continuous optimization is needed to ensure that the initial center is more reasonable and reliable. The Euclidean distance between sample data points is calculated, and the new centroid with the mean value of Euclidean distance is determined.

Fourth, iterate Steps 2 and 3 by iterating repeatedly that all groups after operation of mass center and the edge of the boundary between groups no longer significantly change; that is to say, the K-means cluster analysis result was relatively stable, namely, clustering analysis process is complete, and the final clustering results are shown in Figure 1.
4. Data Acquisition and Analysis

4.1. Data Source Analysis. Before analyzing and processing the data, you must know the data to be processed and the specific data structure. The original data provided by carriers mainly consist of three parts:

1. CRM (Customer Relationship Management) data contain basic personal attribute information of users including basic personal information, ID information, address information, contact information, consumption information, package information, and terminal information.
2. Signaling data in the Circuit Switch (CS) domain include phone call records, SHORT message sending records, and interaction records between terminals and the network.
3. IP packet data in Packet Switch (S) domain mainly contain data packet records on the control plane and user plane when users use the network, such as Authentication, Authorization, and Accounting (AAA) Authentication data packets, Packet Data Protocol (PDP) establishment, deletion, and update. User data are mainly used by users on the network.

In view of the above data, it is necessary to filter the data and obtain useful information before further processing. The data are provided by the operator, and the collection of these data requires the design of effective data collection units.

The overall structure of the collection module is shown in Figure 2. Oracle DATABASE HDFS and Flume CRM are installed in the big data processing server. CRM data are collected directly to Oracle database through SQL Developer. For signaling data in CS domain and IP packet data in PS domain, multichannel Flume adopts Spooldir to collect user data in parallel. Agent will be started on each node to monitor the directory uploaded by FTP. When new data are uploaded, Source will format the captured data first, then push it into Channel buffer, and then the Channel will transfer the data to Sink. Sink of each node at the end will upload the data to Agent3 node, which will synthesize the data and submit it to HDFS to realize the concurrent data collection of user number.

4.2. Data Preprocessing and Analysis

4.2.1. IP Packet Data Extraction. At present, the most common text category analysis techniques include LDA (Latent Dirichlet Allocation) algorithm. The LDA semantic analysis model is an unsupervised algorithm realized through clustering. In the training process, the K value of the clustering class needs to be specified. If the K value is selected improperly, the result will be adversely affected. The multiclassification algorithm is a supervised machine learning algorithm, which requires a lot of training data to train the model and a lot of manpower to mark the categories of text data, and the final accuracy is not well guaranteed. Through many comparative experiments, this paper selects a text classification scheme based on the TF-IDF (Term Frequency Inverse Document Frequency) algorithm. Keywords of text content are extracted through TF-IDF, and the formula of TF-IDF is as follows:

$$\text{tfidf}_{i,j} = \text{tf}_{i,j} \times \text{idf}_{i,j}$$

where \(\text{tf}_{i,j}\) is the term frequency, which represents how often a given word appears in a document. The variable \(\text{idf}_{i,j}\) represents the inverse document frequency index, which can be described as follows:

$$\text{idf}_{i,j} = \log \frac{|D|}{1 + \left| \left\{ j : t_i \in d_j \right\} \right|}$$

where \(|D|\) is the total number of files for corpus and \(\left| \left\{ j : t_i \in d_j \right\} \right|\) is the number of files that contain \(t_i\); this keyword extraction method is more representative and accurate than word frequency extraction.

4.2.2. Data Cleaning. To keep the accuracy of clustering, data cleaning is needed for the data to be analyzed before data clustering analysis. This work mainly discusses the numerical transformation of data and the processing of statistic singularities and standardization. In this paper, the signaling data extracted from IP domain data packets and the data in user CRM data are cleaned and filtered to obtain useful data information as shown in Figure 3.

The specific processing process is as follows.

First, data are read from the distributed storage system including IP domain packet classification information that has been processed by IP packet classification, signaling data in the CS domain, and original user CRM data.

After that, the read data are numerically transformed, and the data columns are divided into three categories for processing. The first category is the columns originally of numerical type, including voice, phone charge, traffic, age, number of short tenets, Internet time, and other information, which can be directly processed in the next step. The second category is the column representing category data, including information such as gender and regional classification, which needs to be mapped between category and number. The third category is the column of other
information, mainly including address information, interests, and hobbies, which can be processed according to label coding.

The user’s usage information in the last two years is taken for statistical analysis, and the expected value is calculated according to month, week, and day, respectively, for subsequent processing.

For data standardization operation, due to the selection of voice traffic and call fee data, there is a relatively large gap in the data range; for example, the voice range is generally tens to hundreds of minutes, and the traffic usage may be hundreds to thousands of gigabytes, so it is necessary to carry out data standardization operation. The standardization method selected in this paper is deviation standardization, and its realization is described as follows:

$$y_i = \frac{x_i - \min_{1 \leq j \leq n} \{x_j\}}{\max_{1 \leq j \leq n} \{x_j\} - \min_{1 \leq j \leq n} \{x_j\}}.$$  \hspace{1cm} (11)

5. Experimental Results and Analysis

5.1. User Marketing Analysis. The main goal of analyzing users’ consumption behavior is to facilitate the accurate formulation of voice data plans for specific users to provide personalized services. User consumption behavior is mainly based on user consumption history records, traffic usage records in IP packets, and voice call records extracted from CS domain signaling data. The following describes the clustering analysis of user traffic flow. The data flow and the usage of call charges are analyzed by clustering, and several different K values are selected for experiments. Figures 4–7 show the clustering effect when K value is 2, 4, 5, and 6, respectively. X-axis represents monthly call time (single bit: minutes), Y-axis represents monthly traffic usage (unit: MB), and Z-axis represents monthly call fee (unit: yuan).

As you can see from the figures that with the increase in K value, the clustering effect will be more detailed. Here, the sum of squares of errors within clusters (SSE) is needed to select K value. Figure 7 shows the SSE-K curve from 0 to 20 of K value, where the abscess represents the value of K and the ordinate represents the sum of squares of errors within clusters (SSE). That is to say, the K is selected by experience.

As can be seen from Figure 8, with the increase in K value, the sum of squares of error in the cluster presents a decreasing trend. When K value is less than 6, SSE decreases rapidly; when K value is 6, SSE decreases slowly. Therefore, K value is selected as 6. When K value is set to 6, 6 central
points can be selected, the coordinates of each central point are analyzed and the crowd characteristic information is marked out as shown in Table 1. Based on these consumption data, the voice traffic usage trend and consumption of users can be calculated, and adding these features to the user label system can facilitate operators to develop personalized user packages.

It can be seen from Table 1 that the basic call charges can be divided into six categories according to the user’s call duration consumption level and traffic usage label. These six categories can be used as the consumption category of the user as a level 1 label to represent the user. Users can be more accurately labeled according to the specific call consumption level traffic and other labels to achieve a fine description of the user portrait and facilitate more accurate marketing.

Here, due to the small amount of selected data, there are few classifications. When there is a large amount of data, the selection of K value should be differentiated according to the specific situation. This section conducts cluster analysis on the three dimensions of voice traffic and call fee information and obtains the analysis results, which confirms the feasibility of selecting the K-means ++ cluster analysis method in the research process of this topic.

5.2. Analysis Based on Mobile Phone Use Behavior. The analysis of users’ mobile phone usage behavior can optimize operators’ services in the following aspects:

![Figure 4: Clustering analysis of user traffic flow: (k = 3).](image)

![Figure 5: Clustering analysis of user traffic flow: (k = 3).](image)

![Figure 6: Clustering analysis of user traffic flow: k = 4.](image)

![Figure 7: Clustering analysis of user traffic flow: k = 5.](image)

![Figure 8: Diagram of SSE.](image)
By analyzing the online time period of users, the peak period of data traffic usage can be counted to strengthen operation optimization.

By analyzing users’ browsing preferences and shopping preferences, personalized products can be developed for users and reasonably pushed to users.

By analyzing the user’s common location information, the layout of the base station information can be reasonably optimized.

The user’s mobile phone usage behavior is mainly to analyze the data generated during user’s mobile phone usage, which is mainly obtained based on the Internet access record information in IP domain packet information. Based on the analysis of various dimensional characteristics of users, this paper draws a user interest distribution map for accurate product formulation and push. User interest distribution is in the stage of analyzing the dimension of user interest and preference. It calculates the weight value of user preference according to the length and times of user access to the product category and stores it in the database, thus forming the user interest distribution. Figure 9 describes user interest from two aspects of user browsing preference (left) and shopping preference (right). Notably, the browsing preference and shopping preference are the main two aspects of user interest.

6. Conclusions

This work investigates the specific application cases of the user portrait system based on big data technology in the field of precision marketing of operators, analyzes the research status of user portrait research KNN clustering, and clarifies the meaning and focus of the research.

In the analysis of the processing results of the user portrait platform, in order to facilitate the display of the results, this paper designed the user portrait result display platform and conducted data analysis of the results. Finally, the application scenarios of user portrait in precision marketing of operators are analyzed from two aspects of user’s mobile phone usage behavior and user’s consumption behavior.
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Table 1: Cluster analysis results.

<table>
<thead>
<tr>
<th>Call duration</th>
<th>Flow</th>
<th>Telephone fee</th>
<th>Call label</th>
<th>Consumption level</th>
<th>Flow label</th>
<th>Usage type</th>
</tr>
</thead>
<tbody>
<tr>
<td>85.36</td>
<td>19836.20</td>
<td>251.07</td>
<td>Less</td>
<td>High</td>
<td>More</td>
<td>I</td>
</tr>
<tr>
<td>185.46</td>
<td>2442.75</td>
<td>22.73</td>
<td>Medium</td>
<td>Low</td>
<td>Less</td>
<td>II</td>
</tr>
<tr>
<td>1242.46</td>
<td>12730.42</td>
<td>124.24</td>
<td>More</td>
<td>High</td>
<td>More</td>
<td>III</td>
</tr>
<tr>
<td>71.24</td>
<td>17154.61</td>
<td>164.31</td>
<td>Less</td>
<td>Middle</td>
<td>Medium</td>
<td>IV</td>
</tr>
<tr>
<td>23.26</td>
<td>12.42</td>
<td>15.51</td>
<td>Less</td>
<td>Low</td>
<td>Less</td>
<td>V</td>
</tr>
<tr>
<td>252.51</td>
<td>5441.51</td>
<td>152.53</td>
<td>Medium</td>
<td>Middle</td>
<td>Medium</td>
<td>VI</td>
</tr>
</tbody>
</table>

Figure 9: Diagram of user interest.
References


