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Ordu University, Faculty of Art and Sciences, Department of Mathematics, Ordu, Turkey

Correspondence should be addressed to Erdal Ünlüyol; eunluyol@yahoo.com
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In the 17th century, I. Newton and G. Leibniz found independently each other the basic operations of calculus, i.e., diferentiation
and integration. And this development broke new ground in mathematics. From 1967 to 1970, Michael Grossman and Robert
Katz gave defnitions of a new kind of derivative and integral, converting the roles of subtraction and addition into division and
multiplication, respectively. And then they generalised this operation. Later, they named this analysis non-Newtonian calculus.
Tis calculus is basically generated by generators. So, in this article, frst, we give the defnition of the p-convex function due to
α-generator. Second, we obtain some new theorems for this function with respect to the α-generator. Tird, we get some new
theorems using Hermite–Hadamard–Fejer inequality for the α p-convex function. Finally, we show that our obtained results are
reduced to the classical case in the special conditions.

1. Introduction

Inequalities play an important role in almost all areas of
mathematics. Te frst basic work on inequalities was the
book “Inequalities” written by Hardy et al. [1]. Tis is the
frst reference book on pure inequalities and includes many
new inequalities and their applications. Te second book
“Inequalities” was written by Beckenbach and Bellman [2],
which contains some interesting results on inequalities in the
period 1934–1960. Mitrinovic’s book [3], “Analytic In-
equalities,” published in 1970, contains new topics that were
not included in the two books mentioned above. Besides
these three main sources, Mitrinovic et al. [4], “Classical and
New Inequalities in Analysis” by Pachpatte, and “Mathe-
matical Inequalities” by Pachpatte [5], in the recent years,
many books and articles on inequalities have been published
by researchers such as S. S. Dragomir, V. Lakshmikantham,
R. P. Agarwal, M. E. Özdemir, E. Set, İşcan, M. Z. Sarkaya,
and A. O. Akdemir.

Although the history of convex functions is very old, its
beginning can be shown as the end of the 19th century. Te
basis of such functions is mentioned in Hadamard’s work in

1893 [6], although it is not explicitly stated. After this date,
although results implying convex functions were encoun-
tered in the literature, convex functions were frst system-
atically used in 1905 and 1906 by J. L. W. V. Jensen. It is
accepted that the theory of convex functions has developed
rapidly since Jensen’s pioneering work. Many researchers
such as Beckenbach and Bellman [2] andMitrinovic [3] have
discussed the issue of inequalities for convex functions in
their books. Also, Roberts and Varberg [7], Pecaric et al. [8],
and Niculescu and Persson [9] have done many studies on
inequalities on convex functions. Integral inequalities
constitute some of these studies.

In the literature, well-known inequalities related to the
integral mean of a convex function f are the Hermi-
te–Hadamard inequalities [6] or its weighted versions,
namely, Hermite–Hadamard–Fejer inequality [10]. Also,
there are many kinds of convex functions. p-convex func-
tions were frst defned by Kunt and İşcan [11] for Her-
mite–Hadamard–Fejer inequality.

Sir I. Newton and G. Leibniz developed mathematics by
establishing diferentiation and integration in the 17th
century. Tese developments were very useful for
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mathematics and related sciences. From 1967 to 1970,
Grossman and Katz gave new defnitions for derivative and
integral, converting the roles of subtraction and addition
into division and multiplication, respectively. Ten, they
established geometric, bigeometric, harmonic, biharmonic,
quadratic, and biquadratic calculus, and they named these
calculi non-Newtonian calculi. Grossman and Katz pub-
lished the frst book concerning with non-Newtonian cal-
culus in 1972 [12] and then wrote nine books related to the
non-Newtonian calculi.

In geometric calculus and bigeometric calculus from
within these calculi, the derivative and integral are both
multiplicative. Te geometric derivative and the bigeometric
derivative are closely related to the well-known logarithmic
derivative and elasticity, respectively. Also, the linear
functions of classical calculus are the functions which have
a constant derivative, and besides the exponential functions
in the geometric calculus which have a constant derivative,
the power functions in the bigeometric calculus are the
functions which have a constant derivative. Among the non-
Newtonian calculi, geometric and bigeometric calculi have
been often used.

Since these calculi emerged, it has become a serious
alternative to the classical analysis developed by Newton and
Leibniz. Just like the classical analysis, non-Newtonian
calculi have many varieties as a derivative, an integral,
a natural average, a special class of functions having
a constant derivative, and two fundamental theorems which
reveal that the derivative and integral are inversely related.

However, the results obtained by non-Newtonian calculus
are also signifcantly diferent from the classical analysis. For
example, infnitely, many non-Newtonian calculi have
a nonlinear derivative or integral.

Te non-Newtonian calculi are useful mathematical
tools in science, engineering, and mathematics and provide
a wide variety of possibilities, as a diferent perspective.
Specifc felds of application include fractal theory, image
analysis (e.g., in biomedicine), growth/decay processes (e.g.,
in economic growth, bacterial growth, and radioactive de-
cay), fnance (e.g., rates of return), the theory of elasticity in
economics, marketing, the economics of climate change,
atmospheric temperature, wave theory in physics, quantum
physics and the Gauge theory, signal processing, in-
formation technology, pathogen counts in treated water,
actuarial science, tumor therapy in medicine, materials
science/engineering, demographics, and diferential equa-
tions [13–29].

2. Preliminaries

Hermite–Hadamard inequality is one of the well-known
inequalities concern with the integral mean for convex
functions. And the other one is Hermite–Hadamard–Fejer
inequality [10]. It is the weighted version of Hermi-
te–Hadamard inequality. If f: [a, b]⟶ R is a convex
function, g: [a, b]⟶ R function is integrable on [a, b],
nonnegative, and symmetric to (a + b/2); then, the following
inequality holds for all x ∈ [a, b].

f
a + b

2
􏼠 􏼡 􏽚

b

a
g(x)dx ≤ 􏽚

b

a
f(x)g(x)dx ≤

f(a) + f(b)

2
􏽚

b

a
g(x)dx. (1)

p-convex function was frstly defned on I ⊂ R by Zhang
andWan [30]. And İşcan also defned the p-convex function
on (0, +∞) in a diferent way as follows.

Defnition 1 (see [31]). Let I ⊂ (0,∞) be a real interval and
p ∈ R/ 0{ }. A function f: I⟶ R is said to be a p-convex
function if

f tx
p

+(1 − t)y
p

( 􏼁
1/p

􏼓􏼒 ≤ tf(x) +(1 − t)f(y), (2)

for all x, y ∈ I and t ∈ [0, 1]. If inequality (2) is reversed,
then f is said to be p-concave.

Theorem 1 (see [31]). Let f: I ⊂ (0,∞)⟶ R be a p-
convex function, p ∈ R/ 0{ }, a, b ∈ I with a< b. If f ∈ L[a, b],
then we have

f
ap + bp

2
􏼠 􏼡

1/p
⎞⎠⎛⎝ ≤

p

b
p

− a
p 􏽚

b

a

f(x)

x
1− p

dx≤
f(a) + f(b)

2
.

(3)

Now, we give about a short brief of non-Newtonian
calculus [12].

2.1. Systems of Arithmetic. Arithmetic is any system that
satisfes the whole of the ordered feld axiom whose domain
is a subset of R.Tere are many types arithmetic, all of which
are isomorphic, that is, structurally equivalent.

A generator α is a one-to-one function whose domain is
R and whose range is a subset Rα of R, where
Rα � α(x): x ∈ R{ }. Each generator generates exactly one
arithmetic, and conversely, each arithmetic is generated by
exactly one generator.

Troughout this article, the identity function is denoted
by Id because we do not want to mix an interval. When we
take identity and exponential functions as a generator, then
α � Id and α � exp, and α generates the classical and geo-
metric arithmetic, respectively.

2.1.1. α-Arithmetics. We suppose that α be a generator and
x, y ∈ Rα. Ten, by α-arithmetic, we mean the arithmetic
whose domain is R andwhose operations are defned as follows:
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α − addition, x _+ y � α α− 1
(x) + α− 1

(y)􏽮 􏽯,

α − subtraction, x _−y � α α− 1
(x) − α− 1

(y)􏽮 􏽯,

α − multiplication, x _× y � α α− 1
(x) × α− 1

(y)􏽮 􏽯,

α − division, x/y � α
α−1

(x)

α−1
(y)

􏼨 􏼩,

α − order, x _<y⟺α− 1
(x)< α− 1

(y).

(4)

As a generator, we choose the exp function acting from R
into the set Rexp � (0,∞) as follows:

α: R⟶ Rexp,

x⟶ y � α(x) � e
x
.

(5)

It is obvious that α arithmetic reduces to the geometric
arithmetic as follows:

geometricaddition, x _+ y � e
lnx+ln y{ } � x.y,

geometricsubtraction, x _−y � e
lnx− lny{ } �

x

y
,

geometricmultiplication, x _× y � e
lnx × lny{ } � x

lny
� y

lnx
,

geometricdivision, x/y � e
lnx/lny{ } � x

1/lny
,

geometricorder, x _<y⟺ ln(x)< ln(y).

(6)

Defnition 2 (see [12]). Let _− _n � _0 _− _n � α(−n) for all n ∈ Z.
Set of α-integers is defned and denoted by Zα as can be seen
in the fgure below:

Zα � . . . , _−2, _−1, 0, _1, _2, . . .􏽮 􏽯

� . . . , α(−2), α(−1), α(0), α(1), α(2), . . .{ }.
(7)

Namely, Zα � _n: _n � α(n), n ∈ R􏼈 􏼉.

Remark 1 (see [28]). Let α be the generator. Ten, Iα ⊂ Rα is
said to be an α-interval on Rα if for all x, y ∈ Iα;

(1) (x, y): � z ∈ Iα: x _< z _<y􏼈 􏼉 ⊂ Iα

(2) (x, y]: � z ∈ Iα: x _< z _≤y􏼈 􏼉 ⊂ Iα

(3) [x, y): � z ∈ Iα: x _≤ z _<y􏼈 􏼉 ⊂ Iα

(4) [x, y]: � z ∈ Iα: x _≤ z _≤y􏼈 􏼉 ⊂ Iα

(5) (x, _+ _∞): � z ∈ Iα: x _< z _< _+ _∞􏼈 􏼉 ⊂ Iα

(6) ( _− _∞, y): � z ∈ Iα: _− _∞ _< z _<y􏼈 􏼉 ⊂ Iα

(7) [x, _+ _∞): � z ∈ Iα: x _≤ z _< _+ _∞􏼈 􏼉 ⊂ Iα

(8) ( _− _∞, y]: � z ∈ Iα: _− _∞ _< z _≤y􏼈 􏼉 ⊂ Iα

We can also show the α-intervals as follows:

x, y]α, x[ , y( 􏼁α, [x, y]α, (x, +∞)α, (−∞, y)α, x[ , +∞􏼁α, −∞, y]α( . (8)

Remark 2 (see [28]). Afterwards, [x, y]α and (x, y)α are said
to be α-closed interval and α-open interval, respectively.

Defnition 3 (see [32]). Let [a, b]α ⊂ Rα be an α-closed in-
terval and f: [a, b]α⟶ R be a function. If the following
inequality holds for all x, y ∈ [a, b]α and t ∈ [0, 1],

f(α(t) _× x _+ α(1 − t) _× y)≤ tf(x) +(1 − t)f(y), (9)

we say that f is an α-convex function.

Defnition 4 (see [33]). Let Iα ⊂ Rα be an α-interval. A
function f: Iα⟶ R is said to be α-harmonically convex if
the following inequality holds for all a, b ∈ Iα and t ∈ [0, 1.]

f
a _× b

α(t) _× a _+ α(1 − t) _× b
􏼠 􏼡≤ tf(b) +(1 − t)f(a). (10)

Defnition 5 (see [33]). Let g: [a, b]α⟶ R be a function. If
the function g holds the following equality

g
a _× b

x
􏼠 􏼡 � g

a _× b

a _+ b _−x
􏼠 􏼡, (11)

then we say that the function g is an α-symmetric according
to (a _+ b/α(2)·).

Defnition 6 (see [33]). A function g: [a, b]α⊆Rα/ _0􏽮 􏽯⟶ R
is said to be α-harmonically symmetric with respect to
α(2) _× a _× b/a _+ b· if

g(x) � g
α(1)

α(1)/a · _+ α(1)/b · _−α(1)/x·
􏼠 􏼡, (12)

holds for all x ∈ [a, b]α.
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Theorem 2 (see [28]). Let Iα be an α-closed interval in Rα,
and f: Iα⟶ R also be any α-convex function. Ten, the
following double inequality holds for all a, b ∈ Iα:

f α
1
2

􏼒 􏼓 _× (a _+ b)􏼒 􏼓≤ 􏽚
1

0
f(α(t) _× a _+ α(1 − t) _× b)dt≤

f(a) + f(b)

2
. (13)

3. Main Results

Defnition 7. Let Iα ⊂ (0,∞)α be an α-interval and
p ∈ R\ 0{ }. A function f: Iα⟶ R is said to be pα-convex if

f α(t) _× x
_p _+ α(1 − t) _× y

_p
􏼒 􏼓

_1/ _p.

􏼡􏼠 ≤ tf(x) +(1 − t)f(y),

(14)

inequality holds for all x, y ∈ Iα and t ∈ [0, 1].

Defnition 8. Let p ∈ R\ 0{ }. A function w: [a, b]α ⊂
(0,∞)α⟶ R is said to be pα-symmetric with respect to
(a _p _+ b _p/α(2))

_1/ _p. if the relation w(x) � w(a _p _+ b _p _−x _p)
_1/ _p.

holds for all x ∈ [a, b]α.

Theorem 3. Let f: [a, b]α ⊂ Rα⟶ R be an α-convex
function and g: [a, b]α ⊂ Rα⟶ R is a nonnegative, in-
tegrable, and non-Newtonian-symmetric to (a _+ b/α(2)·). In
this case, the following inequality holds:

f
a _+ b

_2
·􏼠 􏼡 􏽚

α−1(b)

α−1(a)
(g ∘ α)(x)dx≤ 􏽚

α−1(b)

α−1(a)
(f ∘ α)(x)(g ∘ α)(x)dx ≤

f(a) + f(b)

2
􏽚
α−1(b)

α−1(a)
(g ∘ α)(x)dx. (15)

Proof. According to the claim of the theorem, for all
t ∈ [0, 1], we can write the below inequality:

f
a _+ b

_2
·􏼠 􏼡 � f

α(t) _× a _+ α(1 − t) _× b _+ α(t) _× b _+ α(1 − t) _× a

_2
􏼠 􏼡≤

f(α(t) _× a _+ α(1 − t) _× b)

2
+

f(α(t) _× b _+ α(1 − t) _× a)

2
.

(16)

Multiplying both sides of (16) by
g(α(t) _× b _+ α(1 − t) _× a) and integrating to t over [0, 1], we
have the following inequality:

􏽚
1

0
f

a _+ b

_2
.􏼠 􏼡g(α(t) _× b _+ α(1 − t) _× a)dt≤ 􏽚

1

0

f(α(t) _× a _+ α(1 − t) _× b)

2
g(α(t) _× b _+ α(1 − t) _× a)dt􏼢 􏼣

+
1

􏽚
0

f(α(t) × b _+ α(1 − t) _× a)

2
g(α(t) _× b _+ α(1 − t) _× a)dt􏼢 􏼣

⟹f
a _+ b

_2
􏼠 􏼡 􏽚

1

0
g(α(t) _× b _+ α(1 − t) _× a)dt
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≤ 􏽚
1

0

(f ∘ α) tα−1
(a) +(1 − t)α−1

(b)􏼐 􏼑(g ∘ α) tα−1
(b) +(1 − t)α−1

(a)􏼐 􏼑

2
dt

+ 􏽚
1

0

(f ∘ α) tα−1
(b) +(1 − t)α−1

(a)􏼐 􏼑(g ∘ α) tα−1
(b) +(1 − t)α−1

(a)􏼐 􏼑

2
dt. (17)

Ten, g function is α-symmetric according to (a _+ b/ _2.),
and inequality (12) becomes as follows for x :� tα− 1 (a)+

(1 − t)α− 1(b):

f
a _+ b

_2
.􏼠 􏼡 􏽚

α−1(b)

α−1(a)
(g ∘ α)(x)dx≤ 􏽚

α−1(b)

α−1(a)

(f ∘ α)(x)(g ∘ α)(x)

2
dx + 􏽚

α−1(b)

α−1(a)

(f ∘ α)(x)(g ∘ α)(x)

2
dx

⟹f
a _+ b

_2
.􏼠 􏼡 􏽚

α−1(b)

α−1(a)
(g ∘ α)(x)dx ≤ 􏽚

α−1(b)

α−1(a)
(f ∘ α)(x)(g ∘ α)(x)dx.

(18)

So, the proof of the left hand of (15) is completed. Now,
we prove the right hand. Since f is an α-convex function, we
can write the below inequality:

f(α(t) _× a _+ α(1 − t) _× b) + f(α(t) _× b _+ α(1 − t) _× a)≤f(a) + f(b). (19)

Multiplying both sides of (19) by
g(α(t) _× b _+ α(1 − t) _× a) and integrating to t over [0, 1], we
get the following inequalities:

􏽚
1

0
f(α(t) _× a _+ α(1 − t) _× b)g(α(t) _× b _+ α(1 − t) _× a)dt

+ 􏽚
1

0
f(α(t) _× b _+ α(1 − t) _× a)g(α(t) _× b _+ α(1 − t) _× a)dt

≤ 􏽚
1

0
[f(a) + f(b)]g(α(t) _× b _+ α(1 − t) _× a)dt,

(20)

􏽚
1

0
(f ∘ α) tα−1

(a) +(1 − t)α−1
(b)􏼐 􏼑(g ∘ α) tα−1

(b) +(1 − t)α−1
(a)􏼐 􏼑dt

+ 􏽚
1

0
(f ∘ α) tα−1

(b) +(1 − t)α−1
(a)􏼐 􏼑(g ∘ α) tα−1

(b) +(1 − t)α−1
(a)􏼐 􏼑dt

≤ 􏽚
1

0
[f(a) + f(b)](g ∘ α) tα−1

(b) +(1 − t)α−1
(a)􏼐 􏼑dt.

(21)

Similarly, g function is α-symmetric according to
(a _+ b/ _2·), and inequality (21) becomes as follows for
x :� tα− 1(a) + (1 − t)α− 1(b):
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􏽚
α−1(b)

α−1(a)
(f ∘ α)(x)(g ∘ α)(x)dx ≤

f(a) + f(b)

2
􏽚
α−1(b)

α−1(a)
(g ∘ α)(x)dx. (22)

Ten, we have

f
a _+ b

_2
.􏼠 􏼡 􏽚

α−1(b)

α−1(a)
(g ∘ α)(x)dx≤ 􏽚

α−1(b)

α−1(a)
(f ∘ α)(x)(g ∘ α)(x)dx

≤
f(a) + f(b)

2
􏽚
α−1(b)

α−1(a)
(g ∘ α)(x)dx.

(23)

Consequently, the proof is completed. □ Corollary 1. If we take α � Id in Teorem 3, then we obtain
the Hermite–Hadamard–Fejer inequality in [10], i.e.,

f
a + b

2
􏼠 􏼡 􏽚

b

a
g(x)dx ≤ 􏽚

b

a
f(x)g(x)dx ≤

f(a) + f(b)

2
􏽚

b

a
g(x)dx. (24)

Corollary 2. If we take α � exp inTeorem 3, then we obtain
the following inequality:

f(
��
ab

√
) 􏽚

ln b

ln a
w e

x
( 􏼁dx≤ 􏽚

ln b

ln a
f e

x
( 􏼁w e

x
( 􏼁dx≤

f(a) + f(b)

2
􏽚
ln b

ln a
w e

x
( 􏼁dx. (25)

Corollary 3. If we take ex � u in Teorem 3, then we obtain
the inequality in [27]:

f(
��
ab

√
) 􏽚

b

a

g(x)

x
dx≤ 􏽚

b

a

f(x)g(x)

x
dx≤

f(a) + f(b)

2
􏽚

b

a

g(x)

x
dx. (26)

Theorem  . Let f: [a, b]α ⊂ Rα/ _0􏽮 􏽯⟶ R be an α-har-
monically convex function. Ten, for all x ∈ [a, b]α, we have

f
α(2) _× a _× b

a _+ b
·􏼠 􏼡≤

α− 1
(a)α− 1

(b)

α−1
(b) − α−1

(a)
􏽚
α−1(b)

α−1(a)

(f ∘ α)(x)

x
2 dx≤

f(a) + f(b)

2
. (27)

Proof. Since f is an α-harmonically convex function, for all
t ∈ [0, 1] and u, v ∈ Rα, we can write

f
u _× v

α(t) _× u _+ α(1 − t) _× v
.􏼠 􏼡≤ tf(v) +(1 − t)f(u). (28)

If we choose t � 1/2 in (28), then we get the below
inequality:

f
_2 _× u _× v

u _+ v
·􏼠 􏼡≤

f(u) + f(v)

2
. (29)
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In other words, if we choose

u �
a _× b

α(t) _× a _+ α(1 − t) _× b
,

v �
a _× b

α(t) _× b _+ α(1 − t) _× a
,

(30)

in (29), then we have the following inequality:

f
_2 _× u _× v

u _+ v
·􏼠 􏼡 � f

_2 _× a _× b

a _+ b
·􏼠 􏼡≤

1
2

f
a _× b

α(t) _× a _+ α(1 − t) _× b
·􏼠 􏼡 + f

a _× b

α(t) _× b _+ α(1 − t) _× a
·􏼠 􏼡􏼢 􏼣. (31)

If we integrate to t over [0, 1] of (31), then we have

􏽚
1

0
f

_2 _× u _× v

u _+ v
·􏼠 􏼡≤

1
2

􏽚
1

0
(f ∘ α)

α−1
(a)α−1

(b)

tα−1
(a) +(1 − t)α−1

(b)
􏼠 􏼡dt + 􏽚

1

0
(f ∘ α)

α−1
(a)α−1

(b)

tα−1
(b) +(1 − t)α−1

(a)
􏼠 􏼡dt􏼢 􏼣. (32)

We obtain the following inequality for
x :� α− 1(a)α− 1(b)/tα−1(a) + (1 − t)α−1(b) in (32):

f
_2 _× u _× v

u _+ v
·􏼠 􏼡≤

α− 1
(a)α− 1

(b)

α−1
(b) − α−1

(a)
􏽚
α−1(b)

α−1(a)

(f ∘ α)(x)

x
2 dx.

(33)

And then we can write

f
α(2) _× a _× b

a _+ b
·􏼠 􏼡≤

α− 1
(a)α− 1

(b)

α−1
(b) − α−1

(a)
􏽚
α−1(b)

α−1(a)

(f ∘ α)(x)

x
2 dx≤

f(a) + f(b)

2
. (34)

Tis completes the proof. □

Corollary  . If we take α � Id in Teorem 4, then we obtain
the inequality in [34]:

f
2ab

a + b
􏼠 􏼡≤

ab

b − a
􏽚

b

a

f(x)

x
2 dx≤

f(a) + f(b)

2
. (35)

Corollary 5. If we take α � exp inTeorem 3, then we obtain
the following inequality:

f e
ln2lnalnb/lnab

􏼐 􏼑≤
ln a ln b

ln b − ln a
􏽚
lnb

lna

f e
x

( 􏼁

x
2 dx≤

f(a) + f(b)

2
.

(36)
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Theorem 5. Let f: [a, b]α ⊂ Rα/ _0􏽮 􏽯⟶ R be an α-har-
monically convex function. And f ∈ L[a, b]α and

w: [a, b]α ⊂ Rα/ _0􏽮 􏽯⟶ R nonnegative, integrable, and
α-symmetric to [α(2) _× a _× b/a _+ b]. Ten, we have

f
α(2) _× a _× b

a _+ b
·􏼠 􏼡 􏽚

α−1(b)

α−1(a)

(w ∘ α)(x)

x
2 dx≤ 􏽚

α−1(b)

α−1(a)

(f ∘ α)(x)(w ∘ α)(x)

x
2 dx

≤
f(a) + f(b)

2
􏽚
α−1(b)

α−1(a)

(w ∘ α)(x)

x
2 dx.

(37)

Proof. Because f is an α-harmonically convex function, we
can write the following inequality:

f
_2 _× u _× v

u _+ v
·􏼠 􏼡≤

f(u) + f(v)

2
. (38)

In other words, if we choose

u �
a _× b

α(t) _× a _+ α(1 − t) _× b
,

v �
a _× b

α(t) _× b _+ α(1 − t) _× a
,

(39)

in (38), then we have the following inequality:

f
_2 _× u _× v

u _+ v
·􏼠 􏼡 � f

_2 _× a _× b

a _+ b
·􏼠 􏼡≤

1
2

f
a _× b

α(t) _× a _+ α(1 − t) _× b
·􏼠 􏼡 + f

a _× b

α(t) _× b _+ α(1 − t) _× a
·􏼠 􏼡􏼢 􏼣. (40)

Multiplying both sides of (40) by

w
a _× b

α(t) _× b _+ α(1 − t) _× a
·􏼠 􏼡, (41)

and integrating to t over [0, 1], we obtain

􏽚
1

0
f

_2 _× a _× b

a _+ b
·􏼠 􏼡w

a _× b

α(t) _× b _+ α(1 − t) _× a
·􏼠 􏼡dt

≤
1
2

􏽚
1

0
f

a _× b

α(t) _× a _+ α(1 − t) _× b
·􏼠 􏼡w

a _× b

α(t) _× b _+ α(1 − t) _× a
·􏼠 􏼡dt􏼢

+ 􏽚
1

0
f

a _× b

α(t) _× a _+ α(1 − t) _× b
·􏼠 􏼡w

a _× b

α(t) _× b _+ α(1 − t) _× a
·􏼠 􏼡dt􏼣,

(42)

f
_2 _× a _× b

a _+ b
·􏼠 􏼡 􏽚

1

0
(w ∘ α)

α−1
(a)α−1

(b)

tα−1
(b) +(1 − t)α−1

(a)
􏼠 􏼡dt

≤
1
2

􏽚
1

0
(f ∘ α)

α−1
(a)α−1

(b)

tα−1
(a) +(1 − t)α−1

(b)
􏼠 􏼡(w ∘ α)

α−1
(a)α−1

(b)

tα−1
(b) +(1 − t)α−1

(a)
􏼠 􏼡dt􏼢

+ 􏽚
1

0
(f ∘ α)

α−1
(a)α−1

(b)

tα−1
(b) +(1 − t)α−1

(a)
􏼠 􏼡(w ∘ α)

α−1
(a)α−1

(b)

tα−1
(b) +(1 − t)α−1

(a)
􏼠 􏼡dt􏼣.

(43)
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In this case, we can write the following inequality for
x � (α− 1(a)α− 1(b)/tα−1(b) + (1 − t)α−1(a)) in (43):

f
α(2) _× a _× b

a _+ b
·􏼠 􏼡 􏽚

α−1(b)

α−1(a)

(w ∘ α)(x)

x
2 dx≤ 􏽚

α−1(b)

α−1(a)

(f ∘ α)(x)(w ∘ α)(x)

x
2 dx. (44)

Ten, we obtain

f
α(2) _× a _× b

a _+ b
·􏼠 􏼡 􏽚

α−1(b)

α−1(a)

(w ∘ α)(x)

x
2 dx≤ 􏽚

α−1(b)

α−1(a)

(f ∘ α)(x)(w ∘ α)(x)

x
2 dx

≤
f(a) + f(b)

2
􏽚
α−1(b)

α−1(a)

(w ∘ α)(x)

x
2 dx.

(45)

Tis completes the proof. □ Corollary 6. If we take α � Id in Teorem 5, then we obtain
the inequality in [35]:

f
2ab

a + b
􏼠 􏼡 􏽚

b

a

w(x)

x
2 dx≤ 􏽚

b

a

f(x)w(x)

x
2 dx≤

f(a) + f(b)

2
􏽚

b

a

w(x)

x
2 dx. (46)

Corollary 7. If we take α � exp inTeorem 5, then we obtain
the following inequality:

f e
ln2 lnalnb/lnab

􏼐 􏼑 􏽚
lnb

lna

w e
x

( 􏼁

x
2 dx≤ 􏽚

lnb

lna

f e
x

( 􏼁w e
x

( 􏼁

x
2 dx≤

f(a) + f(b)

2
􏽚
lnb

lna

w e
x

( 􏼁

x
2 dx. (47)

Theorem 6. Let f: Iα ⊂ (0,∞)α⟶ R be a pα-convex
function, p ∈ R/ 0{ }, a, b ∈ Iα with a _< b. If f ∈ L[a, b]α and
w: [a, b]α⟶ R is nonnegative, integrable, and

pα-symmetric with respect to [ap _+ bp/ _2·], then the following
inequality holds:

f
a _p _+ b _p

_2
·􏼢 􏼣

_1/p·

⎛⎝ ⎞⎠ 􏽚
α−1(b)

α−1(a)

(w ∘ α)(x)

x
1− p

dx≤ 􏽚
α−1(b)

α−1(a)

(f ∘ α)(w ∘ α)(x)

x
1− p

dx

≤
f(a) + f(b)

2
􏽚
α−1(b)

α−1(a)

(w ∘ α)(x)

x
1− p

dx.

(48)

Proof. Since f: Iα ⊂ (0,∞)α⟶ R is a pα-convex function,
we can write the following inequality for all x, y ∈ Iα, and for
t � 1/2 in (9):

f
x _p _+ y _p

_2
􏼢 􏼣

_1/p.

⎛⎝ ⎞⎠≤
f(x) + f(y)

2
. (49)
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If we choose

x � α(t) _× a
_p _+ α(1 − t) _× b

_p
􏼔 􏼕

_1/ _p·

,

y � α(t) _× b
_p _+ α(1 − t) _× a

_p
􏼔 􏼕

_1/ _p·

,

(50)

in (49), then we have

f
a _p _+ b _p

_2
􏼢 􏼣

_1/ _p·

⎛⎝ ⎞⎠≤
f α(t) _× a

_p _+ α(1 − t) _× b
_p

􏼔 􏼕
_1/ _p·

􏼠 􏼡

2
+

f α(t) _× b
_p _+ α(1 − t) _× a

_p
􏼔 􏼕

_1/ _p·

􏼠 􏼡

2
.

(51)

Multiplying both sides of (51) by w([α(t) _× a _p _+ α
(1 − t) _× b _p]

_1/ _p·) and integrating with respect to t over [0, 1],

we get below the inequality:

􏽚
1

0
f

a _p _+ b _p

_2
􏼢 􏼣

_1/ _p·

⎛⎝ ⎞⎠w α(t) _× a
_p _+ α(1 − t) _× b

_p
􏼔 􏼕

_1/ _p·

􏼠 􏼡dt

≤ 􏽚
1

0

f α(t) _× a
_p _+ α(1 − t) _× b

_p
􏼔 􏼕

_1/ _p·

􏼠 􏼡w α(t) _× a
_p _+ α(1 − t) _× b

_p
􏼔 􏼕

_1/ _p·

􏼠 􏼡

2
dt

+ 􏽚
1

0

f α(t) _× b
_p _+ α(1 − t) _× a

_p
􏼔 􏼕

_1/ _p·

􏼠 􏼡w α(t) _× a
_p _+ α(1 − t) _× b

_p
􏼔 􏼕

_1/ _p·

􏼠 􏼡

2
dt,

(52)

f
ap _+ bp

_2
􏼢 􏼣

_1/p·

⎛⎝ ⎞⎠ 􏽚
1

0
(w ∘ α) tα−1

(a)
α−1(p)

+(1 − t)α−1
(b)

α−1(p)
􏼔 􏼕

1/α−1(p)

􏼠 􏼡dt

≤
1
2

􏽚
1

0
(f ∘ α) tα−1

(a)
α−1(p)

+(1 − t)α−1
(b)

α−1(p)
􏼔 􏼕

1/α−1(p)

􏼠 􏼡 ×(w ∘ α) tα−1
(a)

α−1(p)
+(1 − t)α−1

(b)
α−1(p)

􏼔 􏼕
1/α−1(p)

􏼠 􏼡dt

+
1
2

􏽚
1

0
(f ∘ α) tα−1

(b)
α−1(p)

+(1 − t)α−1
(a)

α−1(p)
􏼔 􏼕

1/α−1(p)

􏼠 􏼡 ×(w ∘ α) tα−1
(a)

α−1(p)
+(1 − t)α−1

(b)
α−1(p)

􏼔 􏼕
1/α−1(p)

􏼠 􏼡dt.

(53)

If we take x � [tα− 1(a)α
−1(p) + (1 − t)α− 1(b)α

−1(p)]1/α
−1

(p) in (53), then we can write below the inequality:

f
a _p _+ b _p·

_2
·􏼢 􏼣

_1/ _p·

⎛⎝ ⎞⎠ 􏽚
α−1(b)

α−1(a)

(w ∘ α)(x)

x
1− p

dx≤ 􏽚
α−1(b)

α−1(a)

(f ∘ α)(w ∘ α)(x)

x
1− p

dx. (54)
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So, the proof of the left hand of (31) is completed. Now,
we prove the right hand. We know that the following in-
equality holds:

f α(t) _× a
_p _+ α(1 − t) _× b

_p
􏼔 􏼕

_1/ _p·

􏼠 􏼡

2
+

f α(t) _× b
_p _+ α(1 − t) _× a

_p
􏼔 􏼕

_1/ _p·

􏼠 􏼡

2
≤

f(a) + f(b)

2
.

(55)

Multiplying both sides of (55) by

w α(t) _× a
_p _+ α(1 − t) _× b

_p
􏼔 􏼕

_1/ _p·

􏼠 􏼡, (56)

integrating respect to t over [0, 1] and

x � tα− 1
(a)

α−1(p)
+(1 − t)α− 1

(b)
α−1(p)

􏼔 􏼕
1/α−1(p)

, (57)

changing variables, we have the following inequality:

􏽚
α−1(b)

α−1(a)

(f ∘ α)(w ∘ α)(x)

x
1− p

dx≤
f(a) + f(b)

2
􏽚
α−1(b)

α−1(a)

(w ∘ α)(x)

x
1− p

dx. (58)

So, the proof is completed. □

Corollary 8. If we take α � Id in Teorem 6, then we obtain
the inequality in [36]:

f
ap + bp

2
􏼢 􏼣

1/p
⎛⎝ ⎞⎠≤

p

b
p

− a
p 􏽚

b

a

f(x)

x
1− p

dx≤
f(a) + f(b)

2
.

(59)

Corollary 9. If we take α � exp inTeorem 6, then we obtain
the following inequality:

f [(a + b) lnp]
1/p

􏼐 􏼑 􏽚
lnb

lna

w e
x

( 􏼁

x
1− p

dx≤ 􏽚
lnb

lna

f e
x

( 􏼁w e
x

( 􏼁

x
1− p

dx≤
f(a) + f(b)

2
􏽚
lnb

lna

w e
x

( 􏼁

x
1− p

dx. (60)

Corollary 10. If we take α � Id and w � Id in Teorem 6,
then we obtain the following inequality:

f
ap + bp

2
􏼢 􏼣

1/p
⎛⎝ ⎞⎠≤

p

b
p

− a
p 􏽚

b

a

f(x)

x
1− p

dx≤
f(a) + f(b)

2
.

(61)

Remark 3. In inequality (48), one can see the following
inequalities:

(1) If one takes p � 1 and (w ∘ α)(x) � 1, one has (8).
(2) If one takes p � 1, one has (10).
(3) If one takes p � −1 and (w ∘ α)(x) � 1, one has (27).
(4) If one takes p � −1, one has (24).
(5) If one takes α � Id and p � 1, one has (26).
(6) If one takes α � Id, p � −1 and w(x) � 1, one

has (35).
(7) If one takes α � Id and p � −1, one has (46).

(8) If one takes α � Id and w(x) � 1, one has (3).
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[26] U. Kadak, M. Kirişci, and A. F. Çakmak, “On the classical
paranormed sequence spaces and related duals over the non-
Newtonian complex feld,” Journal of Function Spaces,
vol. 2015, Article ID 416906, 11 pages, 2015.

[27] M. A. Latif, S. S. Dragomir, and E. Momoniat, “Some Fejér
type integral inequalities for geometrically-arithmetically-
convex functions with applications,” Filomat, vol. 32, no. 6,
pp. 2193–2206, 2018.
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[31] İ. İşcan, “Ostrowski type inequalities for p-convex functions,”
New Trends in Mathematical Sciences, vol. 3, pp. 140–150,
2016.
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