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In this article, we develop an unconditionally stable numerical scheme for the modified Fisher–Kolmogorov–Petrovsky–Piscounov (Fisher–KPP) equation modeling population dynamics in two-dimensional space. The Fisher–KPP equation models the process of interaction between reaction and diffusion. The new solution algorithm is based on an alternating direction implicit (ADI) method and an interpolation method so that it is unconditionally stable. The proposed finite difference method is second-order accurate in time and space variables. Therefore, the main purpose of this study is to propose the novel Fisher–KPP equation with a nonlinear growth term and develop an unconditionally stable second-order numerical scheme. The novelty of our method is that it is a numerical method with second-order accuracy using interpolation and ADI methods in two dimensions. We demonstrate the performance of the proposed scheme through computational tests such as convergence and stability tests and the effects of model parameters and initial conditions.

1. Introduction

In this paper, we develop an unconditionally stable difference scheme for the modified Fisher–Kolmogorov–Petrovsky–Piscounov (Fisher–KPP) equation in the two-dimensional (2D) space:

$$\frac{\partial u(x, y, t)}{\partial t} = D \Delta u(x, y, t) + K_{pq} u^p (x, y, t) [1 - u(x, y, t)]^q,$$

(1)

where $u(x, y, t)$ is the population density at $(x, y)$ in 2D domain $\Omega$ and at time $t$. Here $D$, $K_{pq}$, $p$, and $q$ are all positive parameters. Figure 1 visualizes the reaction term, the second term $K_{pq} u^p (1 - u)^q$ on the right side of equation (1), with various values of $p$ and $q$.

To compare the difference depending on various values of $p$ and $q$, we require its integral from 0 to 1 to be unit as shown in the following equation:

$$\int_0^1 K_{pq} u^p (1 - u)^q du = 1,$$

(2)

where

$$K_{pq} = \frac{\Gamma (p + q + 2)}{\Gamma (p + 1) \Gamma (q + 1)}$$

and $\Gamma (z) = \int_0^{\infty} t^{z-1} e^{-t} dt$. (3)

In this paper, unless otherwise stated, we use equation (3) for the value of $K_{pq}$.

The original equation, proposed by Fisher in a 1937 paper [1], is a one-dimensional model which has been studied in various forms. Salako and Shen studied the long time behaviour of random Fisher–KPP equation [2]. Tian et al. studied the Fisher–KPP with diffusion and nonlocal delay [3]. Leyva and Plaza focused on the spectral stability of the degenerate Fisher–KPP equation [4]. They investigated the long time behavior of solutions using numerical simulations. Hernández and Trofimchuk established the uniqueness of monotone wavefronts in the Fisher–KPP equation [5]. The Fisher–KPP equation has also been widely used in mathematical biology. Feng et al. proposed a single species movement model in a ranged boundary using the
Fisher–KPP equation [6]. Warne et al. presented a methodology that can be applied to various biological models, such as cell spreading [7]. In [8, 9], authors proposed entropy-based methods for the Fisher–KPP equation.

The Fisher–KPP equation has been expanded to include multidimensional equations. Roquejoffre and Rousset–Michon studied the asymptotic behaviour as time goes to infinity in two spatial dimensions [10]. Yahayaoui et al. used the 2D Fisher–KPP equation with time-dependent parameters to predict activated or inhibited cell-sheet wound closure [11]. In order to solve the 2D Fisher–KPP equation, Ozdemir et al. developed a three-step ultra-spherical wavelet collocation method which is third-order accurate in time [12]. Their work is based on the Jacobi wavelet collocation method, which Sencer and Cinar developed for the fractional Fisher’s equation [13]. Rui and Zhang studied the Fisher–KPP type time-fractional reaction-diffusion models by combining the separation variable and integral bifurcation methods [14]. Time fractional Fisher–KPP is also studied by [15]. Furthermore, the finite difference method studied in [16] with the time fractional equation is applied in our proposed method. Minors and Dawes studied the dynamics of traveling wave solutions to the 2D Fisher–KPP equation [17]. Palencia analyzed a system including the Fisher–KPP reaction term, linear advection term, and high-order operator [18]. Attempts on three-and higher-order dimensions have also been made by Girardin [19]. Lou and Lu showed that the spreading phenomena in the high-dimensional Fisher–KPP equation converge to the unique positivity state [20]. They showed the uniqueness of the one-dimensional problem and used a different method for the N-dimensional problem. The gradient decay estimate for the solutions of the multidimensional Fisher–KPP equation was studied by Roquejoffre and Tarfulea [21]. They proved that the first and second derivatives of the solution decay exponentially over time. Flandoli et al. studied suitable conditions which can delay the blow-up by multiplicative noise in the three-dimensional Fisher–KPP equation [22]. Multidimensional Fisher–KPP equation was also used in describing a biological reaction-diffusion system. Khater and Alabdali used the nonlinear (2 + 1)-dimensional Fisher–KPP model in population genetics and nematic liquid crystals [23]. McCue et al. studied the porous-Fisher equation and its solutions’ various properties [24]. Oruç solved the 2D Fisher–KPP equation using the Chebyshev wavelet method [25]. Faye and Holzer confirmed the nonlinear asymptotic stability of the critical front of the Fisher–KPP equation [26]. Xu et al. studied the nonlocal dispersal Fisher–KPP equation and considered three issues of spreading speed [27]. Furthermore, the various versions of the Fisher–KPP equation were studied [28–36]. In [28], the author considered the nonlocal diffusive Fisher model. They studied the problem of sudden jump points in a model. The authors in [29] considered a Fisher–KPP equation for the evolution of the spatial density of a single population. In [30], the authors considered the time fractional nonlinear KPP equation to investigate a mathematical biological model. They showed the condition of the existence and uniqueness of the governing equation. In addition, the numerical experiments showed practical solutions.

The main purpose of this study is to propose the novel Fisher–KPP equation with a nonlinear growth term and develop an unconditionally stable second-order numerical scheme. An important motivation for the proposed numerical scheme is to propose an operator splitting method (OSM) with second-order accuracy in both space and time using the interpolation method for the modified Fisher–KPP equation. The OSM has many advantages, such as reducing multidimensional problems to one-dimensional problems, simplifying problems, making unconditional schemes because they preserve order accuracy in time, and speeding up computations for some complex problems [37].

The paper is organized in the following way. In Section 2, we propose the numerical solution algorithm for the 2D Fisher–KPP equation. We present computational tests to confirm the effect of parameters, stability, and convergence of the proposed method in Section 3. In Section 4, the conclusion is given.

2. Numerical Solution Algorithm

We consider a 2D domain $\Omega = (L_x, R_x) \times (L_y, R_y)$ with an $N_x \times N_y$ grid to numerically solve equation (1). Let $h = (R_x - L_x)/N_x = (R_y - L_y)/N_y$ be the uniform spatial mesh size, $\Delta t$ be time step, $u^n_i$ be an approximation of $u(x_i, y_j, t_n)$ at cell centers of the grid, where $x_i = L_x + (i - 0.5)h$ for $i = 1, 2, \ldots, N_x$, $y_j = L_y + (j - 0.5)h$ for $j = 1, 2, \ldots, N_y$, and $t_n = n\Delta t$. Let $\mathcal{L}(u(x, t)) = D\Delta u(x, t)$ be linear operator, $\mathcal{N}(u(x, t)) = K_{pq} u^p (1 - u)^q$ be nonlinear operator, and $x = (x, y)$ in 2D domain $\Omega$. Thus, equation (1) can be written as follows:

$$
\frac{\partial u(x, t)}{\partial t} = \mathcal{L}(u(x, t)) + \mathcal{N}(u(x, t)).
$$

To solve equation (4), we used the OSM [38]. The idea of OSM is to divide the operator of the system into simpler operators. Each operator can also be divided into fractional time steps. We divided the linear operator into two time
steps, each progressing only a half time step $\Delta t/2$, whereas the nonlinear operator moves one full time step $\Delta t$. This makes our method be a second-order OSM. More specifically, we numerically solve equation (5) with $u_1(x, 0) = u(x, n\Delta t)$ to get $u_1(x, \Delta t/2)$.

$$\frac{\partial u_1(x, t)}{\partial t} = \mathcal{L}(u_1(x, t)).$$

(5)

Using $u_1(x, \Delta t/2)$, we numerically solve equation (6) with $u_2(x, 0) = u_1(x, \Delta t/2)$ to get $u_2(x, \Delta t)$.

$$\frac{\partial u_2(x, t)}{\partial t} = \mathcal{N}(u_2(x, t)).$$

(6)

Using $u_2(x, \Delta t)$, we numerically solve equation (7) with $u_3(x, 0) = u_2(x, \Delta t)$ to get $u_3(x, \Delta t/2)$.

$$\frac{\partial u_3(x, t)}{\partial t} = \mathcal{L}(u_3(x, t)).$$

(7)

Finally, we set $u(x, (n + 1)\Delta t) = u_3(x, \Delta t/2)$. The full scheme is as follows:

$$u(x, (n + 1)\Delta t) = \left(\mathcal{L}^{\Delta t/2} \circ \mathcal{N} \circ \mathcal{L}^{\Delta t/2}\right)u(x, n\Delta t).$$

(8)

Equations (5) and (7) can be solved using the alternating directions implicit (ADI) finite difference method [39]. Now, we introduce the ADI method. The ADI method solves an equation by dividing a time step into two stages. Here, each stage treats only one operator implicitly and uses a half time step. We solve the equation with each standard space direction. The equation is first implicitly solved with respect to $x$ and then implicitly solved with respect to $y$ in 2D. For simplicity, we denote $u_1$ and $u_2$ by $u$.

$$\frac{u^*_{ij} - u^n_{ij}}{\Delta t/2} = \mathcal{L}^x_{\text{ADI}} u^*_{ij},$$

(9)

$$\frac{u^{**}_{ij} - u^*_{ij}}{\Delta t/2} = \mathcal{L}^y_{\text{ADI}} u^{**}_{ij},$$

(10)

with discrete difference operators $\mathcal{L}^x_{\text{ADI}}$ and $\mathcal{L}^y_{\text{ADI}}$ defined by

$$\mathcal{L}^x_{\text{ADI}} u_{ij}^* = \frac{D u^*_{i+1,j} - 2u^*_{ij} + u^*_{i-1,j}}{h^2} + \frac{D u^n_{i+1,j} - 2u^n_{ij} + u^n_{i-1,j}}{h^2},$$

$$\mathcal{L}^y_{\text{ADI}} u_{ij}^{**} = \frac{D u^{**}_{i,j+1} - 2u^{**}_{ij} + u^{**}_{i,j-1}}{h^2} + \frac{D u^*_{i,j+1} - 2u^*_{ij} + u^*_{i,j-1}}{h^2}.$$

(11)

Adding equations (9) and (10), we get the following equation:

$$\frac{u^{**}_{ij} - u^n_{ij}}{\Delta t/2} = \mathcal{L}^x_{\text{ADI}} u^*_{ij} + \mathcal{L}^y_{\text{ADI}} u^{**}_{ij}.$$
calculate $u_{ij}^{0}$ using the piecewise linear interpolation as follows:

$$u_{ij}^{0} = \frac{I_{s} + I_{x+1} - I_{x}s}{I_{s} + I_{x+1} - I_{x}s} \Phi_s(y) + \frac{I_{x} - I_{x+1}}{I_{x} + I_{x+1} - I_{x}s} \Phi_{x+1}(y),$$  \hspace{1cm} (19)$$

where $I_{s} \leq u_{ij}^{0} \leq I_{x+1}$ for some $s$. As abovementioned, $u_{ij}^{0}$ is $u_{ij}^{0}(x, y, t)$ and $u_{ij}^{0}$ is $u_{ij}^{0}(x, y, t)$. Finally, we can get $u_{ij}^{0}(x, y, t)$ using the ADI method and $u_{ij}^{0}(x, y, t)$. We illustrated $u_{ij}^{0}$ schematically in Figure 4.

The stability and convergence of the proposed method are as follows. The proposed algorithm consists of the three steps, i.e., equations (5)–(7). In the first step, equation (5) is the two-dimensional partial differential equation.

\[
\text{Algorithm 1: ADI.}
\]

\[
\frac{\partial u(x, y, t)}{\partial t} = \frac{\partial^2 u(x, y, t)}{\partial x^2} + \frac{\partial^2 u(x, y, t)}{\partial y^2},
\]

which is numerically solved in equations (9) and (10) by using the Peaceman–Rachford (PR) ADI method [39]. This ADI scheme was proved unconditionally stable in [39]. In the second step, equation (6) is the nonlinear equation as follows:

\[
\frac{\partial u(x, y, t)}{\partial t} = K_{pq} u^p(x, y, t)[1 - u(x, y, t)]^q,
\]

which is solved using the interpolation. Its numerical solution, given by equation (19), is unconditionally stable from the construction of the scheme. In the third step, equation (7) is the same to equation (5). The numerical solution for
the third step is also unconditionally stable. Therefore, the proposed numerical scheme is unconditionally stable because all substeps are unconditionally stable.

Next, we consider the convergence of the proposed method. In the first and third steps, the ADI scheme is temporally and spatially second-order accurate, as proved in [39]. Due to the property of time subcycling in the second step, we can make the scheme second-order accurate. As described in [43], the full scheme (8) is temporally and spatially second-order accurate.

In this study, for the sake of presentation, we presented the proposed method in rectangular space domains discretized with Cartesian meshes and uniform discretization of the time interval. If complex space domains are used, then it is better to use other methods such as the multigrid method [44] for the heat equation part. For a more efficient method, we may use the adaptive time step method.

3. Computational Tests

3.1. Convergence Tests. We use the initial condition of equation (1) in \( \Omega = (-20, 20) \times (-20, 20) \) with \( D = K_{pq} = p = q = 1 \) as follows:

\[
  u(x, y, 0) = \left[ \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{x}{2\sqrt{6}} \right) \right]^2. \tag{22}
\]

The exact solution is given in [41]:

\[
  u(x, y, t) = \left[ \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{x}{2\sqrt{6}} - \frac{5t}{12} \right) \right]^2. \tag{23}
\]

Figure 5 shows \( u(x, y, 0) \) (gray color) and \( u(x, y, 4) \) (transparent color).
We list the $l_2$-norm error between the proposed numerical and exact solutions, and the convergence rate of the numerical results of increasing $N_t$ values with fixed final time $T = 4$ and $N_x = N_y = 2^8$ in Table 1. (i.e., Rate $(N_t, 2N_t) = \log(\text{Error}(N_t)/\text{Error}(2N_t))/\log(2)$). Here, $l_2$-norm error is defined as follows:

\[
\text{Error}(N_t) = \sqrt{\int_0^T \int_0^T \left( u^{2}(x, y, t) - u^{2}_{\text{exact}}(x, y, t) \right)^2 dt dt}
\]
\[ (l_2\text{-norm error}) = \sqrt{\frac{1}{N_x N_y} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} (u_{ij}^\text{exact} - u_{ij})^2}, \tag{24} \]

where \( u_{ij}^\text{exact} \) is the exact solution of \( u \). Therefore, we can confirm that the computational method is second-order accurate in time.

We list the \( l_2 \)-norm error between the proposed numerical and exact solutions, and the convergence rate of the numerical results of increasing \( N_x \times N_y \) values with fixed final time \( T = 4 \) and \( N_t = 2^{15} \) in Table 2. (i.e., Rate \((N_x \times N_y, 2N_x \times 2N_y) = \log(\text{Error} (N_x \times N_y)/\text{Error}(2N_x \times 2N_y))/\log(2))\). Therefore, we can confirm that the computational method is second-order accurate in space.

Tables 1 and 2 provide CPU times calculated using an Intel(R) Core(TM) i9-13900K 3.00 GHz processor for each experiment.

### 3.2. Stability Test

We perform that the proposed method is unconditionally stable. We use the initial condition (22) to check whether the proposed scheme is stable on \( \Omega = (-20, 80) \times (-0.5, 0.5) \). The parameters are \( N_x = 1000, N_y = 10 \), and \( T = 30 \). We examine three different time steps \( \Delta t = 0.01, 0.1, \) and 1. In Figure 6, for \( \Delta t = 0.01 \), it is confirmed that the result overlaps with the exact solution equation (23). The solution does not blow up for \( \Delta t = 1 \).

### 3.3. D Effects

We simulate the computational test to observe the effect of the diffusion coefficient \( D \). The initial conditions are as follows:

\[ u(x, y, 0) = 0.2 \cos(2\pi x) \cos(2\pi y) + C, \tag{25} \]

where \( C \) is constant, \( N_x = N_y = 100, T = 0.4, \Delta t = 0.01, \) and \( p = q = 1 \) on \( \Omega = (0, 1) \times (0, 1) \). Figure 7 shows the effect of diffusion coefficient \( D \) with (a) \( C = 0.25 \), (b) \( C = 0.5 \), and (c) \( C = 0.75 \). From the top to bottom rows, initial condition (24), result with \( D = 0.001 \), result with \( D = 0.1 \), and temporal evolution of total mass \( M \) are shown. We can observe that the case of \( D = 0.1 \) flattened faster than the case of \( D = 0.001 \). With \( C = 0.25 \), as shown in Figure 7(a), the temporal evolution of the total mass is greater with \( D = 0.1 \) than \( D = 0.001 \).

### 3.4. p and q Effects

We investigate the effect of \( p \) and \( q \) values with the following initial condition on \( \Omega = (0, 1) \times (0, 1) \):

\[ u(x, y, 0) = 0.45 \cos(2\pi x) \cos(2\pi y) + 0.5. \tag{26} \]

We also calculate and observe \( M \), defined as the total mass. The parameters are \( N_x = N_y = 100, \Delta t = 0.01, \) and \( D = 0.001 \). Here, a small diffusion coefficient \( D \) is used to minimize the diffusion term effect and make the nonlinear term dominant in equation (1). This section is divided into two parts: \( p = q \) and \( p \neq q \).

#### 3.4.1. \( p = q \)

For \( p = q \), Figure 8 shows the profiles of \( K_{pq} u^p (1 - u)^q \) with \( p = q = 1, 2, 5, \) and 10. As the values of \( p \) and \( q \) increase, the curve of \( K_{pq} u^p (1 - u)^q \) becomes narrower around \( u = 0.5 \).

In Figure 9, (a) is the initial condition (25), and (b) is the temporal evolution of each total mass \( M \) with \( p = q = 1 \) (solid line) and \( p = q = 10 \) (dashed line). We can observe the reversion of the total mass as time evolves. In early times, the total mass with \( p = q = 10 \) is larger, however, later the total mass with \( p = q = 1 \) is larger. (c) and (d) are profiles of \( u(x, y, t) \) with \( p = q = 1 \) and \( p = q = 10 \), respectively. (e) is the subtraction (d) from (c). Here, the gray plane is the plane where \( z = 0 \). From the left to right column, \( t = 0.05, 0.1, \) and 1.5, respectively. As shown in Figure 9(e), we can observe that in the case of \( p = q = 1 \), the small concentration of mass grows faster than the other case.

#### 3.4.2. \( p \neq q \)

In Figure 10, (a) is the initial condition (25), (b) is the temporal evolution of each total mass \( M \) with \( p = 1, q = 9 \) (dashed line); \( p = q = 5 \) (solid line); and \( p = 9, q = 1 \) (dotted line). We can observe different increases of the total mass as time evolves. (c), (d), and (e) are profiles of \( u(x, y, t) \) with \( p = 1, q = 9 \); \( p = q = 5 \); and \( p = 9, q = 1 \), respectively. From left to right column, \( t = 0.2, 0.4, \) and 0.6, respectively.

### 3.5. Evolution of Numerical Solution

Next, we consider the effect of initial configuration on the evolution. We use three different initial conditions on \( \Omega = (-1.2, 1.2) \times (-1.2, 1.2) \):

\[ u(x, y, 0) = \begin{cases} 0.2, & \text{if } -0.57 \leq x \leq 0.61, \\ 0, & \text{otherwise}, \end{cases} \tag{27} \]

\[ u(x, y, 0) = \begin{cases} 0.2, & \text{if } -0.97 + 0.8k \leq x \leq -0.59 + 0.8k \text{ for } k = 0, 1, 2, \\ 0, & \text{otherwise}, \end{cases} \tag{28} \]

\[ u(x, y, 0) = \begin{cases} 0.2, & \text{if } -1.07 + 0.4k \leq x \leq -0.89 + 0.4k \text{ for } k = 0, \ldots, 5, \\ 0, & \text{otherwise}. \end{cases} \tag{29} \]
Figure 6: Numerical solutions using $\Delta t = 0.01, 0.1, 1$, and exact solution.

Figure 7: Effect of diffusion coefficient $D$: (a) $C = 0.25$, (b) $C = 0.5$, and (c) $C = 0.75$. From to bottom rows, initial condition (24), result with $D = 0.001$, result with $D = 0.1$, and temporal evolution of total mass.
Figure 8: Profiles of $K_{pq}u^p(1-u)^q$ with $p = q = 1, 2, 5, \text{ and } 10$. 

Figure 9: Continued.
Figure 9: (a) Initial condition ($t = 0$). (b) Temporal evolution of each total mass with $p = q = 1$ (solid line) and $p = q = 10$ (dashed line). Configurations of $u(x, y, t)$ with (c) $p = q = 1$ and (d) $p = q = 10$. (e) Subtraction (d) from (c). From left to right column, $t = 0.05, 0.1,$ and $1.5$, respectively.

Figure 10: Continued.
Figure 10: (a) Initial condition \( (t = 0) \). (b) Temporal evolution of each total mass with \( p = 1, q = 9 \) (dashed line); \( p = q = 5 \) (solid line); and \( p = 9, q = 1 \) (dotted line). Configurations of \( u(x, y, t) \) with (c) \( p = 1, q = 9 \); (d) \( p = q = 5 \); and (e) \( p = 9, q = 1 \). From left to right column, \( t = 0.2, 0.4, \) and \( 0.6 \), respectively.

Figure 11: Continued.
Here, $p = q = 5$, $D = 0.05$, $N_x = N_y = 120$, $\Delta t = 0.05$, and final time $T = 1.2$ are used. In Figure 11, (a)–(c) are the evolutions of initial conditions equations (26)–(28), respectively. From left to right, times are at $t = 0, 60\Delta t$, and $120\Delta t$. (d) is the temporal evolution of total mass: (a) solid line, (b) dashed line, and (c) dotted line. In Figure 11(a), the solution of equation (27) grows faster than equations (28) and (29) at first. However, the solution grows more slowly than that of equation (28) over time. In Figure 11(b), it can be seen that the solution grows rapidly after evolution has progressed to some extent.

3.6. Traveling Wave Solution. Finally, we investigate the traveling wave solution for various $p$ and $q$ values. We use the following initial condition on the $\Omega = (-20, 80) \times (-2, 2)$:

$$u(x, y, 0) = \left[\frac{1}{2} - \frac{1}{2} \tanh \left( \frac{x}{2\sqrt{6}} \right) \right]^2.$$  \hspace{1cm} (30)

The parameters are $N_x = 1000$, $N_y = 40$, $T = 8$, $\Delta t = 0.01$, and $D = 1$. Figure 12 shows the initial condition and final time solutions with different $p$ and $q$ values. We can observe the sharp transition layer as the values of $p$ and $q$ increase because of the narrow curve shape of the nonlinear term in the governing equation.

The wave speed of traveling wave solution is calculated and compared with the exact solution. For comparison with the exact solution of the traveling wave solution, we consider the case $p = q = 1$. The exact solution of traveling wave solution is as follows:

$$u(x, y, t) = \left[\frac{1}{2} - \frac{1}{2} \tanh \left( \frac{1}{2\sqrt{6}} \left( x - \frac{5t}{\sqrt{6}} \right) \right) \right]^2,$$  \hspace{1cm} (31)

with the wave speed $s = 5/\sqrt{6}$. In order to numerically obtain the wave speed, the numerical solution is obtained when $t = 10$ in the domain $\Omega = (-20, 40) \times (-0.5, 0.5)$ to obtain the wave speed. The parameters used are $h = 0.025$ and $\Delta t = h^2$. The numerical wave speed is 2.0407 and when compared
with $s$, the difference is $4.9975e-4$, which confirms that the numerical wave speed is appropriate.

4. Discussion and Conclusions

In this article, we developed an unconditionally stable computational scheme for the modified Fisher–KPP equation modeling population dynamics in 2D space. The Fisher–KPP equation models the process of interaction between reaction and diffusion. The proposed novel numerical solution algorithm consists of an ADI scheme and an interpolation method. The proposed numerical scheme is temporally and spatially second-order accurate. We confirmed the performance of the proposed method through numerical tests such as convergence and stability tests and the effects of model parameters and initial conditions. In future work, we use a second-order unconditionally energy stable time-marching scheme [45] to solve the Fisher–KPP equation.
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