
Research Article
Global Existence andDecayingRates of the Strong Solution for the
Boussinesq System

Lu Wang , Shuokai Yan , and Qinghua Zhang

School of Sciences, Nantong University, 6 Seyuan Road, Nantong 226019, Jiangsu, China

Correspondence should be addressed to Qinghua Zhang; zhangqh1971@126.com

Received 17 February 2023; Revised 11 May 2023; Accepted 5 August 2023; Published 31 August 2023

Academic Editor: Qingkai Zhao

Copyright © 2023 Lu Wang et al. Tis is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Tis paper focuses on the global existence and time-decay rates of the strong solution for the Boussinesq system with full viscosity
in Rn for n≥ 3. Under the initial assumption of (θ0, u0) ∈ Ln/3 × Ln with a small norm, and n> 3 or n � 3 and θ0 ∈ Lr0 for some
r0 > 1, global existence and uniqueness of the strong solution (θ, u) for the Boussinesq system is established. Tis solution is
proven to obey the following estimates: ‖θ(t)‖r ≤Ct− (3− n/p)/2 for n/3≤p<∞, ‖u(t)‖p ≤Ct− (1− n/q)/2 for n≤ q≤∞,
‖∇θ(t)‖p ≤Ct− (3− n/p)/2− 1/2 and ‖∇2θ(t)‖p � O(t− n(1/r− 1/p)/2− 1) as t⟶∞ for r≤p< n/2, and ‖∇u(t)‖q ≤Ct− (1− n/q)/2− 1/2 and
‖∇2u(t)‖q � O(t− n(1/r− 1/q)/2− 1) as t⟶∞ for n≤ q< 2n, where r � n/3 if n> 3 and 1< r< min r0, n/2􏼈 􏼉 if n � 3.

1. Introduction

Tis paper investigated the global existence, uniqueness, and
time-decay rates of the strong solution for the Boussinesq
system in Rn (n≥ 3) as follows:

ztθ − ]Δθ + u · ∇θ � 0, t> 0, x ∈ Rn;

ztu − μΔu + u · ∇u + ∇π � κθen, t> 0, x ∈ Rn;

∇ · u � 0, t> 0, x ∈ Rn;

θ(0, x) � θ0(x), u(0, x) � u0(x), x ∈ Rn
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

Here, the unknown vector-valued function
u(x, t) � (u1(x, t), u2(x, t), . . . , un(x, t)) represents the ve-
locity of the fow of a fuid, while the unknown scalar
functions θ(x, t) and π(x, t) represent their temperature and
inner pressure at the place x ∈ Rn and time t> 0. Moreover,
θ0(x) and u0(x) denote the initial temperature and initial
velocity, respectively.

Te Boussinesq system is a simplifed model to simulate
the motion of the ocean or the atmosphere. By the Bous-
sinesq approximation, we can neglect the variation of the
density of the fuid but the var biation of temperature, which
causes a vortex buoyancy force κθen in the system, where
en � (0, . . . , 0, 1) denotes the unit vertical vector. Tere are

three physical constants associated with the fuid: κ> 0 is the
proportion coefcient, μ> 0 is the viscous index of the fuid,
and ]> 0 is the thermal confusion number. For the sake of
simplicity, by means of rescaling of the unknowns, we always
assume that κ � 1.

Evidently, if θ � 0, then system (1) reduces to the
standard incompressible Navier–Stokes equations. Tis
means that the classical theory for the Navier–Stokes
equations may be extended to the Boussinesq system.
Danchin and Paicu [1] and Cannon and DiBenedetto [2]
showed that if the initial data (θ0, u0) of both lie in the
energy space L2(Rn), then the Boussinesq system (1) permits
a global weak solution (θ, u) lying in

C [0,∞), L
2

􏼐 􏼑 × L
∞
loc 0,∞; L

2
􏼐 􏼑∩L

2
loc 0,∞; H

1
􏼐 􏼑􏼐 􏼑. (2)

Tis is an extension of the results for the Leray–Hopf
weak solutions of the Navier–Stokes equations (cf. [3]).
Brandolese and Schonbek [4] and Han [5] investigated the
time-decay property of the weak solutions of (1) in L2 space
under the extra assumption θ0 ∈ L1.

Danchin and Paicu [6] readdressed the global existence
of the weak solutions for (1) with a partial viscosity (] � 0)

under the initial conditions: θ0 ∈ Ln/3,∞ ∩Lp0 ,∞, u0 ∈ Ln,∞,
and
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θ0
����

����Ln/3,∞ + ‖u‖Ln,∞ ≤ cμ, (3)

for some sufcient small constant c> 0, where

p0 >
3
2

, if n � 3,

p0 >
4
3
, if n � 4,

p0 ≥
n

3
, if n≥ 5,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

and Lr,∞ � (L1, L∞)1− 1/r,∞ is the real interpolation space
between L1 and L∞ (refer to [1], §7.24]), especially L1,∞ � L1

and Lr,∞ � Lr
w for 1< r<∞, called the Lorenz space. Sokrani

[7] andWang et al. [8] focused on the global posedness of the
3-D Boussinesq system with the application of axisymmetric
data and spherical coordinates, respectively.

As for the strong solvability of the Boussinesq system, the
authors of reference [1] proved that if the initial temperature
is θ0 ∈ _B

0
n,1 ∩ Ln/3 and u0 ∈ _B

n/p− 1
p,1 ∩ Ln,∞ for some p≥ n with

the condition

μ− 1 θ0
����

����Ln/3 +‖u‖Ln,∞ ≤ cμ, (5)

for c> 0 that is small enough, then system (1) with partial
viscosity has a unique and globally existing strong solution.

(θ, u) ∈ C [0,∞); _B
0
n,1􏼒 􏼓 × C [0,∞); _B

n/p− 1
p,1􏼒 􏼓∩L

1
loc 0,∞; _B

n/p+1
n,1􏼒 􏼓􏼒 􏼓, (6)

where _B
s

p,r denotes the homogeneous Besov space (cf. [[2],
§2.3]). A similar result was obtained in [4] for (1) with full
viscosity and n � 3. It was proved that under the initial
assumption

θ0
����

����L1 + θ0
����

����L∞ R3 ,|x|3dx( ) + u0
����

����L∞ R3 ,|x|dx( )≤ ε, (7)

for some sufciently small number of ε> 0, system (1) has
a unique strong solution of (θ, u) in the space

L
∞ 0,∞; L

1
􏼐 􏼑∩L

∞
(0,∞) × R

3
; (

�
t

√
+ |x|)

3
dtdx􏼐 􏼑􏼐 􏼑 × L

∞
(0,∞) × R

3
; (

�
t

√
+|x|)dtdx􏼐 􏼑. (8)

Considering that the associated function spaces are in-
variant under the following scaling transformation:

θ(x, t)⟼ λ3θ λx, λ2t􏼐 􏼑, u(x, t)⟼ λu λx, λ2t􏼐 􏼑,

θ0(x)⟼ λ3θ0(λx), u0(x)⟼ λu0(λx),
(9)

respectively, the initial spaces Ln/3, L∞(R3, |x|3dx) and Ln,
_B
n/p− 1
p,1 , and L∞(R3, |x|dx) are called critical. In this sense,

results obtained in [1, 4] can be viewed as the extensions of
those in [9–11] for the Navier–Stokes equations, where the
critical space _H

1/2 or Ln for the initial velocity was employed.
Tis paper also addresses the global solvability of the

Boussinesq system (1) with full viscosity. Motivated by
[1, 4, 6], we frst establish the existence and uniqueness of
results for the global integral solution of (1) under the
hypothesis (θ0, u0) ∈ Ln/3 × Ln, and

θ0
����

����Ln/3 +‖u‖Ln ≤ ε, (10)

for some ε> 0 that is small enough. Compared to the lit-
erature, though the initial space Ln for u0 is stronger than
Ln,∞, the initial assumption θ0 ∈ Ln/3 is much cheaper.

By using the smoothing action of the heat semigroup etΔ

on Lp spaces for all p≥ 1, and the estimates of the operators
etΔP, etΔ∇, and etΔP∇, this paper also describes the higher
regularity of the weak solution. We will show that under the
additional condition

n> 3, or n � 3 and θ0 ∈ L
r0 for some r0 > 1. (11)

Te global integral solution of (1) has enough regularity
to become a strong solution. Compared with [1, 4, 8], here,
the extra assumption θ0 ∈ _B

0
n,1, L∞(R3, |x|3dx) or H2 is

replaced with a simpler one. Noticing that there is no any
other restriction on the lower bounds of r0, compared with
(4), it gives a partial answer to [6] for the minimal conditions
to guarantee the solvability of (1) in the case n � 3. In ad-
dition, time-decay properties of the higher order norms of
the strong solution are also investigated in this paper.

To end this section, we give an outline of the paper.
Preliminaries and main results are stated in Section 2.
Section 3 is devoted to the proof of the existence and
uniqueness of the weak and strong solution of the Boussi-
nesq system with full viscosity, together with the estimates
for the solution and its gradient. In Section 4, time-decaying
properties of the temporal and higher-order spatial norms of
the strong solution are presented.

2. Preliminaries and Main Results

For 1≤p≤∞ and α> 0, let Lp and Wα,p be the usual
Lebesgue and Sobolev space of scalar- or vector-valued
functions defned on Rn with the norm denoted by ‖·‖p

and ‖·‖α,p, respectively. Let C∞0 be the collection of all scalar-
or vector-valued functions whose components are smooth
with compact supports, C∞0,σ be its subset containing all the
divergence free vector felds, and let L

p
σ be the completion of

C∞0,σ in the space Lp for 1<p<∞. We use P to denote the
Helmholtz projection from Lp onto L

p
σ defned by
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I + ∇(− Δ)− 1div. We also use C to denote a universal positive
constant which may change from line to line, but does not
depend on the involved functions.

It is observed that every classical solution (θ, u) to (1)
solves the following system of integral equations:

θ(t) � e
t]Δθ0 − 􏽚

t

0
e

(t− τ)]Δdiv(θ(τ)u(τ))dτ,

u(t) � e
tμΔ

u0 − 􏽚
t

0
e

(t− τ)μΔ
Pdiv(u(τ)⊗ u(τ))dτ

+ 􏽚
t

0
e

(t− τ)μΔ
P θ(τ)en( 􏼁dτ.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

To deal with system (12), let us introduce some function
spaces with temporal weights. Suppose that α> 0 and X is
a Banach space, then we defne the equation as

L
∞
α (0,∞; X) � f ∈ L

∞
loc(0,∞; X): ‖f‖L∞α (X) ≔ esssup

t>0
t
α
‖f(t)‖X <∞􏼨 􏼩,

Cα((0,∞), X) � f ∈ C((0,∞), X): ‖f‖Cα(X) ≔ sup
t>0

t
α
‖f(t)‖X <∞􏼨 􏼩,

Cα,0((0,∞), X) � f ∈ Cα((0,∞), X): lim
t⟶0

t
α
‖f(t)‖X � 0􏼚 􏼛.

(13)

For the sake of convenience, in the following discus-
sions, kernels of the operators et]Δ, etμΔP, et]Δ∇, and etμΔP∇
are denoted by G](x, t), 􏽥Gμ(x, t), K](x, t), and 􏽥Kμ(x, t),
respectively, where G](x, t) � (4π]t)− n/2 exp − |x|2/4]t􏽮 􏽯 is
the Gaussian kernel, and others are vector-valued functions
associated with G](x, t) or Gμ(x, t). Tere are some esti-
mates for these kernels for 1≤p≤∞ and t> 0 (refer to [4])
referred to as

G](t)
����

����p
≤C(]t)

− n/2p′
, K](t)
����

����p
≤C(]t)

− n/2p′− 1/2
, (14)

and

􏽥Gμ(t)
�����

�����p
≤C(μt)

− n/2p′
(p> 1), 􏽥Kμ(t)

�����

�����p
≤C(μt)

− n/2p′− 1/2
,

(15)

where C � C(n, p)> 0 and p′ is the conjugate number of p,
i.e., 1/p + 1/p′ � 1.

As a direct consequence of (14), it follows that for
1≤p≤ q≤∞, there is a constant C � C(n, p, q)> 0 such that

e
t]Δ

f
����

����q
≤C(]t)

− n(1/p− 1/q)/2
‖f‖p. (16)

Remark 1. By the boundedness and diferentiability of the
heat semigroup et]Δ on Lp, we assert that for all f ∈ Lp and
for all k≥ 1, we have

e
t]Δ

f ∈ Cb [0,∞), L
p

( 􏼁∩C (0,∞), W
k,p

􏼐 􏼑∩C
∞

(0,∞), L
p

( 􏼁,

(17)

where Cb ([0,∞), X) denotes the space of all continuous and
bounded X− valued functions on [0,∞).

Furthermore, for q>p, by the density of Lp ∩ Lq in Lp,
we can check that et]Δf ∈ C((0,∞), Lq), and in addition to
(16), it holds that

lim
t⟶0

t
n(1/p− 1/q)/2

e
t]Δ

f
����

����q
� 0. (18)

In other words, et]Δf ∈ Cn(1/p− 1/q)/2,0((0,∞), Lq).
Given that 0< c≤ 1, we consider the fractional power of

negative Laplacian with the index c defned by (cf. [12])

(− Δ)c
f(x) � C(c, n) P.V.􏽚

Rn

f(x) − f(y)

|x − y|
n+2c

dy. (19)

If 1<p≤ q<∞, then there is a corresponding constant
C � C(n, c, p, q)> 0 such that

(− Δ)c
e

tΔ
f

����
����q
≤Ct

− c− n(1/p− 1/q)/2
‖f‖p, (20)

for 0≤ c≤ 1 and for a constant C � C(n, c, δ, q)> 0 such that

(− Δ)c
I − e

tΔ
􏼐 􏼑u

�����

�����q
≤Ct

δ− c
(− Δ)δu

�����

�����q
, (21)

for all u ∈W2δ,q and 0≤ c< δ ≤ 1 (refer to [9, 11]), where
(− Δ)0 :� I naturally.

Te following lemma plays an important role in checking
the continuity of a function in Lq space.

Lemma 2. Assume that 1≤pi, q, ri <∞ such that
1 + 1/q � 1/ri + 1/pi, and αi � n/2ri

′ + (i − 1)/2 ∈ (0, 1) and
1 − αi ≤ βi < 1 for i � 1, 2. Given a scalar feld f1, two vector
felds f2 and 􏽥f1 and a tensor feld 􏽥f2 lying in L∞βi

(0,∞; Lpi )

verifes that

fi(t)
����

����pi
, 􏽥fi(t)
����

����pi
� o t

− βi􏼐 􏼑 as t⟶ 0, (22)
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where p1, r1 > 1 for 􏽥f1, and let

F1(t) � 􏽚
t

0
e

(t− τ)]Δ
f1(τ)dτ, F2(t) � 􏽚

t

0
e

(t− τ)]Δdivf2(τ)dτ,

􏽥F1(t) � 􏽚
t

0
e

(t− τ)]Δ
P􏽥f1(τ)dτ, 􏽥F2(t) � 􏽚

t

0
e

(t− τ)]Δ
Pdiv􏽥f2(τ)dτ.

(23)

Ten, the following conclusions hold true:

(i) If αi + βi � 1, then Fi, 􏽥Fi ∈ Cb([0,∞), Lq), and
Fi(0) � 0, 􏽥Fi(0) � 0

(ii) If αi + βi > 1, then Fi,
􏽥Fi ∈ Cαi+βi − 1,0(0,∞; Lq)

Te derivation of the estimates for ‖Fi(t)‖q and ‖􏽥Fi(t)‖q

is left in the proof of Teorem 4 with concrete exponents.
Verifcation of the continuity of ‖F2(t)‖1 with respect to t> 0
is performed in the proof of ([13], Lemma 2.5), and others
can be made in a much similar way, so we omit the whole
reasoning process here.

Lemma 3 (see [4]). Suppose that 􏽢X and 􏽢Y are two Banach
spaces, B1:

􏽢X × 􏽢X⟶ 􏽢X and B2:
􏽢Y × 􏽢X⟶ 􏽢Y are two bi-

linear operators, and L: 􏽢Y⟶ 􏽢X is a linear operator, then
corresponding to these operators there are three constants
ki > 0, i � 1, 2, 3 such that

B1(u, v)
����

����X̂
≤ k1‖u‖X̂‖v‖X̂, B2(θ, u)

����
����Ŷ
≤ k2‖θ‖Ŷ‖u‖X̂,

‖L(θ)‖X̂ ≤ k3‖θ‖Ŷ.

(24)

Ten, for any 􏽢θ0 ∈􏽢Y and 􏽢u0 ∈ 􏽢X, if

2k3
􏽢θ0

����
����􏽢Y

+ 􏽢u0
����

����􏽢X
≤

k1

4 2k1 + k2( 􏼁
2 , (25)

then, the following equation system

θ � 􏽢θ0 + B2(θ, u),

u � 􏽢u0 + B1(u, u) + L(θ),

⎧⎨

⎩ (26)

has a unique solution (θ, u) ∈􏽢Y × 􏽢X which verifes that

2k3‖θ‖􏽢Y
+‖u‖􏽢X
≤

k1

2k1 + k2( 􏼁
2 . (27)

We now present the main results of the paper.

Theorem 4. Tere is a small number ε � ε(λ, μ)> 0 and
a constant C � C(λ, μ)≥ 1 such that for all (θ0, u0) ∈ Ln/3 ×

Ln
σ with the restriction (10), system (12) has a unique global

solution (θ, u) fulflling the equation that follows:

θ ∈ Cb [0,∞), L
n/3

􏼐 􏼑∩C (0,∞), L
p

( 􏼁 for n/3<p≤ n/2,

u ∈ Cb [0,∞), L
n
σ( 􏼁∩C (0,∞), L

q
( 􏼁 for n< q≤ 2n,

(28)

and

‖θ(t)‖n/3 +‖u(t)‖n ≤Cε, t≥ 0,

(29)

‖θ(t)‖p ≤Cεt− (3− n/p)/2
, ‖u(t)‖q

≤Cεt− (1− n/q)/2
, t> 0.

(30)

Here, Cb([0,∞), Ln/3) � C([0,∞), Ln/3)∩L∞ (0,∞;

Ln/3) endowed with the norm ‖·‖L∞(Ln/3).

Remark 5. It is easy to check that every solution (θ, u) of
system (12) verifes the following integral equations:

􏽚
T

0
􏽚
Rn

− θztφ − ]θΔφ + θu · ∇φ( 􏼁(x, t)dxdt � 􏽚
Rn
θ0(x)φ(x, 0)dx,

􏽚
T

0
􏽚
Rn

− u · ztψ − μu · Δψ +(u⊗ u): ∇ψ( 􏼁(x, t)dxdt,

� 􏽚
Rn

u0(x) · ψ(x, 0)dx + 􏽚
T

0
􏽚
Rn

θun( 􏼁(x, t)dxdt.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(31)

Here, 0<T<∞ is arbitrary, and φ ∈ C1
0([0, T); C∞0 ) and

ψ ∈ C1
0([0, T); C∞0,σ) are also arbitrary. Symbol

a⊗ b � (aibj)n×n denotes the tensor product of two vectors,
while A: B � 􏽐

n
i,j�1AijBij denotes the scalar product of the

two tensors. In this sense, (θ, u) is called the very weak
solution of the Bossinesq system (1) (refer to [14]).

Theorem 6. In addition to (10), we assume that condition
(11) holds, then the global solution (θ, u) for (12) obtained in
Teorem 4 satisfes the following properties:

θ ∈W
1,2
loc 0,∞; L

2n/5
􏼐 􏼑∩L

2
loc 0,∞; W

2,2n/5
􏼐 􏼑, (32)

u ∈W
1,2
loc 0,∞; L

n
( 􏼁∩L

2
loc 0,∞; W

2,n
􏼐 􏼑, (33)

and

ztθ − ]Δθ + u · ∇θ � 0, inL
2n/5

,

ztu − μΔu + P(u · ∇u) � P θen( 􏼁, in L
n
σ ,

⎧⎪⎨

⎪⎩
(34)

for a.e. t> 0.
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Furthermore, for n/2<p<∞ and 2n< q≤∞, we have

θ ∈ C(3− n/p)/2 0,∞; L
p

( 􏼁, u ∈ C(1− n/q)/2 0,∞; L
q

( 􏼁, (35)

with the same estimates as in (30). For r≤p< n/2 and
n≤ q< 2n, we also have

∇θ ∈ Cϖ 0,∞; L
p

( 􏼁,∇u ∈ C1− (2q/) 0,∞; L
q

( 􏼁, (36)

with the estimates

‖∇θ(t)‖p ≤C0t
− ϖ

,

‖∇u(t)‖q ≤Cεt− (1− n2/q)
,

(37)

where C0 � 2C‖θ0‖r for some C> 0, 1< r< min r0, n/2􏼈 􏼉 if
n � 3, and C0 � Cε, r � n/3 if n> 3, and ϖ � n(1/r −

1/p)/2 + 1/2.

Remark 7. Te function pair (θ, u), which verifes (32), (33),
and (34), where 2n/5 is replaced with some p≥ r, is called
strong solution of the Boussinesq system (1).

By using the decomposition method for the integral
representation of the solution developed in [15, 13], we can
also derive the asymptotic behavior and growth of the
temporal derivative exponents and spatial Hessian of θ and
u, that is,

Theorem 8. Under the assumptions on the initial data (10)
and (11), the strong solution (θ, u) also satisfes

ztθ,∇2θ ∈ C (0,∞); L
p

( 􏼁, r≤p<
n

2
,

ztu,∇2u,∇π ∈ C (0,∞); L
q

( 􏼁, n≤ q< 2n,

(38)

and

ztθ(t)
����

����p
+ ∇2θ(t)

����
����p
≤Cεt− n(1/r− n/p)/2− 1

, (39)

ztu(t)
����

����q
+ ∇2u(t)

����
����q

+‖∇π(t)‖q ≤Cεt− n(1/r− n/q)/2− 1
,

(40)

for t> 2T0, where T0 � 1 for n � 3 and T0 � 0 for n> 3, and π
is the associated inner pressure of the fuid.

3. Global Existence, Uniqueness, and
Regularity of the Solution

We frst give a proof of the existence and uniqueness of the
integral solution for the Bossinesq system (1).

Proof of Teorem 4: we defne two intersection spaces

􏽢Y � Cb [0,∞), L
n/3

􏼐 􏼑∩C1/2,0 (0,∞), L
n/2

􏼐 􏼑,

􏽢X � Cb [0,∞), L
n
σ( 􏼁∩C1/4,0 (0,∞), L

2n
􏼐 􏼑,

(41)

with the norms

‖θ‖􏽢Y
� ‖θ‖L∞ Ln/3( )θ +‖θ‖C1/2 Ln/2( ),

‖u‖􏽢X
� ‖θ‖L∞ Ln( ) +‖θ‖C1/4 L2n( ).

(42)

For (θ, u) ∈ 􏽢Y × 􏽢X, we defne that

L(θ)(t) � 􏽚
t

0
e

(t− τ)μΔ
P θ(τ)en( 􏼁dτ,

B1(u, u)(t) � − 􏽚
t

0
e

(t− τ)μΔ
Pdiv(u(τ)⊗ u(τ))dτ,

B2(θ, u)(t) � − 􏽚
t

0
e

(t− τ)]Δdiv(θ(τ)u(τ))dτ.

(43)

We also defne that 􏽢θ0 ≔ et]Δθ0 and 􏽢u0 ≔ etμΔu0. Under
this setting, equation system (12) can be abstracted to (26).

We now investigate the boundedness of L, B1 and B2 one
by one. First, via (15) and Young’s inequality, we have

‖L(θ)(t)‖n ≤ 􏽚
t

0
􏽥Gμ(t − τ)

�����

�����n/(n− 1)
‖θ(τ)‖n/2dτ

≤Cμ− 1/2
􏽚

t

0
(t − τ)

− 1/2τ− 1/2dτ · ‖θ‖C1/2 (0,t),Ln/2( )

≤Cμ− 1/2
‖θ‖􏽢Y

.

(44)

Moreover, by taking r1 � 2n/(2n − 3), we can deduce
that

‖L(θ)(t)‖2n ≤ 􏽚
t

0
􏽥Gμ(t − τ)

�����

�����r1
‖θ(τ)‖n/2dτ

≤Cμ− 3/4
􏽚

t

0
(t − τ)

− 3/4τ− 1/2dτ · ‖θ‖C1/2 (0,t),Ln/2( )

≤Cμ− 3/4
t
− 1/4

‖θ‖􏽢Y
.

(45)

As a direct consequence of the inclusion
θ ∈ C1/2,0((0,∞), Ln/2), we have

lim
t⟶0+

‖θ‖C1/2 (0,t),Ln/2( ) � 0. (46)

Tus, by invoking Lemma 2, we conclude that L(θ) ∈ 􏽢X,
and

‖L(θ)‖􏽢X
≤C3 μ− 1/2

+ μ− 3/4
􏼐 􏼑‖θ‖􏽢Y

. (47)

Here, the constant C3 > 0 is independent of ], μ and θ.
Similarly, for u, v ∈ 􏽢X, we have
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B1(u, v)(t)
����

����n
≤ 􏽚

t

0
􏽥Kμ(t − τ)

�����

�����2n/(2n− 1)
‖u(τ)‖2n‖v(τ)‖ndτ

≤Cμ− 3/4
􏽚

t

0
(t − τ)

− 3/4τ− 1/4
dτ · ‖u‖C1/4 (0,t),L2n( )‖v‖L∞ Ln

σ( )

≤Cμ− 3/4
‖u‖􏽢X

‖v‖􏽢X
,

B1(u, v)(t)
����

����2n
≤ 􏽚

t

0
􏽥Kμ(t − τ)

�����

�����2n/(2n− 1)
‖u(τ)‖2n‖v(τ)‖2ndτ

≤Cμ− 3/4
􏽚

t

0
(t − τ)

− 3/4τ− 1/2
dτ · ‖u‖C1/4 (0,t),L2n( )‖v‖C1/4 (0,t),L2n( )

≤Cμ− 3/4
t
− 1/4

‖u‖􏽢X
‖v‖􏽢X

.

(48)

Since

lim
t⟶0+

‖u‖C1/4 (0,t),L2n( ) � 0, (49)

by invoking Lemma 2 again, we conclude that B1(u, v) ∈ 􏽢X,
and

B1(u, v)
����

����􏽢X
≤C1μ

− 3/4
‖u‖􏽢X

‖v‖􏽢X
, (50)

for some constant C1 > 0 which is independent of ], μ
and u, v.

Yet for θ ∈ 􏽢Y and u ∈ 􏽢X, we have

B2(θ, u)(t)
����

����n/3≤ 􏽚
t

0
K](t − τ)

����
����1‖θ(τ)‖n/2‖u(τ)‖ndτ

≤C]− 1/2
􏽚

t

0
(t − τ)

− 1/2τ− 1/2dτ · ‖θ‖C1/2 (0,t),Ln/2( )‖u‖L∞ Ln
σ( )

≤C]− 1/2
‖θ‖􏽢Y

‖u‖􏽢X
,

B2(θ, u)(t)
����

����n/2≤ 􏽚
t

0
K](t − τ)

����
����2n/(2n− 1)

‖θ(τ)‖n/2‖u(τ)‖2ndτ

≤C]− 3/4
􏽚

t

0
(t − τ)

− 3/4τ− 3/4dτ

· ‖θ‖C1/2 (0,t),Ln/2( )‖u‖C1/4 (0,t),L2n( )

≤C]− 3/4
t
− 1/2

‖θ‖􏽢Y
‖u‖􏽢X

.

(51)

Due to (46), by invoking Lemma 2 the third time, we
have B2(θ, u) ∈ 􏽢Y, and

B2(θ, u)
����

����􏽢Y
≤C2 ]− 1/2

+ ]− 3/4
􏼐 􏼑‖θ‖􏽢Y

‖u‖􏽢X
, (52)

for some constant C2 > 0 which is independent of ], μ and
θ, u.

In addition, since θ0 ∈ Ln/3 and u0 ∈ Ln
σ , by virtue of (16)

and Remark 1, it follows that 􏽢θ0 ∈ 􏽢Y and 􏽢u0 ∈ 􏽢X, and

􏽢θ0
����

����􏽢Y
≤ c0 1 + ]− 1/2

􏼐 􏼑 θ0
����

����n/3, 􏽢u0
����

����􏽢X
≤d0 1 + μ− 1/4

􏼐 􏼑 u0
����

����n
,

(53)

where the constants c0, d0 ≥ 1 depend only on n.

Now, we apply Lemma 3 with k1 � C1μ− 3/4,
k2 � C2(]− 1/2 + ]− 3/4) , and k3 � C3(μ− 1/2 + μ− 3/4) to assert
that under the hypothesis

2C3c0 1 + ]1/2􏼐 􏼑 θ0
����

����n/3 + d0μ
1/2]1/2 u0

����
����n

≤
C1μ

3/2]2

4 2C1]
3/4

+ C2μ
3/4 1 + ]1/4􏼐 􏼑􏽨 􏽩

2
1 + μ1/4􏼐 􏼑

≕ h(μ, ]),

(54)

condition (25) is satisfed, and consequently, the integral
equation team (12) admits a unique solution (θ, u) ∈ 􏽢Y × 􏽢X

verifying (27). Tus, the global solvability and uniqueness of
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the integral solution to (12) are reached, where the small
number ε(μ, ]) and the constant C(λ, μ) appearing in (29)
take the values

ε(μ, ]) � min 1,
h(μ, ])

2C3c0 1 + ]1/2􏼐 􏼑 + d0μ
1/2]1/2

⎧⎨

⎩

⎫⎬

⎭,

C(λ, μ) � max 1,
4 2C3c0 1 + ]1/2􏼐 􏼑 + d0μ

1/2]1/2􏼐 􏼑 1 + μ1/4􏼐 􏼑

]1/2 min 2C3, μ
3/4

􏽮 􏽯

⎧⎨

⎩

⎫⎬

⎭,

(55)

respectively. Finally, by means of interpolation we obtain the
two estimates in (30).

Remark 9. Note that, h(μ, ])⟶ 0 and consequently
ε(μ, ])⟶ 0, while C(λ, μ)⟶∞ as ]⟶ 0. Hence,
methods employed here are not feasible any more to deal
with the global existence of the weak solutions of (1) in the
case ] � 0.

Ten, we turn to show the higher regularity of the in-
tegral solution (θ, u) to make it become a strong solution for

(1). Proof of Teorem 6: for the sake of convenience, herein
after, the two viscosity indices ] and μ are both normalised to
1. Without loss of generality, we assume that 1< r< 6/5 in
the case of n � 3. We also assume that ‖θ0‖n/3≤ ε/2 and
‖u0‖n≤ ε/2. We take an exponent q ∈ (n, 2n), and let α �

(1 − n/q)/2 and β � α + 1/2, then we have 0< α< 1/4 and
1/2< β< 3/4. Note that the global solution (θ, u) for (12) is
obtained as the limit of the approximate solutions
(θk, uk)􏽮 􏽯

∞
k�1, where (θk+1, uk+1) solves the following equa-

tion system:

θk+1
(t) � e

tΔθ0 − 􏽚
t

0
e

(t− τ)]Δdiv θk
(τ)u

k
(τ)􏼐 􏼑dτ,

u
k+1

(t) � e
tΔ

u0 − 􏽚
t

0
e

(t− τ)μΔ
Pdiv u

k
(τ)⊗ u

k
(τ)􏼐 􏼑dτ + 􏽚

t

0
e

(t− τ)μΔ
P θk

(τ)en􏼐 􏼑dτ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(56)

and θ0 � 􏽢θ0 and u0 � 􏽢u0. Consequently, wemay derive all the
desired estimates of (θ, u) by taking limits of the estimates of
(θk+1, uk+1), while the latter can be made by the arguments of
iteration.

First of all, by reviewing the proof of Teorem 4, we
assert that (30) with n/3≤p≤ n/2 and n≤ q≤ 2n holds
uniformly for (θk, uk), k � 1, 2, · · ·.

As for the reasoning basis, we can deduce that

􏽢θ0 ∈ C3/4 (0,∞); L
2n/3

􏼐 􏼑∩C1 (0,∞); L
n

( 􏼁,∇􏽢θ0 ∈ Cη (0,∞); L
2n/5

􏼐 􏼑,

∇􏽢u0 ∈ C1/2 (0,∞); L
n

( 􏼁∩Cβ (0,∞); L
q

( 􏼁.
(57)

Ten, they verify the following estimates:

max 􏽢θ0
����

����C3/4 L2n/3( ),
􏽢θ0

����
����C1 Ln( )

􏼚 􏼛≤C θ0
����

����n/3≤
Cε
2

,

∇􏽢θ0
����

����Cη L2n/5( )≤C θ0
����

����r
≤

C0

2
,

(58)

and

max ∇􏽢u0
����

����Cβ Lq( )
, ∇􏽢u0
����

����C1/2 Ln( )
􏼚 􏼛≤C u0

����
����n
≤

Cε
2

, (59)

where inequality (20) with c � 1/2 and the fact

‖∇f‖r ≤ (− Δ)1/2f
����

����r
≤C‖∇f‖r, (60)

for 1< r<∞ are both employed, and

η �

3(1/r − 1/2)

2
, if n � 3,

3
4
, if n> 3.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(61)

Te estimate of ‖θk+1(t)‖2n/3 is based on the inequality
(14) for the kernel K1 and the estimate in (30) for ‖uk(τ)‖q,
that is,
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θk+1
(t)

�����

�����2n/3
≤ 􏽢θ0(t)

����
����2n/3 + 􏽚

t

0
K1(t − τ)

����
����q′

θk
(τ)

�����

�����2n/3
u

k
(τ)

�����

�����q
dτ

≤ 􏽢θ0(t)
����

����2n/3 + Cα 􏽚
t

0
(t − τ)

α− 1τ− 3/4− αdτ

· u
k

�����

�����L∞α Lq( )
θk

�����

�����L∞3/4 L2n/3( )

≤ 􏽢θ0(t)
����

����2n/3 + CαCεt− 3/4 θk
�����

�����L∞3/4 L2n/3( )
,

(62)

where constraint n< q< 2n is needed. Tis result, together
with the iterative method, leads to the following inequalities:

θk+1
�����

�����L∞3/4 L2n/3( )
≤ 􏽢θ0

����
����L∞3/4 L2n/3( ) + CαCε θk

�����

�����L∞3/4 L2n/3( )

≤ 􏽢θ0
����

����L∞3/4 L2n/3( ) + CαCε 􏽢θ0
����

����L∞3/4 L2n/3( ) + CαCε θk
�����

�����L∞3/4 L2n/3( )
􏼒 􏼓

≤ · · · · · · ≤ 􏽢θ0
����

����L∞3/4 L2n/3( ) 􏽘

k+1

j�0
CαCε( 􏼁

j
.

(63)

Let >0, which is chosen in Teorem 4 is so small that
CαCε≤ 1/2, then by using (58), we obtain

θk+1
�����

�����L∞3/4 L2n/3( )
≤ 2 􏽢θ0

����
����L∞3/4 L2n/3( )≤Cε, (64)

uniformly for k ∈ N.
Te treatment of ‖θk+1‖L∞1 (Ln) is slightly diferent. Due to

the singularity of t− 1 at t � 0, we divide the integral interval
[0, t] into two equal parts to derive the following equation:

θk+1
(t)

�����

�����n
≤ 􏽢θ0(t)

����
����n

+ 􏽚
t/2

0
K1(t − τ)

����
����2n/(2n− 3)

θk
(τ)

�����

�����2n/3
u

k
(τ)

�����

�����n
dτ

+ 􏽚
t

t/2
K1(t − τ)

����
����q′

θk
(τ)

�����

�����n
u

k
(τ)

�����

�����q
dτ

≤ 􏽢θ0(t)
����

����n
+ C 􏽚

t/2

0
(t − τ)

− 5/4τ− 3/4dτ · θk
�����

�����L∞3/4 L2n/3( )
u

k
�����

�����L∞ Ln( )

+ Cα 􏽚
t

t/2
(t − τ)

α− 1τ− α− 1dτ · θk
�����

�����L∞1 Ln( )
u

k
�����

�����Lα Lq( )

≤ 􏽢θ0(t)
����

����n
+ Cεt− 1

+ CαCεt− 1 θk
�����

�����L∞1 Ln( )
.

(65)

Also, by the arguments of iteration, we obtain
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θk+1
�����

�����L∞1 Ln( )
≤ 􏽢θ0

����
����L∞1 Ln( )

+ Cε + CαCε θk
�����

�����L∞1 Ln( )

≤ · · · ≤ 􏽢θ0
����

����L∞1 Ln( )
+ Cε􏼒 􏼓 􏽘

k+1

j�0
CαCε( 􏼁

j

≤ 2 􏽢θ0
����

����L∞1 Ln( )
+ Cε􏼒 􏼓≤ 3Cε,

(66)

for all k ∈ N provided that CαCε≤ 1/2.
We now turn to deal with ‖∇uk+1(t)‖n. By employing

(20) with c � 1/2 and (29) and (60) for ‖uk‖n and (64), it can
be deduced that

∇L θk
􏼐 􏼑(t)

�����

�����n
≤ 􏽚

t

0
∇G1(t − τ)

����
����(2n/(2n− 1))

θk
(τ)

�����

�����(2n/)
dτ

≤C 􏽚
t

0
(t − τ)

− 3/4τ− 3/4dτ · θk
�����

�����L∞3/4 L2n/3( )
≤Cεt− 1/2

,

(67)

and

∇B1 u
k
, u

k
􏼐 􏼑(t)

�����

�����n
≤ 􏽚

t

0
∇􏽥G1(t − τ)

����
����q′

u
k
(τ)

�����

�����q
∇uk

(τ)
�����

�����n
dτ

≤Cα 􏽚
t

0
(t − τ)

α− 1τ− α− 1/2dτ · u
k

�����

�����L
q
α Ln( )
∇uk

�����

�����L∞1/2 Ln( )

≤CαCεt− 1/2 ∇uk
�����

�����L∞1/2 Ln( )
.

(68)

We place the abovementioned two estimates together to
obtain

∇uk+1
(t)

�����

�����n
≤ ∇􏽢u0(t)

����
����n

+ ∇L θk
􏼐 􏼑(t)

�����

�����n
+ ∇B u

k
, u

k
􏼐 􏼑(t)

�����

�����n

≤ ∇􏽢u0(t)
����

����n
+ Cεt− 1/2

+ CαCεt− 1/2 ∇uk
�����

�����L∞1/2 Ln( )
.

(69)

Ten, following the same derivation as in (66), we have

∇uk+1
�����

�����L∞1/2 Ln( )
≤ ∇􏽢u0

����
����L∞1/2 Ln( )

+ Cε􏼒 􏼓 􏽘

k+1

j�0
CαCε( 􏼁

j

≤ 2 ∇􏽢u0
����

����L∞1/2 Ln( )
+ Cε􏼒 􏼓≤ 3Cε, k ∈ N,

(70)

for the case where CαCε≤ 1/2.
A similar procedure can be performed for ‖∇uk+1(t)‖q,

that is

∇L θk
􏼐 􏼑(t)

�����

�����q
≤C 􏽚

t

0
(t − τ)

− n(3/2n− 1/q)/2− 1/2 θk
(τ)

�����

�����2n/3
dτ

≤C 􏽚
t

0
(t − τ)

− n(3/2n− 1/q)/2− 1/2τ− 3/4dτ ≤Cεt− β
,

(71)

∇B1 u
k
, u

k
􏼐 􏼑(t)

�����

�����q
≤Cα 􏽚

t

0
(t − τ)

α− 1
u

k
(τ)

�����

�����q
∇uk

(τ)
�����

�����q
dτ

≤CαCε􏽚
t

0
(t − τ)

α− 1τ− α− βdτ · ∇uk
�����

�����L∞β Lq( )

≤CαCεt− β ∇uk
�����

�����L∞β Lq( )
,

(72)

which jointly produce

Journal of Mathematics 9



∇uk+1
(t)

�����

�����q
≤ ∇􏽢u0(t)

����
����q

+ ∇L θk
􏼐 􏼑(t)

�����

�����q
+ ∇B1 u

k
, u

k
􏼐 􏼑(t)

�����

�����q

≤ ∇􏽢u0(t)
����

����q
+ Cεt− β

+ CαCεt− β ∇uk
�����

�����L∞β Lq( )
,

(73)

and consequently

∇uk+1
�����

�����L∞β Lq( )
≤ ∇􏽢u0

����
����L∞β Lq( )

+ Cε􏼒 􏼓 􏽘

k+1

j�0
CαCε( 􏼁

j ≤ 3Cε, k ∈ N,

(74)

for the same restriction on ε as mentioned above.
An estimate of ‖∇θk+1(t)‖2n/5 can be made in two cases.

In the case of n � 3, we have

∇θk+1
(t)

�����

�����6/5
≤ ∇􏽢θ0(t)

����
����6/5 + ∇B2 θk

, u
k

􏼐 􏼑(t)
�����

�����6/5

≤ ∇􏽢θ0(t)
����

����6/5 + C 􏽚
t

0
(t − τ)

− 3/4
u

k
(τ)

�����

�����6
∇θk

(τ)
�����

�����6/5
dτ

≤ ∇􏽢θ0(t)
����

����6/5 + Cεt− 3(1/r− 1/2)/2 ∇θk
�����

�����L∞3(1/r− 1/2)/2 L6/5( )
.

(75)

In the case of n> 3, we have

∇θk+1
(t)

�����

�����2n/5
≤ ∇􏽢θ0(t)

����
����2n/5 + Cα 􏽚

t

0
(t − τ)

α− 1
u

k
(τ)

�����

�����q
∇θk

(τ)
�����

�����2n/5
dτ

≤ ∇􏽢θ0(t)
����

����2n/5 + CCαεt
− 3/4 ∇θk

�����

�����L∞3/4 L2n/5( )
.

(76)

Both cases lead to the same conclusion

∇θk+1
�����

�����L∞η L2n/5( )
≤ 2 ∇􏽢θ0

����
����L∞η L2n/5( )≤C0, k ∈ N, (77)

provided ε> 0 is small enough.
Based on the estimates derived above, we assert that the

weak-star cluster points of the sequences θk+1
􏽮 􏽯 and uk+1􏼈 􏼉 and

functions θ and u verify the estimates (64)–(77), respectively.
Moreover, in light of Lemma 2, it follows that θ ∈ C1/4((0,∞);

L2n/5)∩C3/4((0,∞); L2n/3)∩C1((0,∞); Ln), ∇θ ∈ C3/4((0,

∞), L2n/5), and ∇u ∈ C1/2((0,∞), Ln)∩ Cβ((0,∞), Lq). Be-
sides, by the Gagliardo–Nirenberg inequality, we have

‖u(t)‖∞ ≤C‖u(t)‖
1− n/q
q ‖∇u(t)‖

n/q
q ≤Cεt− 1/2

, (78)

which combined with the continuity of u(t) in W1,q and
yields u ∈ C1/2((0,∞), L∞), and consequently u · ∇θ ∈
C((0,∞), L2n/5) and u · ∇u ∈ C((0,∞), Ln).

Now, we can check all the conditions for the regularity of
the solution (θ, u). For 1<p<∞, we defne Bp � − Δ in Lp

and Ap � − PΔ in L
p
σ . We recall that, both Bp and Ap are

sectorial operators with the domain D(Bp) � W2,p and

D(Ap) � W2,p ∩L
p
σ , and their native operators generate two

uniformly bounded and exponentially decaying, analytic
semigroups e− tBp and e− tAp , respectively. For all 0< c< 1,
by interpolation, we have D(B

c
p) � W2c,p and

D(A
c
p) � W2c,p ∩ L

p
σ . Tus, for every 0< δ < 1, we have

θ(δ) ∈ D(B1/2
2n/5) and u(δ) ∈ D(A1/2

n ). Furthermore, by the
uniqueness of the integral solution, (θ, u) can be represented
by

θ(t) � e
− (t− δ)B2n/5θ(δ) − 􏽚

t

δ
e

− (t− τ)B2n/5(τ)u · ∇θ(τ)dτ,

u(t) � e
− (t− δ)An u(δ) − 􏽚

t

δ
e

− (t− τ)An P(u(τ) · ∇u(τ))dτ

+ 􏽚
t

δ
e

− (t− τ)An P θ(τ)en( 􏼁dτ.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(79)

Since u · ∇θ ∈ C([δ,∞), L2n/5), P(u · ∇u) ∈ C([δ,∞),

Ln
σ) and P(θ(τ)en) ∈ C([δ,∞), Ln

σ), by employing the
maximal Lp− regularity of Bp and Ap (refer to [16, 17]) and
unique solvability of (79), we conclude that
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θ ∈ C [δ,∞), W
1,2n/5

􏼐 􏼑∩W
1,2
loc δ,∞; L

2n/5
􏼐 􏼑∩L

2
loc δ,∞; W

2,2n/5
􏼐 􏼑,

u ∈ C [δ,∞), W
1,n

􏼐 􏼑∩W
1,2
loc δ,∞; L

n
( 􏼁∩ L

2
loc δ,∞; W

2,n
􏼐 􏼑,

(80)

and (θ, u) verifes (34) a.e. on (δ,∞). Tus, by the arbi-
trariness of δ > 0, we eventually obtain (32), (33), and (34)
for a.e. t ∈ (0,∞). In other words, (θ, u) is a strong solution
for the Boussinesq system (1.1).

Te second part of the proof is devoted to the validation
of (35)–(37) where ∇u ∈ Cβ((0,∞); Lq) and
‖∇u(t)‖q ≤Cεt− β for n≤ q< 2n has been verifed in the frst

part. From the continuity of u(t) in Ln ∩L∞, together with
the estimates (29) and (78), and the method of interpolation,
one can easily derive that u ∈ Cα((0,∞); Lq) and
‖u(t)‖q ≤Cεt− α for all 2n< q<∞. Besides, for any
n<p<∞, let ω � (3 − n/p)/2, then analogous to the
treatment of ‖θk+1(t)‖n, we have

θk+1
(t)

�����

�����p
≤ 􏽢θ0(t)

����
����p

+ 􏽚
t/2

0
K1(t − τ)

����
����b

θk
(τ)

�����

�����(2n/3)
u

k
(τ)

�����

�����n
dτ

+ 􏽚
t

t/2
K1(t − τ)

����
����q′

θk
(τ)

�����

�����p
u

k
(τ)

�����

�����q
dτ

≤ 􏽢θ0(t)
����

����p
+ C 􏽚

t/2

0
(t − τ)

− 7/4+(n/2p)τ− 3/4dτ

· θk
�����

�����L∞3/4 L(2n/3)( )
u

k
�����

�����L∞ Ln( )

+ Cα 􏽚
t

t/2
(t − τ)

α− 1τ− ω− αdτ · θk
�����

�����L∞ω Lp( )
u

k
�����

�����L∞α Lq( )

≤ 􏽢θ0(t)
����

����p
+ Cεt− ω

+ CαCεt− ω θk
�����

�����L∞ω Lp( )
,

(81)

which in turn yields ‖θk+1‖L∞ω (Lp) ≤ 3Cε, and consequently
θ ∈ Cω((0,∞); Lp) with the same estimate provided that
ε> 0 is small enough, where b � (1 + 1/p − 5/2n)− 1. Tis
result can also be checked for n/2<p< n by means of
interpolation.

Moreover, for r≤p< n/2, we take
max n, p′􏽮 􏽯< s< pr/(p − r), then analogous to (77), we can
derive that

∇θk+1
(t)

�����

�����p
≤ ∇􏽢θ0(t)

����
����p

+ C 􏽚
t

0
(t − τ)

− ((1+n/s)/2)
u

k
(τ)

�����

�����s
∇θk

(τ)
�����

�����p
dτ

≤ ∇􏽢θ0(t)
����

����p
+ C 􏽚

t

0
(t − τ)

− ((1+n/s)/2)τ− ((1+n/s)/2)− ϖdτ

· u
k

�����

�����L∞
(1− n/s)/2 Ls( )

∇θk
�����

�����L∞ϖ Lp( )

≤Ct
− ϖ θ0

����
����r

+ Cεt− ϖ ∇θk
�����

�����L∞ϖ Lp( )
,

(82)

which results in ‖∇θk+1‖L∞ϖ (Lp) ≤ 2C‖θ0‖r � C0, and fnally,
∇θ ∈ Cϖ((0,∞); Lp) with the same estimate for a sufciently
small number of ε> 0.

Remark 10. Uniqueness of the strong solution for the
Boussinesq system (1) comes from the unique solvability of
the system (12).
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Remark 11. Under the initial condition θ0 ∈ L1 ∩Lr in the
case of n � 3, we can check the following estimate (see [4, 5]
for references):

θk+1
(t)

�����

�����r
≤C(1 + t)

− 3(1− 1/r)/2
. (83)

Remark 12. By reviewing the proof ofTeorem 6, we should
mention that associated with the estimate (30), the upper
bounds of the small number ε> 0 can only be taken uni-
formly for p belonging to an bounded interval [r, p1] for any

r<p1 <∞, but uniformly for q lying in the unbounded
interval [n,∞].

4. Decay Rates of the Higher Order Norms

Proposition  3. Suppose that (θ, u) is the global strong
solution of (1) obtained in Teorem 6 under the initial hy-
potheses of (10) and (12). Ten, for 0≤ c< δ < 1 and h> 0, it
holds that

(− Δ)c
(θ(t + h) − θ(t))

����
����p
≤Cε h

δ− c
t
− δ

+ h
1− c

t
− 1

􏽨 􏽩t
1/2− ϖ

, t>T0, (84)

and

(− Δ)c
(u(t + h) − u(t))

����
����q
≤Cε h

δ− c
t
− δ

+ h
1− c

t
− 1

􏽨 􏽩t
− α

, t> 0,

(85)

where r≤p< n/2, n≤ q< 2n , and ϖ � n(1/r − 1/p)/2 + 1/2.

Proof. We only prove (84), and (85) can be dealt in the same
way. For t, h> 0, we consider the following decomposition:

(− Δ)c
(θ(t + h) − θ(t))

� (− Δ)c
e

hΔ
− I􏼐 􏼑e

tΔ/2θ(t/2) − 􏽚
t

t/2
(− Δ)c

e
hΔ

− I􏼐 􏼑e
(t− τ)Δ

(u(τ) · ∇)θ(τ)dτ

− 􏽚
t+h

t
(− Δ)c

e
(t+h− τ)Δ

(u(τ) · ∇)θ(τ)dτ≕ I1 + I2 + I3.

(86)

By invoking (20) and (21), we can deduce that

I1
����

����p
≤Ch

δ− c
(− Δ)δetΔ/2θ(t/2)

�����

�����p
≤Cεhδ− c

t
− δ− ω

,

I2
����

����p
≤Ch

δ− c
􏽚

t

t/2
(t − τ)

− δ
‖(u(τ) · ∇)θ(τ)‖pdτ

≤Ch
δ− c

􏽚
t

t/2
(t − τ)

− δ
‖u(τ)‖∞‖∇θ(τ)‖pdτ

≤Cεhδ− c
􏽚

t

t/2
(t − τ)

− δτ− 1/2− ϖ
dτ ≤Cεhδ− c

t
− δ+1/2− ϖ

,

I3
����

����p
≤C 􏽚

t+h

t
(t + h − τ)

− c
‖u(τ)‖∞‖∇θ(τ)‖pdτ

≤Cε􏽚
t+h

t
(t + h − τ)

− cτ− 1/2− ϖdτ ≤Cεh1− c
t
− 1/2− ϖ

.

(87)

By combining the abovementioned three estimates, we
obtained (84). □

Remark 14. It is observed that for n � 3, estimate (84) also
holds on (0, 1) but only with the exponent 1/2 − ϖ in the
power substituted by − ω.

Proof of Teorem 8: Here, we only deal with (40), the
derivation of (39) is much similar. Te standard potential
theory shows that ‖∇2f‖r ≤C‖(− Δ)f‖r for all f ∈W2,r and
1< r<∞ with C � C(n, r). So, we frst use (84) and (85) to
derive the estimates for ‖(− Δ)u(t)‖q. For this purpose, we
divide (− Δ)u(t) into four parts

(− Δ)u(t) � (− Δ)etΔ/2
u(t/2) + I − e

tΔ/2
􏼐 􏼑[Pθ(t) − P(u(t) · ∇u(t))]

− 􏽚
t

t/2
(− Δ)e(t− τ)Δ

[P(u(τ) · ∇)u(τ) − P(u(t) · ∇u(t))]dτ

+ 􏽚
t

t/2
(− Δ)e(t− τ)Δ

[Pθ(τ) − Pθ(t)]dτ

≔ J1 + J2 + J3 + J4, t> 0.

(88)
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It is easily deduced from (20), (30), and (37) that

J1
����

����q
≤Ct

− 1
u

t

2
􏼒 􏼓

������

������
q
≤Cεt− 1− α

,

J2
����

����q
≤C‖θ(t)‖q +‖u(t)‖∞‖∇u(t)‖q􏼓≤Cεt− 1− α

(89)

for t> 0. By employing (84) and (85) with c � 0 or c � 1/2,
we obtain

J3
����

����q
≤ 􏽚

t

t/2
(− Δ)e(t− τ)Δ

P[u(τ) · ∇(u(τ) − u(t))]
�����

�����q
dτ

+ 􏽚
t

t/2
(− Δ)e(t− τ)Δ

P[(u(τ) − u(t)) · ∇u(t)]
�����

�����q
dτ

≤C 􏽚
t

t/2
(t − τ)

− 1
‖u(τ)‖∞‖∇(u(t) − u(τ))‖qdτ

+ C 􏽚
t

t/2
(t − τ)

− 1
‖u(t) − u(τ)‖∞‖∇u(t)‖qdτ

≤C 􏽚
t

t/2
(t − τ)

− 1
‖u(τ)‖∞ (− Δ)1/2(u(t) − u(τ))

����
����q
dτ

+ C 􏽚
t

t/2
(t − τ)

− 1
‖u(t) − u(τ)‖

1− n/q1
q1

‖∇(u(t) − u(τ))‖
n/q1
q1

‖∇u(t)‖qdτ

≤Cε􏽚
t

t/2
(t − τ)

− 1τ− 1/2
(t − τ)

δ1− 1/2τ− δ1 +(t − τ)
1/2τ− 1

􏽨 􏽩τ− αdτ

+ C 􏽚
t

t/2
(t − τ)

− 1
‖u(t) − u(τ)‖

1− n/q1
q1

(− Δ)1/2(u(t) − u(τ))
����

����
n/q1
q1

∙ ‖∇u(t)‖qdτ

≤Cεt− 1− α
+ Cεt− β

􏽚
t

t/2
(t − τ)

− 1
(t − τ)

δ2τ− δ2 +(t − τ)τ− 1
􏽨 􏽩

1− n/q1
􏼚

· τ− 1− n/q1( )
2/2

· (t − τ)
δ1− 1/2τ− δ1 +(t − τ)

1/2τ− 1
􏽨 􏽩

n/q1τ− 1− n/q1( )n/2q1􏼛dτ

≤Cεt− 1− α
,

(90)

for t> 0. Here, 1/2< δ1 < 1, 0< δ2 < 1, n< q1 < 2n, and
β � 1 − n/2q � α + 1/2.

As for ‖J4‖q, we use (84) with c � 0 to get

J4
����

����q
≤C 􏽚

t

t/2
(t − τ)

− 1− n 1/p1− 1/q( )/2‖θ(t) − θ(τ)‖p1
dτ

≤Cε􏽚
t

t/2
(t − τ)

− 1− n 1/p1− 1/q( )/2 (t − τ)
δ3τ− δ3 +(t − τ)τ− 1

􏽨 􏽩

· τ− n 1/r− 1/p1( )/2dτ ≤Cεt− 1− n(1/r− 1/q)/2
,

(91)
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for t> 2T0, where r<p1 < n/2 is taken so close to n/2 such
that n(1/p1 − 1/q)/2< 1 and n(1/p1 − 1/q)/2< δ3 < 1.

Putting all the estimates for ‖Jj‖q and j � 1, 2, 3, 4 together,
we obtain the desired estimates for ‖(− Δ)u(t)‖q and conse-
quently for ‖∇2u(t)‖q. In addition, the continuity of ∇2u(t) in
Lq with respect to t> 0 can be deduced from the decomposition
(88), jointly with (84) and (85), in light of Lemma 2.

Finally, by performing the operator P on both sides of
the second equation in (1), we can deduce that
ztu ∈ C((0,∞), Lq), and

ztu(t)
����

����q
≤ ‖Δu(t)‖q +‖P(u(t) · ∇u(t))‖q + P θ(t)en( 􏼁

����
����q

≤Cεt− 1− n(1/r− 1/q)
+ C‖u(t)‖∞‖∇u(t))‖q + C‖θ(t)‖q

≤Cεt− 1− n(1/r− 1/q)
,

(92)

which in turn infers the existence of the pressure π of the
fuid verifying ∇π ∈ C((0,∞), Lq) and the estimate

‖∇π(t)‖q ≤ ztu(t)
����

����q
+‖Δu(t)‖q +‖u(t) · ∇u(t)‖q + θ(t)en

����
����q
≤Cεt− 1− n(1/r− 1/q)

, (93)

for t> 2T0. Tus, the desired estimate of (40) has been
reached.

Remark 15. Under some extra reasonable hypothesis, the
velocity of the fow exhibits rapid decaying behavior as
t⟶∞. Precisely, in addition to (10) and (11), if 􏽒

Rnθ0dx �

0 in the case n � 3 or θ0 ∈ Lr for some 1≤ r< n/3 in the case
n> 3, then for every n/3≤ q<∞, it holds that ‖u(t)‖q �

o(t− (1− n/q)/2) as t⟶∞ (cf. [4, 5]).
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75. Geburtstag gewidmet: Über die Anfangswertaufgabe für
die hydrodynamischen Grundgleichungen. Erhard Schmidt
zu seinem 75. Geburtstag gewidmet,” Mathematische Nach-
richten, vol. 4, no. 1–6, pp. 213–231, 1950.

[4] L. Brandolese and M. E. Schonbek, “Large time decay and
growth for solutions of a viscous Boussinesq system,”
Transactions of the American Mathematical Society, vol. 364,
no. 10, pp. 5057–5090, 2012.

[5] P. Han, “Algebraic l2decay for weak solutions of a viscous
boussinesq system in exterior domains,” Journal of Difer-
ential Equations, vol. 252, no. 12, pp. 6306–6323, 2012.

[6] R. Danchin and M. Paicu, “Existence and uniqueness results for
the Boussinesq system with data in Lorentz spaces,” Physica D:
Nonlinear Phenomena, vol. 237, no. 10–12, pp. 1444–1460, 2008.

[7] S. Sokrani, “On the global well-posedness of 3-D Boussinesq
system with partial viscosity and axisymmetric data,” Discrete
& Continuous Dynamical Systems-A, vol. 39, no. 4,
pp. 1613–1650, 2019.

[8] Y. X.Wang, F. Geng, and S.Wang, “On the 3D incompressible
Boussinesq equations in a class of variant spherical co-
ordinates,” Journal of Function Spaces, vol. 2022, no. 2022,
Article ID 9121813, 12 pages, 2022.

[9] H. Fujita and T. Kato, “On the Navier-Stokes initial value
problem. I,” Archive for Rational Mechanics and Analysis,
vol. 16, no. 4, pp. 269–315, 1964.

[10] T. Kato, “Strongl p-solutions of the navier-stokes equation inr m
with applications to weak solutionslp-solutions of the navier-
stokes equation in rm, with applications to weak solutions,”
Mathematische Zeitschrift, vol. 187, no. 4, pp. 471–480, 1984.

[11] H. Kozono, “Global ln-solution and its decay property for the
navier-stokes equations in half-space r+nln-solution and its decay
property for the navier-stokes equations in half-space r+n,”
Journal of Diferential Equations, vol. 79, no. 1, pp. 79–88, 1989.

[12] J. Zhao and L. Zheng, “Temporal decay for the generalized
Navier-Stokes equations,” Nonlinear Analysis: Teory,
Methods & Applications, vol. 141, pp. 191–210, 2016.

[13] Q. Zhang and Y. Zhu, “Rapid time-decay phenomenon of the
incompressible Navier-Stokes fow in exterior domains,” Acta
Mathematica Sinica, English Series, vol. 38, no. 4, pp. 745–760,
2022.

[14] R. Farwig, H. Kozono, and H. Sohr, “Very weak solutions of
the Navier-Stokes equations in exterior domains with non-
homogeneous data,” J. Math. Soc. Japan, vol. 59, no. 1,
pp. 127–150, 2007.

[15] P. Han, “Decay rates for the incompressible Navier-Stokes
fows in 3D exterior domains,” Journal of Functional Analysis,
vol. 263, no. 10, pp. 3235–3269, 2012.

[16] Y. Giga and H. Sohr, “Abstract Lp estimates for the Cauchy
problem with applications to the Navier-Stokes equations in ex-
terior domainsL pestimates for the Cauchy problem with appli-
cations to the Navier-Stokes equations in exterior domains,”
Journal of Functional Analysis, vol. 102, no. 1, pp. 72–94, 1991.

[17] J. Prüss, Maximal Regularity for Evolution Equations in Lp-
spaces, Lectures Given at the Summer School, Positivity and
Semigroups, Monopoli, Italy, 2002.

14 Journal of Mathematics




