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Trafc fow prediction is the basis of dynamic strategies and applications of intelligent transportation systems (ITS). Accurate
trafc fow prediction is of great practical signifcance in alleviating road congestion and reducing urban road trafc safety
hazards. It is challenging since the trafc fow has highly non-linear and complex patterns due to external factors such as time and
space. Due to the high stochasticity and uncertainty of trafc fow, the difculty of trafc fow prediction increases gradually with
increasing time steps.Te prediction performance of most existing short-term trafc fow prediction methods deteriorates rapidly
for longer time steps. In addition, diferent methods are compared on the same time-granularity dataset, leaving the adaptability
and robustness of these methods undervalidated. To address the above challenges, a new trafc forecasting method, named
Attention-Based Gated Recurrent Graph Convolutional Network (AGRGCN) is presented for short-term trafc fow prediction.
Te method can extract spatialtemporal dependencies in trafc fow. In addition, an attention mechanism, which can adaptively
capture trafc data relationships at diferent time steps, is introduced to alleviate the problem of faster deterioration of model
prediction performance for longer time steps. Using a road network distance-based graph enables themethod better to capture the
topological information in trafc fow data. Experiments were conducted on two trafc datasets with diferent time granularity to
predict trafc fow in highway and urban contexts. Te experimental results show that our model has certain advantages.

1. Introduction

Recently, with the rapid development of urbanization and
the increasing population and vehicles, the urban trans-
portation system is facing great pressure. Fortunately, with
advances in the Internet of Tings and urban computing,
more and more sensors are distributed across urban road
networks, making real-time acquisition and analysis of vast
amounts of trafc data possible. Trafc data involve trafc
speed or fow, which can refect the current trafc state and
be used to predict future trafc conditions. Among those
tasks, trafc fow prediction is an indispensable part of the
Intelligent Transportation System [1] (ITS) and it is the basis
of the dynamic strategy and application of ITS [2]. Accurate
trafc fow prediction is of great practical signifcance in
alleviating road congestion and reducing urban road trafc
safety hazards. In addition, it also helps people to plan their
daily trips, thus, improving their quality of life.

Trafc fow prediction is a typical problem about spa-
tialtemporal data forecasting. Trafc data are continuously
collected by sensors at fxed locations on trafc roads at
a certain frequency. Tere is a strong spatialtemporal cor-
relation of trafc fows among nodes on the trafc road
network. Terefore, it is a very challenging issue on how to
extract potential patterns and features from these complex
and nonlinear spatialtemporal trafc data and make an
accurate prediction of the trafc road conditions in the
future period.

Trafc fow prediction has been extensively studied in
the past decades. It originated from traditional statistical-
based methods such as historical averaging (HA), autore-
gressive integrated mean shift (ARIMA) [3], Kalman flter
[4], autovector regression (VAR) [5], k-nearest neighbor
model [6], and Bayesian model [7]. However, these tradi-
tional methods often need to rely on the assumption of data
smoothness, which cannot address the uncertainty and
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nonlinear characteristics of dynamic trafc fow and cannot
cope with the unexpected events in the trafc system.

Later, deep learning-based methods such as s long short-
term memory network (LSTM) [8, 9], Gated circulation unit
(GRU) [10], and convolutional neural Network (CNN) were
used for trafc fow prediction and showed better perfor-
mance because they are able to extract temporal or spatial
dependencies in trafc fow. Initially, grid-based graphs were
applied to represent spatial dependencies in trafc fows
[11–13] and then these graphs were fed to CNN to extract
temporal dependencies. However, these CNN-based
methods are not capable of handling non-Euclidean dis-
tance structure data and have some limitations in capturing
spatial dependencies [14].

Figure 1 illustrates the non-linear relationship between
the trafc fow and the geographical location of each node in
the trafc network. It is obvious from Figure 1(b) that the
trafc fow at node A has a clear morning and evening peak
feature, while there is only one peak at node B and node
C. Obviously the trend of trafc fow curves of node A and
node C, which is closer in Euclidean distance as shown in
Figure 1(a), are less coincident than those of nodes B and
C. Tis example illustrates that the spatial dependencies
among trafc fows depends mainly on the location distri-
bution of sensors and geographic information, which are
determined by the topological information among nodes in
the road network rather than the Euclidean distance.

In recent years, graph convolutional network (GCN)
stand out for their ability to handle non-Euclidean distance
structure data [11, 15, 16] and have been increasingly noticed
by scholars and applied to extract potential spatialtemporal
properties in trafc fows [17–21]. For example, the difusion
convolutional recurrent neural network (DCRNN) pro-
posed by Li et al. [22] adopted a sequence-to-sequence
(Seq2Seq) model to extract spatialtemporal dependencies
from past trafc fows for trafc prediction. Still, its ability to
capture temporal dependencies in trafc fows is insufcient,
and as a result, its prediction performance deteriorates
rapidly for longer time steps.

In order to solve the appealing problem, an attention-
based graph convolutional gated recurrent network, namely,
AGRGCN, is presented for trafc fow prediction, which is
able to efciently capture the underlying patterns and
temporal correlations in trafc fows. Tis model is able to
adaptively capture the relationship among trafc fows at
diferent time steps and still maintain good performance on
multistep prediction.

Te main contributions are as follows:

(1) A sequence-to-sequence (Seq2Seq) framework,
named attention-based spatialtemporal graph con-
volution network (AGRGCN), is proposed for trafc
fow prediction, which can efectively extract the
spatial and temporal features of trafc fow.

(2) To alleviate the problem of rapid deterioration of
model performance for longer time steps, an at-
tention mechanism is introduced to adaptively
capture trafc data relationships at diferent
time steps.

(3) Experiments are conducted on two trafc datasets
with diferent time-granularity to validate the
adaptability and robustness of AGRGCN. Compared
with the baseline methods, our model performs
better and is less time-consuming.

2. Related Work

Trafc fow prediction has been extensively studied by many
scholars for many years. Tese scholars put forward many
efective models and methods according to diferent ap-
plication scenarios, which could be divided into the fol-
lowing three categories:

2.1. Consideration of Temporal Dependencies. Initially,
scholars focused only on the temporal dependencies of
trafc fows. Some classical time series models, such as HA,
ARIMA, and VAR, were used to extract the temporal de-
pendencies in trafc fows. In 1995, Hamed et al. [23] used
an ARIMA model for urban trafc fow prediction. In 2003,
Williams et al. [24] proposed a model of seasonal ARIMA
and used it on two real ITS data sets and conducted ex-
periments, which yielded empirical results consistent with
the theoretical assumptions. Chuwang and Chen et al. [25]
used an ARIMA model to implement the prediction of daily
and weekly passenger demand, respectively, and experi-
mentally derived the ARIMA model parameter settings for
the two tasks. However, the ARIMA-based approach re-
quires the original data to satisfy the assumption of
smoothness, which is difcult to apply to non-linear,
complex, and variable trafc road conditions. Some tradi-
tional machine learning methods were used for trafc fow
prediction to fully exploit the time dependencies in trafc
data. For instance, in 2004,Wu et al. [26] used SVR for travel
time prediction and demonstrated the applicability and good
performance of support vector regression in trafc data
analysis. In 2013, Li et al. [27] used a Gaussian loss function
support vector regression (SVR) model (Gaussian-SVR) for
urban trafc fow prediction to reduce the random error of
trafc fow data series and achieve better prediction results.
Yang et al. [28] used a fuzzy-based SVR (FSVR) model to
solve the international airport cargo volume forecasting
problem. Te ability to handle the uncertainty and impre-
cision of time series by using fuzzy sets improves the pre-
diction accuracy of the overall time series model.

As deep learning continues to make breakthroughs in
learning tasks such as natural language processing and
computer vision, scholars have started to study on how to
apply deep-learning techniques to trafc fow prediction
tasks. For example, Wang [29] used multilayer perceptron
(MLP) to study the prediction of short-time trafc fow on
highways. In order to capture the time dependencies in
trafc fow more accurately, some scholars have used var-
iants of recurrent neural networks (RNN) time series models
and their variants (LSTM [8] and GRU [13]) for trafc fow
prediction with good performance. Crivellari and Beinat
[30] proposed a multiobjective LSTM-based neural network
regulator to predict spatially distributed urban trafc. Zhao
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et al. [31] built a cascaded LSTM network and integrated the
origin destination correlation (ODC) matrix representing
spatialtemporal correlations into the proposed network.

However, such methods only consider the temporal
dependencies in trafc fow and ignore the spatial de-
pendencies among diferent nodes in the trafc network.

2.2. Extracting Spatialtemporal Dependencies with CNN.
In order to capture the temporal dependencies and spatial
dependencies in trafc fow, many scholars have modeled
road trafc networks, using convolutional neural networks
(CNNs) to extract the spatial dependencies in trafc fow and
to extract the temporal dependencies in trafc fow to
achieve more accurate trafc fow prediction. For example,
Zhang et al. [32] divided the urban area into equal-sized
grids, constructed a grid-based trafc network map, and
designed a deep spatialtemporal residual network ST-ResNet
to predict trafc fow. Jin et al. [33], inspired by the ST-
ResNet model, constructed spatialtemporal recurrent con-
volutional networks (STRCNs) model, which combines
CNN with LSTM for capturing the spatialtemporal de-
pendencies of regional trafc, achieved better prediction
results than the ST-ResNet model. Although these models
can reasonably consider the spatialtemporal correlations
among trafc fows in various city regions and extract rich
spatialtemporal features, they can only handle Euclidean
structured data and are inadaptive to non-Euclidean
structured data. Crivellari and Beinat [30] proposed an
LSTM-based method so as to predict urban trafc fows
distributed over multiple reference locations in the city. Bai
et al. [34] proposed a multitask convolutional recurrent
neural network (MT-CRNN) framework that combines
CNN and LSTM and mixes external features together, such
as season, temperature, and air quality, to predict passengers’
demand for multiple features from diferent domains.

Although these models can consider the spatialtemporal
relationships among nodes in a trafc network through

a grid-based graph, they are unable to adapt non-Euclidean
structured data, which has some limitations.

2.3. Extracting Spatialtemporal Dependencies with GCN.
Later, some scholars investigated how to apply graph
convolution techniques for spatial-temporal data mining.
Zhang et al. [21] proposed a hybrid graph convolutional
network HGCN to predict trafc fow at highway toll
booths, which considered both spatial-temporal and ex-
ternal factors, including weather conditions and date types.
Zhao et al. [35] proposed a temporal graph convolutional
network (T-GCN) model which combines graph convo-
lution with GRU to capture the spatialtemporal correlation
of trafc fow. Li et al. [22] fused difusion convolution with
GRU to capture the spatialtemporal dependencies of trafc
fow, designed a DCRNN model, and performed multistep
trafc fow prediction based on the encoder-decoder
framework. Yu et al. [36] designed a spatialtemporal
graph convolution model (STGCN) by using graph con-
volution and gated convolution to capture the spa-
tialtemporal dependencies of vehicle speed on each road
segment on the highway, respectively, which outperforms
DCRNN and the model training time cost was greatly
reduced. Later, Diao et al. [37] improved Yu’s work by
designing a Laplacian matrix estimator and proposed
a dynamic graph convolutional neural network model
(DGCNN). Guo et al. [17] modeled the correlation among
the target trafc to be predicted and its recent trafc, daily
cycle trafc, and weekly cycle trafc, and introduced
a spatial-temporal attention mechanism for capturing the
spatial-temporal correlation among nodes. Bai et al. [38]
proposed the adaptive graph convolution recurrent net-
work (AGCRN) by adaptively constructing a trafc net-
work graph through a learnable adjacency matrix to
capture the spatial-temporal correlation of trafc data, and
the multistep prediction performance of the model de-
teriorates slowly.
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Figure 1: Nonlinear relationship between spatial dependence and Euclidean distance: (a) location distribution of nodes in the trafc
network; (b) trafc curve of diferent nodes in a day.
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However, most of the existing GCN-based prediction
methods have some performance limitations and poor ro-
bustness in multipart prediction.

3. Preliminaries

In this section, trafc fow prediction issues and several key
concepts will be described as follows:

Trafc fow prediction is a typical time-series data
prediction problem, which aims to predict future road
conditions in a certain period based on the previously ob-
served trafc condition. Generally, trafc fow prediction can
be divided into short-term (less than 60minutes) fow
prediction and long-term (over 1 hour) prediction. Te
former is of greater practical signifcance to people’s daily
travel planning and intelligent transportation system and is
also the direction of our study. Te trafc condition is
a general concept that can be trafc speed, fow, or lane
occupancy in our method. Without loss of generality, trafc
fow was chosen as the trafc condition in our experiments.

Defnition 1. Road network G: An undirected graph G �

(V, E, A) should be introduced in order to describe the
relationship among adjacent nodes in the trafc network,
where V � vi􏼈 􏼉

N

i�1 is a node set, and we treat each sensor
distributed along the road as a node, N is the total number of
nodes, and E is a set of edges which represents the con-
nectivity among nodes in a transportation network.
A ∈ RN×N is a weighted adjacency matrix, and Avi,vj

rep-
resents the proximity from node vi to node vj.

Defnition 2. Trafc fow: Trafc fow is defned as the
number of vehicles passing on a certain road in a certain
period of time. For example, given a time interval ∆t, y

vi

t+1
represents the trafc fow during the time horizon (t, t+∆t)
at the station vi and t is the starting point.

Defnition 3. Feature matrix XN×F×S: Te trafc fow of all
nodes in the road network over S time slices are regarded as
features, defned as Χ � (X1, X2, ..., XS) ∈ RN×F×S, where N

is the total number of nodes, S represents the number of the
historical time slices, F is denoted as the feature of the
historical time slices, which can be other trafc information,
such as speed, trafc fow, lane occupancy rate.
Xt � (x1

t , x2
t , . . . , xN

t ) ∈ RN×F represents all values of the
features of N nodes at time of t , where xi

t represents all the
features of the node i at time of t.

Terefore, Short-term trafc fow prediction of all nodes
can be defned as Yp � (y1, y2, . . . , yN) ∈ RN×Tp , as shown
by the blue part of Figure 2, where Tp is the length of
predicting window. yi � (yi

t+1, yi
t+2, . . . , yi

t+Tp
) ∈ RTp rep-

resents the trafc fow of the node i in time slice Tp, where yi
t

denotes the trafc fow of node i at time t. Generally
speaking, trafc fow is a slow variable, so there is a strong
correlation between the just past trafc data and the short-
term future trafc data. Te goal of our work is to establish
a function f(·), which can extract the potential spa-
tialtemporal relationship from the trafc fow in the past
accurately, as shown in Figure 2.

It can be described by the following formula:

Yp � f Xs, G;Θ( 􏼁, (1)

where Xs � (Xt− Ts+1,Xt− Ts+2,, . . . , Xt) ∈ RN×F×Ts is a histori-
cal time slice directly adjacent to the time slice to be pre-
dicted, G is a road network, and Θ denotes all learnable
parameters in our model.

4. AGRGCN Method

4.1. Overview. Our task is mainly to extract meaningful
patterns and features from historical trafc information, so
as to predict the future trafc fow in diferent periods.
Generally, short-term trafc prediction is of great signif-
cance for people’s daily travel planning, urban road man-
agement, logistics supply chain, etc. Terefore, we follow the
previous work [21, 22, 36–38] to study the short-term fow
forecast based on GCN.

We propose a framework for spatial-temporal trafc fow
prediction based on graph convolution and gated recurrent
unit with attention mechanism. Te framework is shown in
Figure 3. It mainly contains 4 modules, data preprocessing,
spatial feature extraction, temporal feature extraction, and
results visualization. More details are as follows:

For the data processing module, the original trafc data
will be normalized by min-max scaling Xnorm � X−

Xmin/Xmax − Xmin before feeding into the neural network. It
can solve the problem of diferent scales of features in the
trafc fow, which can also speed up gradient descent for
optimal solutions for our model. Te predefned adjacency
matrix is constructed by the distance between each sensor on
the trafc road network. Te predefned adjacency matric
A ∈ RN×N is defned as follows:

Avi,vj
�

1
dist vi, vj􏼐 􏼑

, if dist vi, vj􏼐 􏼑< κ,

0, otherwise,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

where dist(vi, vj) denotes the distance among notes vi and vj

on the trafc road network, κ is the distance threshold
among sensors. Te distance among diferent nodes is
measured by Google Maps.

Te spatial feature extraction module consists of several
graph convolution layers which can process sensor network
graphs of non-Euclidean distances and extract the spatial
dependencies among neighboring nodes in a trafc road
network.

Te temporal feature extraction module consists of
several GRUs (gated recurrent units), which can capture
potential temporal dependencies in trafc fow. Further-
more, an attention mechanism is introduced to adaptively
evaluate the importance of past trafc fows at diferent time
steps for future trafc fows.

In the results visualization module, the output values of
the model are denormalized and then plotted as curves and
compared with the curves of the original values.
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4.2. Extracting Spatial Dependencies. Spatial dependencies
are a crucial factor in trafc fow prediction.Tere is a strong
spatial correlation among diferent nodes in a trafc net-
work. Te nature of a trafc network is a graph structure,
and each node can be considered as a signal on the graph.
Terefore, a spectral graph-based approach is used to
capture patterns and features in a spatial sense to take full
advantage of the topological properties of trafc networks.
Tis approach extends the convolution operation to the
domain of graph-structured data, which treats the data as
signals on a graph, and then processes it directly on
the graph.

In spectral graph analysis, the graph is represented by the
corresponding Laplacian matrix L � D − A, where
A ∈ RN×N is an adjacency matrix. D ∈ RN×N is a degree
matrix, which is a diagonal matrix, Di � 􏽐

n
jAij represents

the degree of node i in a graph. Inmost recent work on trafc
fow prediction, a symmetric normalized Laplacian matrix
Lsym is used to describe spatial relationships among nodes in
a trafc network.

Lsym � IN − D
− (1/2)

AD
− (1/2)

, (3)

where IN is an identity matrix.
According to [22], graph convolution operation can be

approximated by expansion of frst-order Chebyshev
polynomial, as shown in the following formula:

H
(l+1)

� σ LsymH
(l)

W
(l)

􏼐 􏼑, (4)

where H(l) ∈ RN∗D and H(0) � X ∈ RN×C denote the output
and input of the GCN layer l, C is the input dimension and D

is the hidden dimension, and σ(·) denotes the activation
function.

In our research, a two-layer graph convolutional net-
work is used as a spatial feature extraction component in our
model, which can be formulated as follows:

Z � f(X, A) � ReLu LsymReLU LsymXW
(0)

􏼐 􏼑W
(1)

􏼐 􏼑,

(5)

where Z ∈ RN×D denotes the output and ReLU(·) is used as
the activation of the network.

4.3. Extracting Temporal Dependencies. Except for the
spatial dependencies, the complex temporal dependencies
are also involved in trafc fow prediction. RNN is widely
used to deal with time-series data. However, the classical
RNN has some limitations for long-term prediction due to
the problems of gradient disappearance and gradient ex-
plosion. LSTM and GRU are both variants of RNN and can
solve the above problem of RNN by gating units. At the same
time, it can have a better memory efect on the time series
data of long and short time. Compared with LSTM, GRU has

t -Tp + 1
t - 1

Ts Tp

Time

Yp = f (Xs  , G;Θ)

t t + Tp

t + 2
t + 1

Figure 2:Te goal of trafc forecasting is to ft a non-linear function that extracts the spatial and temporal dependencies in past trafc fows,
and thus, accurately predicts future trafc fows.
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a relatively lightweight model, fewer parameters, and faster
training ability [35]. Terefore, GRU is selected in our re-
search to extract the time dependencies of trafc fow. Te
spatial module from the previous section is selected to re-
place the MLP part of the GRU so that the spatialtemporal
dependencies in the nodes can be extracted simultaneously.
It can be defned by the formula as follow:

ut � Sigmoid Wu f A, Xt( 􏼁, ht− 1􏼂 􏼃 + bu( 􏼁,

rt � Sigmoid Wr f A, Xt( 􏼁, ht− 1􏼂 􏼃 + br( 􏼁,

􏽥ht � tanh W􏽥h
f A, Xt( 􏼁, rt ⊙ ht− 1( 􏼁􏼂 􏼃 + b􏽥h

􏼒 􏼓,

ht � ut ⊙ ht− 1 + 1 − ut( 􏼁⊙ 􏽥ht,

(6)

where f(A, Xt) and ht denote input and output at time step
t, [·] represents the concatenate operation, ⊙ stands for the
Hadamard product of two matric, and u and r stand for
update gate and reset gate, respectively. Wr, Wu, W􏽥h

, br, bu,
and b􏽥h

are learnable parameters.
To predict the future trafc fow more accurately, GRU-

based network modules are used to mine the temporal
features in the trafc fow. However, according to Cho et al.
[10], the prediction performance of such RNN-based net-
works deteriorates rapidly as the length of the input se-
quence increases. To alleviate this problem, an attention
mechanism is integrated into the temporal feature extraction
module to achieve more accurate future trafc fow pre-
diction. Tis attention mechanism enables adaptive evalu-
ation of the impact of hidden states on future trafc fow at
diferent time steps. More specifcally, the attention weights
of the hidden states at each time step are calculated by the
following equation:

u
i
t � Uwtanh Wwh

i
t + bw􏼐 􏼑,

αi
t �

exp u
i
t􏼐 􏼑

􏽐
T
j�1 exp u

i
t􏼐 􏼑

,

(7)

where Ww, Uw, and bw are learnable parameters and the
attention weight αi

t represents the importance of diferent
time steps on trafc fow prediction in the past. In order to
integrate the impact of trafc fow at diferent time steps on
future trafc fow, the weighted sum of the hidden states at
diferent time steps is obtained by the attention mechanism
to acquire the context vector St.

St � 􏽘
T

i�1
aithit. (8)

In addition, a jump connection is introduced in the
temporal feature extraction module to alleviate the model
degradation problem. Te last hidden state of GRU is jump
connected after the attention mechanism module, as shown
in Figure 3. Te specifc formulation is as follows:

ot � ReLU St + h
last
t􏼐 􏼑. (9)

Finally, the prediction sequence of trafc fow Yp �

(y1, y2, . . . , yN) ∈ RN×Tp is gained by a fully connected
layer.

Yp � ReLU wp
′ot + bp
′􏼐 􏼑, (10)

where wp
′, bp
′ denote the weight and bias of the fully con-

nected layer, respectively.

5. Experiments

5.1.Datasets. To evaluate the performance and robustness of
our model, extensive experiments are conducted on two
diferent time-granularity datasets.

PeMSD4: It is collected by the Caltrans Performance
Measurement System (PeMS) with a time granularity of
5minutes. Te PeMSD4 dataset refers to the trafc fow
data in the San Francisco Bay Area, which contains
trafc information of 307 loop detectors from 1/Jan/
2018 to 28/Feb/2018.
HW-ENG: Tis trafc dataset contains specifc trafc
information, including average speed, trafc fow,
sensor location, and date, collected from 222 detectors
on the highway of England. Te time granularity of the
original trafc dataset is 15minutes. Sensors are dis-
tributed on 12 roads, including M6, M60, M62, M67,
and A556, which cover server cites that contain
Manchester, Warrington, and Blackburn. Te distri-
bution of sensors of the dataset is presented in Figure 4.
A whole year of trafc data ranging from January 1st,
2019, to December 31st, 2019, is used for the experi-
ment. Te total number of trafc data in the dataset is
15,472,512. To mine for hidden correlations among
trafc fows at nearby observation points, we enhanced
the dataset with topological road information based on
the distance among sensors through Google Maps’
service.

In order to study the trafc conditions of the two datasets
so as to analyze the subsequent experimental results more
rationally, some statistical analyses are performed; the re-
sults are shown in Figure 5. More specifcally, Figure 5(a)
and 5(b), respectively, show the distribution of speed data
and trafc fow data in the two datasets. Te speed distri-
bution of PeMSD4 is relatively simple, with more than 80%
of data in the range of 60–65mile/h, indicating that the
trafc condition is relatively simple. Te distribution of
speed and trafc fow of HW-ENG is more uniform than
that of PeMSD4.

To analyze the spatial correlation among diferent nodes,
the Pearson correlations among trafc fows at diferent
measurement points in the trafc network are calculated,
and their distributions are statistically presented, in
Figure 5(c). Pearson’s correlation coefcient ρX,Y is used to
measure the degree of linear correlation between variables X
and Y of two data sets. Te closer the absolute value is to 1,
the stronger the correlation is, conversely, the closer it is to 0,
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Figure 4: Te distribution of monitoring points in the HW-ENG dataset.
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the weaker the correlation.Te specifc formula for ρX,Y is as
follows:

ρX,Y �
cov(X, Y)

σXσY

�
E X − μX( 􏼁 Y − μY( 􏼁􏼂 􏼃

σXσY

− 1< ρX,Y < 1.

(11)

It can be obtained from Figure 5(c), there is a strong
spatial correlation among nodes in the HW-ENG dataset, of
which 84% are greater than 0.8. Te correlation among
nodes in the PeMSD4 dataset is relatively low, and there are
some pairs of nodes with low correlation. Terefore, com-
pared with PeMSD4, the trafc condition of HW-ENG is
more complex and the correlation among nodes is stronger.

A more detailed comparison of these two datasets is
shown in Table 1.Te total number of edges among nodes in
PeMSD4 is less than HW-ENG, which indicates that the
topological information in the trafc fow is insufcient to be
described in PeMSD4. Te key to improving the prediction
performance is efectively capturing the spatial dependencies
among nodes.

5.2. Setting

5.2.1. Baselines. AGRGCN and some traditional statistical-
based and deep learning-based methods are compared for
trafc fow prediction, and these methods can refect the
recent progress in this feld. Te baselines are introduced as
follows:

HA (historical average) method: Te average value of
the last 8 steps is used to predict the next value.
ARIMA (autoregressive integrated moving average
model): It fts a parametric model with the data ob-
served in the past week and then predicts the future
trafc fow.

SVR (Support vector machine) for Regression: A re-
gression method with good generalization ability is
widely used for the prediction of time-series data.
MLP (multilayer perceptron): (One input layer, one or
more hidden layers, and one output layer), which can
solve non-linear problems by using activation functions
to simulate neurons.Te number of hidden layer cells is
set to 64.
GRU (gated recurrent unit) network: A variant of the
RNN model which powerful in capturing sequential
dependencies.
T-GCN [35]: It combines graph convolution network
(GCN) and gated recurrent unit (GRU) and can cap-
ture time and space dependencies.
HGCN [21]: It is a combination of the graph con-
volutional network (GCN) and feedforward neural
network (FNN).
ASTGCN [17]: It consists of several graph convolution
components with a spatialtemporal attention
mechanism.
AGCRN [38]: It can construct a road trafc network
diagrams adaptively without the need for pre-defned
adjacency matrices.

5.2.2. Experimental Setup. Te original trafc data is pro-
cessed on a PC (CPU: AMD Ryzen 4600H with Radeon
Graphics @ 3.0GHz, GPU: NVIDIA GeForce GTX 1650
with 4GB of GPU memory, memory: 16GB). Moreover,
with the support of the Python libraries that include NumPy
and PyTorch. Te deep learning model is implemented on
a Dell R730 server (CPU: E5-2603V4 ∗ 2 @ 1.2–3.2GHz,
GPU: Nvidia Tesla K80 with 12GB of GPU memory,
memory: 128GB). Te architecture of our model framework
consists of two graph convolutional layers, one gated re-
current layer, one attention layer, one residual connection
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Figure 5: Distribution of trafc information in the PEMSD4 and HW-ENG datasets: (a) distribution of speed data; (b) distribution of trafc
fow data; (c) distribution of correlations between nodes in the trafc network.
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layer, and one fully connected layer. For the HW-ENG
dataset, the frst 10months are used for training data, and
the last 2months are used for test data. For PeMSD4, the frst
45 days were used as the training data, and the last 15 days
were used as the test date. Besides, the hyper-parameters
settings of the model are as follows: the mini-batch size is set
to 128. Te dropout rate is set to 20%. An Adam optimizer is
used to update the model parameters with an initial learning
rate of 0.001. Te mean square error Lf is chosen as the loss
function with the following equation:

Lf �
1
n

􏽘

N

i�1
yi − 􏽢yi( 􏼁

2
, (12)

where yi denotes the ground truth and 􏽢yi denotes the
predicted values.

5.2.3. Evaluation Metric. Te performance of all models is
evaluated by the following three metrics: mean absolute
error (MAE), mean absolute percentage error (MAPE), and
rooted mean square error (RMSE), which are the most
widely used methods in trafc fow prediction problems.

MAE �
1
N

􏽘

N

i�1
yi − 􏽢yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌,

RMSE �

������������

1
n

􏽘

n

i

yi − 􏽢yi( 􏼁
2

􏽶
􏽴

,

MAPE �
100%

N
􏽘

N

i�1

yi − 􏽢yi

yi

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
,

(13)

where yi represents the ground truth while 􏽢yi denotes the
predicted values and N denotes the observed samples.

5.3. Results and Analysis

5.3.1. Overall Result. To verify the accuracy of the AGRGCN
prediction results, the predicted values are compared with
the original values. As shown in Figure 6, the trafc fow
curves of some randomly selected nodes on two diferent
time-granularity datasets are plotted, where the blue line
represents the true value and the red line indicates the
predicted value. Obviously, the trends and fuctuations of the
two curves are highly consistent, which proves the efec-
tiveness and robustness of the performance of our model
AGRGCN.

Tables 2 and 3 show the quantitative results of these
models for 15-, 30-, and 60-minute trafc fow prediction,
including MAE, RMSE, and MAPE. AGRGCN achieves
better prediction performance on both datasets, especially

on multistep prediction (3%-4% improvement on PeMSD4).
In addition, the prediction performance advantage of our
model is pronounced under more complex trafc conditions
(9%–16% improvement on HW-ENG). In addition, our
method has a lower computational cost relative to AGCRN
[38] and ASTGCN [17], with a reduction of 53.6% on the
PeMSD4 dataset and 88.6% on the HW-ENG dataset.
Considering the improved performance and lower com-
putational cost of our model, our model outperforms the
baselines.

Traditional methods, such as HA, ARIMA, and SVR,
have a strong dependency on the processing of original input
data and the prediction performance is much worse than
that of deep learning-based methods. Te prediction per-
formance of MLP and GRU is better than traditional
methods, but these methods have some limitations because
they are not suitable for handling non-Euclidean distance
structure data, so only the time dependencies of trafc fow
can be captured, while the spatial dependencies is ignored.

Based on the graph convolution method, HGCN [21],
T-GCN [35], ASTGCN [17], and AGCRN [38] can capture
the spatialtemporal dependencies in trafc fow simulta-
neously and the prediction performance is better than MLP
and GRU. Te performance of HGCN [21] and T-GCN [35]
is weaker than that of ASTGCN [17] and AGCRN [38] due
to the limited representation capability of the model.
ASTGCN [17] adopts the spatialtemporal attention mech-
anism module, which can better extract the spatialtemporal
dependencies in trafc fow, but the multistep prediction
performance is lower than that of AGCRN [38]. AGCRN
[38] extracts the spatial dependencies of trafc fow by
adaptively constructing the adjacency matrix and extracts
the temporal dependencies of trafc fow by the GRU
module. In both datasets, the prediction performance of
AGCRN [38] is the best among the baselines. Compared
with AGCRN [38], AGRGCN achieves better prediction
results on most prediction time steps on PeMSD4 and
HW-ENG datasets, except for certain metrics predicted in
the short-term range (e.g. 15min). Especially on HW-ENG
with a larger time-granularity and more complex road
conditions, the performance of AGRGCN is superior to
AGCRN [38], which illustrates the adaptability of AGCRN
[38] and its efectiveness in capturing the spatialtemporal
dependencies in trafc fow.

Figure 7 shows the comparison of the prediction per-
formance of each method at diferent time steps on the
PeMSD4 andHW-ENG datasets. On PeMSD4, AGCRN [38]
performs best on short time steps (15min). Tis may be due
to the inadequate description of road topology information
in the PeMSD4 dataset (as known from the statistical
analysis of the dataset in the previous section). As a result,
models constructed based on this adjacency matrix (e.g.,
ASTGCN [17], and AGRGCN) have difculty adequately

Table 1: Comparison of properties of the two datasets.

Dataset Samples Nodes Edges Time range Time granularity (min) Average fow Average speed (mile/h)
PeMSD4 10,433,088 307 340 2018/1/1∼2018/2/28 5 211.80 63.47
HW-ENG 15,472,512 222 1886 2019/1/1–2019/12/31 15 340.57 61.06
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Figure 6: Continued.
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capturing trafc fow’s spatial dependencies. In contrast,
AGCRN [38] benefts from the learnable adjacency matrix,
and thus, achieves better prediction performance at short
time steps. Compared to the baselines, AGRGCN benefts
from the ability to adaptively extract dependencies among
trafc fows at diferent time steps at long time steps. What is

more, the prediction performance of AGRGCN deteriorates
much more slowly than other models, which illustrates the
robustness of our model.

Compared with AGCRN [38], AGRGCN achieves better
prediction results on most prediction time steps for the
PeMSD4 and HW-ENG datasets, except for certain metrics
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Figure 6: Comparison between the real trafc fow and the predicted values for some randomly selected nodes on two diferent time-
granularity datasets.

Table 2: Te prediction performance of diferent model on the PeMSD4 dataset.

Methods
15min 45min 1 h Training

time
(s/epoch)MAE RMSE MAPE

(%) MAE RMSE MAPE
(%) MAE RMSE MAPE

(%)
HA 28.61 42.76 20.00 39.14 57.40 28.4 46.39 67.38 34.60 —
SVR 26.44 41.96 18.50 37.66 57.62 25.7 43.46 66.49 28.90 —
ARIMA 21.8 34.05 14.10 32.91 49.76 21.8 38.97 58.24 26.50 —
MLP 21.47 33.2 14.40 28.67 42.75 20.6 32.77 47.88 25.40 5
GRU 21.63 33.97 15.70 24.11 37.05 17.8 24.56 37.74 18.30 26
T-GCN 22.15 33.88 17.30 28.27 41.99 23.1 31.34 46.47 24.50 30
HGCN 21.1 33.28 14.60 27.81 42.45 19.6 31.45 47.2 23.00 12
ASTGCN 19.9 31.15 14.00 24.26 37.12 17.9 26.8 40.47 20.90 150
AGCRN 19.  30.08 13. 0 21.43 33. 9 14.5 22.25 34.4 15.40 110
AGRGCN 20.01 33.03 13.80  1.04 34.65 14.4  1.5 35.28 14.90 51
Te bold values indicate the best performance metrics in the performance comparision.

Table 3: Te prediction performance of diferent model on the HW-ENG dataset.

Methods
15min 45min 1 h Training

time
(s/epoch)MAE RMSE MAPE

(%) MAE RMSE MAPE
(%) MAE RMSE MAPE

(%)
HA 76.94 115.62 39.80 95.03 142.18 49.9 104.96 156.04 56.10 —
SVR 57.06 102.21 27.70 78.38 133.03 38.4 89.22 149.64 43.40 —
ARIMA 35.5 57.34 17.70 70.57 115.26 31.6 88.73 142.65 40.00 —
MLP 30.29 48.51 15.10 49.62 77.80 27.3 59.01 90.58 34.00 4
GRU 29.7 47.46 15.20 43.08 68.86 21.0 50.79 78.75 28.60 12
T-GCN 30.47 48.42 16.00 49.46 77.54 26.6 54.43 83.71 29.70 33
HGCN 29.23 46.97 15.30 46.56 72.93 23.8 53.43 84.21 25.60 11
ASTGCN 26.98 43.25 15.70 45.70 73.08 21.8 39.57 60.03 22.80 120
AGCRN 28.72 45.23 17.80 35.64 57.57 19.5 35.92 58.81 19.40 105
AGRGCN  6.06 4 . 3 14.80 33.1 54. 7 17.5 31.16 5 . 16.30 12
Te bold values indicate the best performance metrics in the performance comparision.
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(e.g., 15 and 30minutes) predicted in the short-term range.
In particular, on HW-ENG, the limitations of the baselines
are more obvious due to the larger time granularity and
more complex road conditions, which illustrates the
adaptability and robustness of AGRGCN on diferent types
of trafc datasets.

5.3.2. Ablation Study. In this part, an ablation study was
conducted to validate the impact of diferent modules in our
model on the HW-ENG dataset. GCN was chosen as the
benchmark comparison method, which contains 2 layers of
graph convolution layers. Meanwhile, three variants of the
AGRGCN model have been designed as follows:

AGCN: the GRU module in AGRGCN is replaced with
a fully connected layer

AGRN: the graph convolution module in AGRGCN is
removed

GCGRN: the attention mechanism in AGRGCN is
removed

As can be seen from the results in the Figure 8

(1) Without the GRUmodule, it is difcult for AGCN to
capture temporal dependencies, and although there
is good performance for a short time, the model
performance deteriorates rapidly in multistep
prediction

(2) Without the GCN module, AGRU is unable to
capture the spatial dependencies of trafc fow, and
the overall performance is poor despite the memory
capability brought by the GRU module of the model
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Figure 7: Prediction performance comparison at each time step on the PeMSD4 and HW-ENG datasets.
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(3) GCGRU can capture spatialtemporal dependencies,
but the model performance decreases compared with
AGRGCN due to the lack of attention module

(4) AGRGCN achieved the best performance, illustrat-
ing that the attention mechanism’s introduction can
improve the model’s performance.

Overall, this ablation experiment demonstrates the
ability of AGRGCN to capture the temporal and spatial
dependencies in the trafc fow. At the same time, the in-
dispensable role of each submodule of our model is
validated.

5.3.3. Model Analysis. One key parameter in our model is
the number of GRU hidden units of each node, which not
only afects the overall number of parameters of our model
but also the learning ability of AGRGCN to capture the
spatialtemporal dependencies. Figure 9 shows the infuence
of diferent GRU hidden units on the performance of
AGRGCN on the HW-ENG dataset. When the number of
GRU hidden units is set to 6, the performance of the model
achieves the best. Besides, either the number of the hidden
layer is set larger or smaller would degrade model perfor-
mance. On the one hand, the model representation capa-
bility is limited when the number is small. On the other
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Figure 8: Ablation experiments performed on the HW-ENG dataset.
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hand, a large number of GRU hidden units lead to an in-
crease of learnable parameters, making model training more
complex.

6. Conclusion

In this paper, an attention-based spatialtemporal graph
convolution framework, named AGRGCN, is proposed and
used for trafc fow prediction. Tis model combines GCN
and recurrent neural networks to extract the
spatial-temporal dependencies in trafc fows efciently. In
addition, an attention mechanism is introduced into our
model to learn the relationship among diferent time steps
adaptively.

Extensive experiments with 10 models on two diferent
time-granularity datasets demonstrate the validity and ro-
bustness of our models and their various submodules. Each
model is evaluated in terms of its prediction accuracy and
training time cost. Considering the improved performance
and lower computational cost of our model, our model is
better than the baselines and the advantage is more obvious
for a longer time step. In the future, we will expand our work
by focusing on the following aspects:

(1) To achieve more accurate trafc fow prediction, we
will introduce some external factors (weather, hol-
idays, etc.) into our model

(2) Due to the strong daily and weekly periodicity of
trafc fow, data from the same time period of past
days and weeks will be used as input features to
predict trafc fows for the same time period of
future days
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