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Received 3 July 2023; Revised 4 January 2024; Accepted 21 February 2024; Published 14 March 2024

Academic Editor: Xiaolong Qin
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In this paper, we study a second-order diferential inclusion under boundary conditions governed by maximal monotone
multivalued operators. Tese boundary conditions incorporate the classical Dirichlet, Neumann, and Sturm–Liouville problems.
Our method of study combines the method of lower and upper solutions, the analysis of multivalued functions, and the theory of
monotone operators. We show the existence of solutions when the lower solution σ and the upper solution c are well ordered.
Next, we show how our arguments of proof can be easily exploited to establish the existence of extremal solutions in the functional
interval [σ, c]. We also show that our method can be applied to the periodic case.

1. Introduction

We consider the nonlinear second-order problem

Φ Θ(x)z′(x)( 􏼁( 􏼁′ ∈ A(z(x)) + H x, z(x), z′(x)( 􏼁 + g(z(x)) a.e on Π � [0, α],

Θ(0)z′(0) ∈ G1(z(0)), − Θ(α)z′(α) ∈ G2(z(α)),

⎧⎨

⎩ (1)

where A: R⟶ P(R) is a subdiferential of a lower
semicontinuous, proper, and convex function which are not
identically equal to +∞, H: Π × R2⟶ P(R) is Lp−

Caratheodory multifunction, p≥ 2, Gi: R⟶ P(R),

i � 1, 2, is a maximal monotone operator, g: R⟶ R is
a not necessarily continuous map, Φ: R⟶ R is a mono-
tone homeomorphism, andΘ: Π⟶ R is a continuous and
positive function.

Introduced by Picard in 1890 in [1, 2], the method of
lower and upper solutions is still intensely used today to
establish existence and multiplicity results for boundary
problems of second or other order. For example, in [3–5], it
was combined, respectively, with the topological degree
theory, a fxed point theorem for ordered Banach spaces and
fxed point index theory to establish existence and multi-
plicity results for nonlinear second-order diferential
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equations while in [6], it is used to study the fractional
evolution equation with order σ, 1< σ < 2. Also, recently in
[7, 8], the method has been extended, respectively, to
semilinear and generalized second-order random impulsive
diferential problem driven, respectively, by the scalar
Laplacian operator u↦ u″ and u↦ (p(.)u′)′ with linear
boundary conditions. Much earlier, Frigon [9, 10] gener-
alized this method to diferential inclusions but her study
was only focused on a semilinear problem with linear
boundary conditions. It was followed by other authors such
as Bader-Papageorgiou [11] and Staicu-Papageorgiou [12]
who worked only with a nonlinear homogeneous diferential
operator, the p-Laplacian operator u↦ (|u′|p− 2u′)′ with
nonlinear and multivalued boundary conditions that en-
compass the Dirichlet, Neumann, and Sturm–Liouville
problems. Tey also show that their method stay true for the
periodic problems but like the references given above, their
work does not include variational inequalities.

Te aim of this paper is to extend the aforementioned
works to a large class of problems incorporating the oper-
ators used and variational inequalities with nonlinear and
multivalued boundary conditions. At this end, we deal with
a nonhomogeneous and nonlinear diferential operator, the
Φ − Laplacian operator u↦ (Φ(Θ(.)u′))′, in a problem that
incorporates variational inequalities. Our proof is based on
a fxed point theorem for ordered Banach spaces due to
Heikilla and Hu [13].

Te Φ − Laplacian operator under consideration applies
to several areas such as nonlinear elasticity, non-Newtonian
fuid theory, theory of capillary surfaces, and difusion of
fows in porous media (see [14]). As for diferential in-
clusions, they arise in the mathematical modelling of certain
problems in the control theory, optimisation, mathematical
economics, sweeping process, stochastic analysis, and many
other felds (see [15–17]). Finally, variational inequalities
models many applied problems, such as diferential, Nash
games electrical circuits with ideal diodes, dynamic trafc
networks and hybrid engineering systems with variable
structures, and Coulomb friction for contacting bodies (see
[18]).

2. Notations and Preliminaries

Here, we will take stock of the notations and results we will
be using in the rest of the article. Our main sources are the
books of Hu-Papageorgiou [19] and Zeidler [20].

We denote by (Π,Σ, ζ) a fnite measure space and U

a separable Banach space;P(U)\ ∅{ } is the set of nonempty
parts of U; B(U) is the Borel σ− feld of U;Pnf(U) is the set
of nonempty and closed parts of U; Pnfc(U) is the set of
nonempty, closed, and convex parts of U;Pnwkc(U) is the set
of nonempty, weakly compact, and convex parts of U; H′ is
a multifunction defned on Π with values inPnf(U)\ ∅{ }; δ
is a positive real function defned by, for any element t of U,
for any element z of Π, δ(t, z) � d(t, H′(z)) � inf
‖t − u‖: u ∈ H′(z)􏼈 􏼉;H is a multifunction defned onΠwith
values in P(U)\ ∅{ }, GrH is the graph of the multifunction
H, i.e., the set of pairs (u, w) belonging toΠ × U such that w

belongs to H(u); SP
H is the set of functions belonging to

Lp(Π, U) such that for almost all element w of Π, f(w)

belongs to H(w), with 2≤p≤ +∞; V and W are Hausdorf
topological spaces; C is a closed subset of W; I is a multi-
function defned on V with values inP(W)\ ∅{ }; and I− (C)

is the set of elements v of V such that I(v)∩C≠∅.
If I− (C) is closed, we say that I is upper semicontinuous

(usc in the abbreviated form). If I has closed values and W is
regular, we say that I has a closed graph. If I is locally
compact, then I has a closed graph which implies that I has
closed values.

If for all t ∈ U and for all z ∈ Π, δ(t, z) is Σ − measurable,
we say that the multifunction H′ is measurable. If a multi-
function of type H′ is measurable, then its graph is mea-
surable. On the other hand, the opposite is true only if Σ is
ζ − complete.

GrH belongs to Σ × B(U). Te set SP
H may be empty. If

GrH is measurable, then the set SP
H is nonempty if only if

z↦ inf ‖u‖: u ∈ H′(z)􏼈 􏼉 belongs to Lp(Π)+.
U and U′ are, respectively, a refexive Banach space and

its topological dual. 〈〉 is the duality bracket between U and
U′. D(A) is the domain of A. Let D(A) be a subset of U, then
the map A: D(A)⟶ P(U′) is said to be

(1) monotone if for all (u, v) ∈ [D(A)]2, for all
(u′, v′) ∈ A(u) × A(v), u′ − v′, u − v􏼊 􏼋≥ 0;

(2) strictly monotone if A is monotone and for all
(u, v) ∈ [D(A)]2, for all (u′, v′) ∈ A(u) × A(v),
u′ − v′, u − v􏼊 􏼋 � 0 leads to u � v;

(3) maximal monotone if A is monotone and for all
(u, u′) ∈ D(A) × A(u), u′ − v′, u − v􏼊 􏼋 � 0 leads to
(v, v′) ∈ D(A) × A(v).

Te maximal monotony of A implies that for any ele-
ment u of D(A), the set A(u) is nonempty, closed, and
convex. In addition, GrA is demiclosed. Tis means that if
the sequence (zn, zn

′)n≥1 is in GrA, either the sequence
(zn)n≥1 converges strongly to z in U and the sequence
(zn
′)n≥1 converges weakly to z′ in U′ or the sequence (zn)n≥1

converges weakly to z in U and the sequence (zn
′)n≥1 con-

verge strongly to z′ in U′, then the pair (z, z′) belongs to
GrA. A map A defned on U with values in U′ is said to be
demicontinuous, if for every sequence (un)n≥1 that converges
to u in U, we have the sequence (A(un))n≥1 that converges
weakly to A(u) in U′. If a map A is monotone and demi-
continuous, then it is maximal monotone. If A is a map
defned on D(A) ⊆U with values in P(U′), with D(A) ⊆U

bounded or D(A) unbounded such that for u ∈ D(A),
(inf u′, u􏼊 􏼋: u′ ∈ A(u)􏼈 􏼉/‖u‖U) converges to +∞ as ‖u‖U

converges to +∞, then A is coercive. A maximal monotone
and coercive map is surjective.

Let U1, U2 be Banach spaces and Ψ a map defned on U1
with values in U2. Ψ is said to be completely continuous if
the sequence (vn)n≥1 converges weakly to v in U1; then, the
sequence (Ψ(vn))n≥1 converges strongly toΨ(v) in U2 andΨ
is said to be compact if it is continuous and maps bounded
sets into relatively compact sets. Complete continuity is
diferent from compactness but if U1 is refexive, then
complete continuity leads to compactness. In addition, if U1
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is refexive and Ψ is linear, then the complete continuity
equals compactness.

Let U be a refexive Banach space, φ: U⟶ (− ∞, +∞]
a proper, convex, and lower semicontinuous map. Let
u ∈ D(φ). Te subdiferential of φ at u is the multifunction
zφ: U⟶ P(U′) defned by

zφ(u) � u′ ∈ U′: u′, v − u􏼊 􏼋≤φ(v) − φ(u) ∀v ∈ U􏼈 􏼉,

(2)

where zφ is a maximal monotone map.
‖y‖ � (􏽒

α
0 |y(x)|p + |y′(x)|p)1/p denotes the norm on

W1,p(Π).
〈 〉0 denotes the duality brackets for the pair

(W− 1,q(Π), W
1,p
0 (Π)).

Theorem 1. If U and V are Banach spaces,
I: U⟶ Pnwkc(V) is usc from V into Vw, F: V⟶ U and is
completely continuous and if F°I maps bounded sets into
relatively compact sets, then one of the following statements
holds:

(a) the set X � u ∈ U: u ∈ ](F°I)for  some ] ∈ (0, 1)􏼈 􏼉 is
unbounded or

(b) F°I has a fxed point.

To establish the existence of a solution for problem (1),
we will need the following fxed point theorem for multi-
functions in ordered Banach spaces due to Heikkila-Hu [13].

Theorem 2. Let U be a separable, refexive, and ordered
Banach space and V⊆U a nonempty and weakly closed set.
Let S: V⟶ P(V)\ ∅{ } be a multifunction with weakly
closed values. We suppose that S(V) is bounded and

(i) Y � u ∈ V: u≤ v, for  some v ∈ S(u)􏼈 􏼉 is nonempty;
(ii) If u1 ≤ v1, v1 ∈ S(u1) and u1 ≤ u2, then we can fnd

v2 ∈ S(u2) such that v1 ≤ v2.

Ten, S has a fxed point, that means there exists u ∈ V

such that u ∈ S(u).

2.1. Auxiliary Results. Our respective defnitions of solu-
tions, lower solution and upper solution, of problem (1) are
as follows.

Defnition 3. A function z ∈ C1(Π) such that
Φ(Θ(.)z′(.)) ∈W1,q(0, α), with (1/p) + (1/q) � 1 and p≥ 2,
is said to be a solution of problem (1) if it verifes

Φ Θ(x)z′(x)( 􏼁( 􏼁′ � j(x) + h(x) + g(z(x))a.e on Π � [0, α],

j ∈ S
q

A(z(.)), h ∈ S
q

H .,z(.),z′(.)( )
,Θ(0)z′(0) ∈ G1(z(0)), − Θ(α)z′(α) ∈ G2(z(α)).

(3)

Defnition 4

(a) A function σ ∈ C1(Π) such that Φ(Θ(.)σ′
(.)) ∈W1,q(0, α) is said to be a lower solution of

problem (1) if there exist j1 ∈ S
q

A(σ(.)), h1 ∈
S

q

H(.,σ(.),σ′(.))
such that

Φ Θ(x)σ′(x)( 􏼁( 􏼁′ ≥ j1(x) + h1(x) + g(σ(x))a.e on Π � [0, α],

Θ(0)σ′(0) ∈ G1(σ(0)) + R+, − Θ(α)σ′(α) ∈ G2(σ(α)) + R+.

⎧⎪⎨

⎪⎩
(4)

(b) A function c ∈ C1(Π) such that Φ(Θ(.)c′
(.)) ∈W1,q(0, α) is said to be an upper solution of

problem (1) if there exist j2 ∈ S
q

A(c(.)), h2 ∈
S

q

H(.,c(.),c′(.))
such that

Φ Θ(x)c′(x)( 􏼁( 􏼁′ ≤ j2(x) + h2(x) + g(c(x)) a.e on Π � [0, α],

Θ(0)c′(0) ∈ G1(c(0)) − R+, − Θ(α)c′(α) ∈ G2(c(α)) − R+.

⎧⎪⎨

⎪⎩
(5)
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Our hypotheses on the data of (1) are the following:
(H0): problem (1) admits a pair of well-ordered lower

and upper solutions σ ∈ C1(Π) and c ∈ C1(Π).
(HΘ): Θ: Π⟶ R is a continuous positive function

such that there exist m, M> 0 satisfying

0<m≤Θ(x)≤M for  every x ∈ Π. (6)

(HΦ) Φ: R⟶ R is an increasing homeomorphism
map such that

(a) Φ(0) � 0;
(b) there exist d1, d2, d3 > 0 such that d1|y|p ≤Φ(Θ

(x)y)Θ(x)y ≤ d2 + d3|y|p, for all (x, y) ∈ Π × R.

Remark 5. Any increasing homeomorphism Φ of the form,
for all u ∈ R, Φ(Θ(x)u) � b(u)Θp− 1(x)Φp(u) with
b: R⟶ ]0, +∞[ a continuous map and Φp(u) � |u|p− 2u,
for all u ∈ R, satisfes hypotheses (HΦ).

(HA): A: R⟶ P(R) is a maximal monotone multi-
valued map defned by

A(u) � zJ(., u) for all u ∈ R, (7)

where J: Π × R⟶ R is a function such that

(i) for all u ∈ R, x↦ J(x, u) is measurable;
(ii) for almost all x ∈ Π, x↦ J(x, u) is a proper, convex,

and lower semicontinuous function.

(iii) for every r> 0, there exists gr ∈ Lq(Π) such that for
a.e x ∈ Π and for all u ∈ R with |u|≤ r and for all
v ∈ A(z(x)), we have |v|≤gr(x).

Remark 6. Tere exists a nondecreasing function a such that

A(u) � a u
−

( ), a u
+

( 􏼁􏼂 􏼃 for all u ∈ R, (8)

where

a u
−

( ) � lim
ϵ⟶0+

a(u − ϵ),

a u
+

( 􏼁 � lim
ϵ⟶0+

a(u + ϵ).
(9)

(HH) H: Π × R2⟶ Pnfc(R) is a multifunction such
that

(i) for all u, v ∈ R, x↦H(x, u, v) is a graph
measurable;

(ii) for almost all x ∈ Π, (u, v)↦H(x, u, v) has a closed
graph;

(iii) for almost all x ∈ Π, for all (u, v) ∈ [σ(x), c(x)] ×R,
we can fnd w ∈ S

p

H(x,u,v) in such a manner that

|w|< κ(|Φ(v)|)(λ(x) + a|v|), (10)

where λ ∈ L1(Π)+, a> 0, and κ: R+⟶ R+\ 0{ }

a nondecreasing function that can be measured in
the Borel sense in such a manner that

min 􏽚
+∞

Φ(Mρ)

ds

κ(s)
, 􏽚

+∞

− Φ(− Mρ)

ds

κ(s)
􏼨 􏼩>‖λ‖1 + a max

Π
σ, c􏼈 􏼉 − min

Π
σ, c􏼈 􏼉􏼒 􏼓 +‖β‖1, (11)

with ρ � (max |σ(α − x) − c(x)|, x ∈ 0, α{ }􏼈 􏼉/α) and
β � (α/κ(ρ))sup |j| + |g(z)|: j ∈ S

q

A(z),􏽮 |z|≤max
‖σ‖∞, ‖c‖∞􏼈 􏼉}

(iv) for all r> 0, we can fnd ψr ∈ Lq(Π) such that for
almost all x ∈ Π and for all u, v ∈ R with |u|, |v|≤ r

and for every l ∈ H(x, u, v), |l|≤ψr(x).

Remark 7. β is measurable. In addition, Remark 1.2 and
hypothesis (Hg) lead to β ∈ Lq(Π) ⊂ L1(Π).Te hypothesis
(HF)(iii) shows that the derivatives of the solution functions
of (1) are uniformly bounded. Tis is the Bern-
stein–Nagumo–Wintner growth condition.

(HG): for i � 1, 2, the map Gi: R⟶ P(R) is a maxi-
mal monotone and 0 ∈ Gi(0).

Remark 8. We can fnd an increasing positive function
ki, i � 1, 2 such that Gi(z) � [ki(z− ); ki(z+)], where
ki(z− ) � limε⟶0+ ki(z − ϵ) and ki(z+) � limε⟶0+ ki(z + ϵ),
i � 1, 2.

(Hg): g: R⟶ R is a not necessarily continuous
function such that we can fnd M> 0 and 1≤ l< +∞ in such
a manner that x↦g(x) + Mxl is decreasing. Also, it maps
bounded sets to bounded sets.

Lemma 9. Suppose that z ∈ C1(Π) and hypotheses
(HΘ), (HΦ) and (HH)(iii) are satisfed and

Φ Θ(x)z′(x)( 􏼁( 􏼁′ � j(x) + h(x) + g(z(x)) a.e on Π � [0, α], (12)
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with j ∈ S
q

A(z(.)), f ∈ S
q

H(.,z(.),z′(.))
. If

σ(x)≤ z(x)≤ c(x) for all x ∈ Π, (13)

then there exists M∗ > 0 that depends to σ, c, ξ, λ, g, a, j,Φ
such that |z′(x)|≤M∗, for all x ∈ Π.

Proof. We set

β �
1

κ(ρ)
sup |j| +|g(z)|: j ∈ A(z)  and  |z|≤max ‖σ‖∞, ‖c‖∞􏼈 􏼉􏼈 􏼉. (14)

By hypothesis (iii) of (HH), we can fnd M∗ >M/mρ
such that

min 􏽚
− Φ − mM∗( )

− Φ(− Mρ)

ds

κ(s)
, 􏽚
Φ mM∗( )

Φ(Mρ)

ds

κ(s)
􏼨 􏼩>‖κ‖1 + a max

Π
σ, c􏼈 􏼉 − min

Π
σ, c􏼈 􏼉􏼒 􏼓 + βα. (15)

As in the proof of Lemma 1 of [3] or Lemma 5 of [12], we
show that |z′(x)|≤M∗ for all x ∈ Π. In fact, if we reason by
the absurd, we arrive at the following contradiction:

max 􏽚
− Φ − mM∗( )

− Φ(− Mρ)

ds

κ(s)
, 􏽚
Φ mM∗( )

Φ(Mρ)

ds

κ(s)
􏼨 􏼩≤ ‖κ‖1 + a max

Π
σ, c􏼈 􏼉 − min

Π
σ, c􏼈 􏼉􏼒 􏼓 + βα. (16)

Let us introduce, respectively, the truncation map
9: Π × R: R⟶ R2, the penalty function Λ: Π × R⟶ R,
and the map Q: Π × R⟶ P(R)\ ∅{ } defned by

9(x, u, v) �

σ(x), σ′(x)( 􏼁, if u< σ(x),

c(x), c′(x)( 􏼁, if u> c(x),

u, M0( 􏼁, if σ(x)≤ u≤ c(x), v>M0,

u, − M0( 􏼁, if  σ(x)≤ u≤ c(x), v< − M0,

(u, v), if  σ(x)≤ u≤ c(x), |v|≤M0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

where M0 > max M∗, ‖σ′‖∞, ‖c′‖∞􏼈 􏼉;

Λ(x, u) �

Φp(u) − Φp(σ(x)), if  u< σ(x),

0, if  σ(x)≤ u≤ c(x),

Φp(u) − Φp(c(x)), if  u> c(x),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

Q(x, u) �

− ∞, h1(x)􏼃 􏼃, if u< σ(x),

R, if σ(x)≤ u≤ c(x),

h2(x), +∞􏼂 􏼂, if u> c(x).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(18)

We set H1(x, u, v) � H(x, 9(x, u, v))∩Q(x, u). For
u ∈ [σ(x), c(x)] and all |v|<M0, we have H1(x, u, v)

� H(x, u, v). Moreover, for almost all x ∈ Π, all u, v ∈ R,
and all w ∈ H(x, u, v), we have |w|≤ψr(t) with r �

max M0, ‖σ‖∞, ‖c‖∞􏼈 􏼉. For every z ∈W1,p(0, α), we set

􏽢Λ(z)(.) � Λ(., z(.)), (19)

where 􏽢Λ is the Nemitsky operator corresponding to Λ. Ten,
we defne Z: W(0, α)⟶ Pnwkc(Lq(Π)) by

Z(z) � S
q

H1 .,z(.),z′(.)( )
+ 􏽢Λ(u). (20)

□

Proposition 1 . If hypothesis (HH) hold, then Z is usc from
W1,p(0, α) into Lq(Π)w (by Lq(Π)w, we denote the Lebesgue
space Lq(Π) furnished with the weak topology).

Proof. See the proof of Proposition 3.7 of Bader-
Papageorgiou [11]. □

Let us introduce the set D and the operators
Γ: D⊆Lp(Π)⟶ Lq(Π) and E: Lp(Π)⟶ R defned, re-
spectively, by
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D � z ∈ C
1
(Π): Φ Θ(.)z′( 􏼁 ∈W

1,q
(0, α),Θ(0)z′(0) ∈ G1(z(0)) − Θ(α)z′(α) ∈ G2(z(α))􏽮 􏽯,

Γ(z)(.) � − Φ Θ(.)z′(.)( 􏼁( 􏼁′ for all z ∈ D,

E(z) �
􏽚
α

0
J(x, z(x))dx, if   J(., z(.)) ∈ L

q
(Π),

+∞, otherwise.

⎧⎪⎪⎨

⎪⎪⎩

(21)

Let 􏽢E be the restriction of E to the set W1,p(0, α). We
have,

z􏽢E(z) � zE(z) � S
q

A(z(.)) ∀z ∈W
1,p

(0, α), (22)

where E is lower semicontinuous, proper, and convex (see
Barbu [21]) and W1,p(0, α) is a refexive Banach space. Ten,
z􏽢E is a maximal monotone map.

Proposition 11. Suppose that hypotheses (HΦ), (HΘ),
(HG), (HA), and (HH) are satisfed. Ten, Γ + zE: D

⊆Lp(Π)⟶ Lq(Π) is maximal monotone.

Proof. Let f ∈ Lq(Π). Let us consider the following non-
linear boundary value problem:

− Φ Θ(x)z′(x)( 􏼁( 􏼁′ +Φp(z(x)) + A(z(x)) ∋ f(x) a.e on Π � [0, α],

Θ(0)z′(0) ∈ G1(z(0)) − Θ(α)z′(α) ∈ G2(z(α)).

⎧⎪⎨

⎪⎩
(23)

Te problem (23) has a single solution z ∈ C1(Π). To
demonstrate this, consider the following problem:

− Φ Θ(x)z′(x)( 􏼁( 􏼁′ +Φp(z(x)) + A(z(x)) ∋ f(x) a.e on Π � [0, α],

z(0) � c, z(x) � d,

⎧⎨

⎩ (24)

where v, w ∈ R. Let us set μ(x) � (1 − (x/α))c + (x/α)d. We
have, c(0) � c and c(α) � d. Ten, let y be the function
defned by y(x) � z(x) − μ(x). Tat means that

z(x) � y(x) + μ(x). By replacing z(x) by its expression as
a function of y in (24), we obtain the following problem:

− Φ(Θ(x)) y′(x) + c′(x)( 􏼁( 􏼁′ +Φp(y(x) + μ(x)) + A(y(x) + μ(x)) ∋ f(x) a.e on Π � [0, α],

y(0) � y(α) � 0.

⎧⎪⎨

⎪⎩
(25)

To study (25), let us consider the nonlinear operator
Ξ: W

1,p
0 (Π)⟶W− 1,q(Π) defned by

Ξ(y), z􏼊 􏼋0 � 􏽚
α

0
Φ(Θ(x)) y′(x) + c′(x)( 􏼁z′(x)dx + 􏽚

α

0
Φp(y(x) + μ(x))􏼐 􏼑z(x)dx, ∀y, z ∈W

1,p
0 (Π), (26)
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where Ξ is strictly monotone and demicontinuous (see the
proof of Proposition 3.10 of Behi-Adjé-Goli [4]). Whence, Ξ
is maximal monotone.

For all z ∈W
1,p
0 (Π), we have

Ξ(z), z〈 〉0 � 􏽚
α

0
Φ Θ(x) z′(x) + c′(x)( 􏼁( 􏼁z′(x)dx + 􏽚

α

0
Φp(z(x) + μ(x))z(x)dx

� 􏽚
α

0

Φ Θ(x) z′(x) + c′(x)( 􏼁( 􏼁Θ(x) z′(x) + c′(x)( 􏼁

Θ(x)
dx − 􏽚

α

0
Φ Θ(x) z′(x) + c′(x)( 􏼁( 􏼁c′(x)dx

+ 􏽚
α

0
Φp(z(x) + μ(x))(z(x) + μ(x))dx − 􏽚

α

0
Φp(z(x) + μ(x))μ(x)dx

≥
1

M
􏽚
α

0
Φ Θ(x) z′(x) + c′(x)( 􏼁( 􏼁Θ(x) z′(x) + c′(x)( 􏼁dx −

|w − v|

T
􏽚
α

0
Φ Θ(x) z′(x) + c′(x)( 􏼁( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌dx

+ 􏽚
α

0
Φp(z(x) + μ(x))(z(x) + μ(x))dx − max

Π
|μ(x)|􏼈 􏼉 􏽚

α

0
Φp(z(x) + μ(x))

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌dx.

(27)

Using the hypotheses (HΦ)(b)  and (HΘ), it follows

Ξ(z), z〈 〉0 ≥
d1

M
􏽚
α

0
z′(x) + c′(x)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
pdx − η2 􏽚

α

0
|z(x) + μ(x)|

p− 1dx

+ 􏽚
α

0
|z(x) + μ(x)|

pdx − η1, for  some η1, η2 > 0.

(28)

Terefore, there exist some d4, d5, d6 > 0 such that for all
u ∈W

1,p
0 (Π) such that

Ξ(z), z〈 〉0 ≥d4‖z + μ‖
p

− d5‖z + μ‖
p− 1

− d6. (29)

So, Ξ is coercive.

Let 􏽢E0 be the restriction of E(. + μ) to the set W1,p(0, α).
􏽢E0 is a proper, semicontinuous, convex, functional map and
z􏽢E0: W

1,p
0 (0, α)⟶ Pnwkc(W− 1,q(0, α)) is a maximal

monotone map. Moreover, for all z ∈W
1,p
0 (0, α) and all,

v, v0( 􏼁 ∈ z􏽢E0(z) × z􏽢E0(0) � zE(z + μ) × zE0(μ), (30)

and we have,

v, z〈 〉0 � v − v0, z􏼊 􏼋0 + v0, z􏼊 􏼋0≥ v0, z􏼊 􏼋0≥ − d7‖z‖ for  some d7 > 0. (31)

Ten, from (29) and (31), we obtain

Ξ(z) + v, z〈 〉0 ≥d4‖z + c‖
p

− d5‖z + c‖
p− 1

− d7‖z‖ − d6.

(32)

Terefore, Ξ + z 􏽢E0 is weakly coercive. Also, since Ξ and
z 􏽢E0 are maximal monotone maps, with Ξ defned on all
W

1,p
0 (0, α), Ξ + z 􏽢E0 is maximal monotone. Moreover, Ξ is

surjective (because Ξ is maximal monotone and weakly
coercive). Ten, Ξ + z 􏽢E0 is surjective. Whence, there exists
y ∈W

1,p
0 (0, α) such that Ξ(y) + z 􏽢E0(y) ∋ f. Since Ξ + z 􏽢E0

is strictly monotone, y is unique. It follows that y is the
unique solution of problem (25).Ten, u � y + μ ∈ C1(Π) is

the unique solution of problem (24). We can defne the
solution map ζ: R × R⟶ C1(Π) which assigns to each
pair (c, d) the unique solution of the problem (24). Let
K: R × R⟶ R × R be defned by

K(c, d) � (− Φ( Θ(0)ζ(c, d)′(0)( 􏼁,

·Φ Θ( (α)ζ(c, d)′((α)).
(33)

As in the proof of the Proposition 3.10 of Béhi-Adjé-Goli
[4] or Proposition 13 of [3], we can show that K is
monotone, continuous, and weakly coercive.We infer thatK

is surjective. Set G1 � Φ °G1 and G1 � Φ °G1. We defne
G: R × R⟶ P(R × R) by G(c, d) � (G1(c), G2(d)), for all
(c, d) ∈ R × R. Let Ω: R: R: P(R × R) be defned by

Journal of Mathematics 7



Ω(c, d) � K(c, d) + G(c, d) for all (c, d) ∈ R × R.

(34)

By Corollary 2.7, p.36 of [22], previous arguments on K

and hypothesis (HG), we deduce that Ω is surjective. Ten,
there exists (s, t) ∈ R × R such that (0, 0) ∈ θ(s, t).
Whence, (Θ(0)z′(0),Θ(α)z′(α)) ∈ G(z(0), z(α)). Tus,
z0 � σ(s, t) is the single solution of problem (23).

We consider B: Lp(Π)⟶ Lq(Π) as the operator de-
fned by

B(z)(.) � Φp(z(.)), (35)

where B is maximal monotone becauseΦp is continuous and
monotone. Given any choice of f in Lq(0, α), arguments
above show that Γ + B + zE is surjective. We deduce that
Γ + zE: D⊆ Lp(Π)⟶ Lq(Π) is maximal monotone. □

As a result, Γ + B + zE is surjective and strictly mono-
tone. Tus, Ψ � Γ + B + zE: Lq(Π)⟶ D⊆W1,p(0, α) is
well-defned, single-valued, and maximal monotone.

Proposition 12. If hypotheses (HΦ) and (HG) hold, then
Ψ: Lq(Π)⟶ D⊆W1,p(0, α) is completely continuous.

Proof. Let (vn)n≥1 be a sequence which converge weakly to v

in Lq(Π). As in the proof of Proposition 14 of [3], we can
show that Ψ(vn)⟶Ψ(vn) in W1,p(Π). Terefore, the
operator Ψ is completely continuous. □

2.2. Existence Results. We introduce the functional interval

Δ � [σ, c] � z ∈W
1,p

(0, α): σ(x)≤ z(x)≤ c(x) for all x ∈ Π􏽮 􏽯. (36)

We consider the operator τ: W1,p(0, α)⟶W1,p(0, α)

defned by

τ(z)(x) �

σ(x), if z(x)< σ(x),

z(x), if  σ(x)≤ z(x)≤ c(x),

c(x), if  z(x)> c(x).

⎧⎪⎪⎨

⎪⎪⎩
(37)

We see that τ is bounded and is continuous.
Let w ∈ Δ. We consider the following auxiliary boundary

problem:

Φ Θ(x)z′(x)( 􏼁( 􏼁′ ∈ A(z(x)) + H1 x, z(x), z′(x)( 􏼁 + Λ(x, z(x))

+ g(w(x)) − M[τ(z(x))]
l
+ Mw

l
(x) a.e on Π � [0, α],

Θ(0)z′(0) ∈ G1(z(0)), − Θ(α)z′(α) ∈ G2(z(α)).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(38)

Proposition 13. If the hypotheses (H0), (HΘ), (HH), (HΦ),
and (Hg) hold, then problem (38) has a solution
z ∈ C1(Π)∩Δ.

Proof. Let Z1: W1,p(0, α)⟶ Lq(Π) be the nonlinear op-
erator defned by

Z1(z) � − Z(z) + B(τ(z)) − M[τ(z)]
l
+ 􏽢g(w) + Mw

l
,∀z ∈W

1,p
(0, α), (39)

where 􏽢g(w)(.) � g(w(.)) ∈ L∞(0, α). From the Proposition
10 and the continuity of the operators B and τ, we infer that
Z1 is usc from W1,p(0, α) into Lq(Π)w. Let T be the set
defned by

T � z ∈W
1,p

(0, α): z ∈ ] Ψ °Z1( 􏼁 with ] ∈ (0, 1)􏽮 􏽯.

(40)

Suppose that z ∈ T. Ten, (1/])z ∈ (Ψ °Z1)(z). It fol-
lows that

Γ
1
]

z􏼒 􏼓 + zE
1
]

z􏼒 􏼓 + λ 􏽢Φ
1
]

z􏼒 􏼓 + B
1
]

z􏼒 􏼓 ∋ f for  some f ∈ Z1(z). (41)
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Whence, for some z ∈ zE(1/]z), we have

Γ
1
]

z􏼒 􏼓, z􏼜 􏼝
p

+ v, z〈 〉p + B
1
]

z􏼒 􏼓, z􏼜 􏼝
p

� f, z􏼊 􏼋p, (42)

where .〈 〉p denotes the duality brackets between Lp(Π) and
Lq(Π). By integration by parts, we obtain

Γ
1
]

z􏼒 􏼓, z􏼜 􏼝
p

� − 􏽚
α

0
Φ Θ(x)

z′(x)

]
􏼠 􏼡􏼠 􏼡

′
z(x)dx

� Φ Θ(0)
z′(0)

]
􏼠 􏼡z(0) − Φ Θ(α)

z′(α)

]
􏼠 􏼡z(α) + 􏽚

α

0
Φ Θ(x)

z′(x)

]
􏼠 􏼡z′(x)dx,

(43)

where 1/]u ∈ D implies that Θ(0)z′(0) ∈ G1
(z(0)), − Θ(α)z′(α) ∈ G2(z(α)). G1 and G2 are maximal
monotone, Φ is monotone, and 0 ∈ G1(0), 0 ∈ G2(0). We
deduce that

Φ Θ(0)
z′(0)

]
􏼠 􏼡z(0) − Φ Θ(α)

z′(α)

]
􏼠 􏼡z(α)≥ 0. (44)

Using hypotheses (HΦ)b), (HΘ), (43), and (44), we
obtain

Γ
1
]

z􏼒 􏼓, z􏼜 􏼝
p
≥

d1m
p− 1

]p− 1 z′
����

����
p

p
. (45)

For all (v, g0) ∈ zE(1/]z) × zE(0),

v, z〈 〉p � v − g0, z􏼊 􏼋p + g0, z􏼊 􏼋p≥ g0, z􏼊 􏼋p≥ − d14‖z‖p for  some d14 > 0, (46)

because ]> 0  and zE(0)  is bounded. Also, for all u ∈ G,

B
1
]

z􏼒 􏼓, z􏼜 􏼝
p
≥

1
]p− 1‖z‖

p
p. (47)

Furthermore, hypotheses on H1 and τ imply

f, z􏼊 􏼋p ≤ ‖f‖q‖z‖≤d15‖z‖ for  some d15 > 0. (48)

Using (44)–(48) in (42), we deduce that

min
1

]p− 1,
d1m

p− 1

]p− 1􏼨 􏼩 z‖‖
p
p+

�����

�����z′‖‖
p
p􏼒 􏼓≤ d11‖z‖. (49)

Ten,

‖z‖≤ d16 for  some d16 > 0. (50)

Whence, the set T is bounded. As a result, it follows that
Ψ °Z1 maps bounded sets into relatively compact sets. Tus,
by Teorem 2, we obtain u ∈W1,p(0, α) such that
z ∈ Ψ °Z1(z). Ten, we have

Φ Θ(x)z′(x)( 􏼁( 􏼁′ � j(x) + h(x) +Φp (τ(z(x))) − Φp(z(x))z(x)􏼐 􏼑 − Φp(z(x))τ

+Λ(x, z(x)) + g(w(x)) − M[τ(z(x))]
l
+ Mw

l
(x) a.e onΠ � [0, α],

Θ(0)z′(0) ∈ G1(z(0)), − Θ(α)z′(α) ∈ G2(z(α)),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(51)

Journal of Mathematics 9



with j ∈ S
q

A(z(.)) and f ∈ S
q

H1(.,z(.),z′(.)))
. Also, by defnition,

a function σ ∈ C1(Π) is said to be a lower solution of
problem (1), if there exist j1 ∈ S

q

A(σ(.)), h1 ∈ S
q

H(.,σ(.),σ′(.))
such

that

Φ Θ(x)σ′(x)( 􏼁( 􏼁′ ≥ j1(x) + h1(x) + g(σ(x)) a.e on Π � [0, α],

Θ(0)σ′(0) ∈ G1(σ(0)) + R+, − Θ(α)σ′(α) ∈ G2(σ(α)) + R+.

⎧⎨

⎩ (52)

Ten, as in the proof of the Proposition 4.1 of [4] or
Proposition 9 of [12], we show that any solution u of (1)
belongs to Δ. □

Theorem 14. If the hypotheses (HA), (HΘ), (HH), (HG),
and (Hg) hold, then problem (1) has a solution z ∈ C1(Π).

Proof. We will use Teorem 2 to establish the proof of this
theorem. Let us set U � W1,p(0, α). U is a separable, re-
fexive, ordered Banach space. Δ � [σ, c]⊆W1,p

(0, α) and S: Δ⟶ P(Δ)\∅ is the solution multifunction
for the auxiliary problem (10). Ten, for every w ∈ Δ, S(w)

is subset of Δ solutions of problem (10). From Proposition
13, we know that S(w)≠∅ and S(w)⊆Δ. Ten, S(Δ)≠∅.
Moreover, for all w ∈ Δ, it follows from the proof of the
Proposition 13 that S(w) is a weakly closed part of
W1,p(0, α) and S(Δ) is bounded part of W1,p(0, α). Now, let

us check points (i) and (ii) in Teorem 2. Suppose that
w � σ. Ten, by Proposition 13, S(σ)≠∅ and S(σ)⊆Δ. It
follows that if z ∈ S(σ), σ ≤ z. So, (i) is verifed.

It remains to verify statement (ii) of Teorem 2. Let
w1, w2 ∈ Δ, w1 ≤w2, and z1 ∈ S(w1) with w1 ≤ z1.
z1 ∈ S(w1) implies thatΛ(x, z1(x)) � 0, for almost all x ∈ Π
and τ(z1) � z1. pM0

: R⟶ R is the map defned by

pM0
(u) �

− M0, if  u<M0,

z(x), if   |u|≤M0,

M0, if  M0 ≤ u.

⎧⎪⎪⎨

⎪⎪⎩
(53)

We have, 9(x, z1(x), z1′(x)) � (τ(z1(x)), pM(τ′(z1)

(x)) � (z1(x), pM(z1′(x)))z1(x)), pM(τ′(z1)(x)) � (z1(x),

pM(z1′(x)))τ. Ten, H1(x, z1(x), z1′(x)) � H(x, z1(x),

z1′(x)) for all x ∈ Π. Whence, for all w1 ∈ S(Δ), the auxiliary
problem becomes

Φ Θ(x)z1′(x)( 􏼁′ ∈ A z1(x)( 􏼁 + H1 x, z1(x), z1′(x)( 􏼁 + Λ x, z1(x)( 􏼁(

+ g w1(x)( 􏼁 − M τ z1(x)( 􏼁􏼂 􏼃
l
+ Mw

l
1(x) a.e on Π � [0, α],

Θ(0)z1′(0) ∈ G1(z(0)), − Θ(x)z1′(α) ∈ B2(z(α)).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(54)

Since w1 ≤w2, by hypothesis (Hg), we have

g w1( 􏼁 + M w1(α)􏼂 􏼃
l ≥g w2( 􏼁 + M w2(x)􏼂 􏼃

l for all x ∈ Π.

(55)

Using (55) in (54), we obtain

Φ Θ(x)z1′(x)( 􏼁( 􏼁′ ≥ j1(x) + h1(x)

+ g w2(t)( 􏼁 − M τ z1(t)( 􏼁􏼂 􏼃
l
+ Mw

l
2(x) a.e on Π � [0, α],

Θ(0)z1′(0) ∈ G1(z(0)), − Θ(α)z1′(α) ∈ G2(z(α)),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(56)

for some j1 ∈ S
q

A(z(.)) and some h1 ∈ H1(., z(.),z′(.)). It
follows that z1 is the lower solution of the boundary value
problem.

Φ Θ(x)z′(x)( 􏼁( 􏼁′ ∈ A(z(x)) + H1 x, z(x), z′(x)( 􏼁 + Λ(x, z(x))

+ g w2(x)( 􏼁 − M[τ(z(x))]
l
+ Mw

l
2(x) a.e on Π � [0, α],

Θ(0)z′(0) ∈ G1(z(0)), − Θ(α)z′(α) ∈ G2(z(α)).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(57)
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Furthermore, we recall that c is an upper solution of (1).
Ten, by defnition,

Φ Θ(x)c′(x)( 􏼁( 􏼁′ ≤ j2(x) + h2(x) + g(c(x))  a.e on Π � [0, α],

Θ(0)c′(0) ∈ G1(c(0)) − R+, − Θ(α)c′(α) ∈ G2(c(α)) − R+,

⎧⎨

⎩ (58)

for some j2 ∈ S
q

A(c(.)) and some h1 ∈ H1(., c(.),c′(.)). Since
w2 ≤ c, we use hypothesis (Hg), and we obtain

g w2(x)( 􏼁 + M w2(x)􏼂 􏼃
l ≥g(c(x)) + M[c(x)]

l for all x ∈ Π. (59)

Using (59) in (57), we obtain

Φ Θ(x)c′(x)( 􏼁( 􏼁′ ≤ j2(x) + h2(x) + g w2(x)( 􏼁 + M w2(x)􏼂 􏼃
l

− M[c(x)]
l a.e on Π � [0, α],

Θ(0)c′(0) ∈ G1(c(0)) − R+, − Θ(α)c′(α) ∈ G2(c(α)) − R+.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(60)

It follows c is an upper solution of (57). So, z1 and c are
ordered lower and upper solutions of (57), respectively.
Ten, using the same arguments as in the auxiliary problem
(38), we obtain a solution z2 ∈ C1(Π) of (1) such that
z1 ≤ z2 ≤ c. □

2.3. Existence of Extremal Solutions

Theorem 15. If the hypotheses (H0) (HA), (HΘ),

(HH), (HG), and (Hg) hold, then problem (1) has some
extremal solutions in the order interval Δ � [σ, c].

Proof. By making a few modifcations to the proof of
Teorem 13 of [12] in relation to the above arguments, we
can easily establish the existence of extremal solutions of
problem (1) in the functional interval [σ, c]. □

2.4. Example and the Periodic Problem

2.4.1. Example. Let us consider the following problem:

����������������������

2 + 1 + e(p− 1)x z′(x)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
p− 1

􏼐 􏼑
2

􏽲

1 + e(p− 1)x z′(x)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
p− 1 e(p− 1)x

z′(x)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
p− 2

z′(x)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

′

�
2x

T
− 1 + 2(p − 1)2p− 1

x
p− 1e(p− 1)x

(1 + x)[z(x)]
p− 1

+ max 2x, x
2

􏽮 􏽯 z′(x)􏼂 􏼃
p− 1

+ sgn(z(x)) a.e on Π � [0, α],

Θ(0)z′(0) ∈ G1(z(0)), − Θ(α)z′(α) ∈ G2(z(α)).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(61)
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Here,

Φ(Θ(x)u) �

�������������������

2 + 1 + e(p− 1)x
|u|

p− 1
􏼐 􏼑

2
􏽱

1 + e(p− 1)x
|u|

p− 1 e(p− 1)x
|u|

p− 2
u,withΘ(x) � ex

,

h(x) � 2(p − 1)2p− 1
x

p− 1e(p− 1)x
(1 + x)[u]

p− 1
+ max 2x, x

2
􏽮 􏽯[v]

p− 1
,

j(x) �
2x

T
− 1,

g(u) � sgn(u) �

1, if u> 0,

− 1, if u< 0.

⎧⎪⎨

⎪⎩

(62)

We have, j ∈ S
q

A(u), h ∈ S
q

H(.,u,v), where A(u) � z|u| �

1, if  u> 0,

[− 1, 1], if  u � 0,

− 1, if  x< 0.

⎧⎪⎨

⎪⎩
Suppose that for i � 1, 2, Gi � zIC,

where IC is the indicator function of C, a closed interval of
real numbers containing 0. Ten, G1 and G2 are maximal
monotone maps such that 0 ∈ G1 ∩G2. If G1(u) �

G2(u) � 0{ }, then (61) becomes a homogeneous Dirichlet
problem. If G1(u) � G2(u) � R, then (61) becomes a ho-
mogeneous Neumann problem. If for i � 1, 2,

Gi(u) � 1/λiu, λi > 0, then (61) becomes a Sturm–Liouvile
problem.

If p ∈ 2N∗, for the cases of Dirichlet and Neumann
problems, we show that σ and c defned by σ(x) � − 1 and
c(x) � x2 + 1 are well-ordered lower and upper solutions of
(61). It follows that the problem admits a solution and
extremal solutions in the functional interval [σ, c].

In a general view, if hypothesis (H0) is satisfed, the
problem (61) admits a solution and extremal solutions in the

functional interval [σ, c] because hypotheses (HA), (HH),
(HΦ), and (HG) are satisfed.

Suppose that A(u) �

R+, if  u � 0,

0, if u< 0,

∅, if  u> 0.

⎧⎪⎨

⎪⎩
Ten, problem

(1) becomes the following variational inequality:

Φ Θ(x)z′(x)( 􏼁( 􏼁′ ≤ h(x) + g(z(x)) a.e on Π � [0, α],

Θ(0)z′(0) ∈ G1(z(0)), − Θ(α)z′(α) ∈ G2(z(α)),

⎧⎨

⎩

(63)

where f ∈ S
q

H(.,(z(.),z′(.)))
. Tus, our results stay true for this

kind of problems.

2.4.2. Periodic Problem. Our method stays true for the
following periodic problem:

Φ Θ(x)z′(x)( 􏼁( 􏼁′ ∈ A(z(x)) + H x, z(x), z′(x)( 􏼁 + g(z(x)) a.e on Π � [0, α],

z(0) � z(α),Θ(0)z′(0) � Θ(α)z′(α).

⎧⎨

⎩ (64)

Indeed, set

D � z ∈ C
1
(Π): Φ Θ(.)z′( 􏼁 ∈W

1,q
(0, α), z(0) � z(x),Θ(0)z′(0) � Θ(α)z′(α).􏽮 􏽯, (65)

and consider the nonlinear operator Γ + zE: D⊆ Lp

(Π)⟶ Lq(Π) is defned by
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Γ(z)(.) � − Φ Θ(.)z′(.)( 􏼁( 􏼁′ for  all z ∈ D. (66) To establish that the operator Γ + zE is maximal
monotone, consider the following auxiliary problem:

− Φ Θ(x)z′(x)( 􏼁( 􏼁′ +Φp(z(x)) + A(z(x)) ∋ f(x) a.e on Π � [0, α],

z(0) � z(x),Θ(0)z′(0) � Θ(α)z′(α).

⎧⎪⎨

⎪⎩
(67)

We replace the auxiliary problem (23) by the following
nonhomogeneous Dirichlet problem:

− Φ Θ(x)z′(x)( 􏼁( 􏼁′ +Φp(z(x)) + A(z(x)) ∋ f(x) a.e on Π � [0, α],

z(0) � z(x) � a,

⎧⎪⎨

⎪⎩
(68)

where a ∈ R. Setting y(x) � z(x) − a, problem (68) be-
comes the following homogeneous Dirichlet problem:

− Φ Θ(x)y′(x)( 􏼁( 􏼁′ +Φp(y(x) + a) + A(y(x) + a) ∋ f(x) a.e on Π � [0, α],

y(0) � y(α) � 0.

⎧⎪⎨

⎪⎩
(69)

Ten, the nonlinear operator Ξ: W
1,p
0 (Π)⟶W− 1,q(Π)

is defned by

Ξ(y), z􏼊 􏼋0 � 􏽚
α

0
Φ(Θ(x)) y′(x)( 􏼁z′(x)dx + 􏽚

α

0
Φp(+a)􏼐 􏼑z(x)dx, ∀y, z ∈W

1,p
0 (Π). (70)

Arguing as in the proof of Proposition 11, we show that
Γ + zE is strictly monotone, demicontinuous, and coercive.
Whence, Γ + zE is strictly monotone and surjective. Ten,
there exists a unique y ∈W

1,p
0 ((0, α)) such that

Ξ(y) + z 􏽢E0(y) ∋ f which is the unique solution of problem

(68). Ten, z � y + a ∈ C1(Π) is the unique solution of the
problem (69). We can defne the solution map
ζ: R × R⟶ C1(Π) which assigns to each pair (c, d) the
unique solution of the problem (24). Let
K: DK ⊂ R × R⟶ R × R be defned by

K(c, d) � 0,Φ(Θ(x))ζ (c, d)′(α)( 􏼁 − Φ Θ(0)ζ(c, d)′(0)( 􏼁( 􏼁, (71)

where DK � (a, a), a ∈ R{ }. Arguing as in the proof of
Proposition 11, we show that K is monotone, continuous,
and coercive, and z � σ(a, a) is the unique solution of (67).

We deduce that Ψ � Γ + B + zE: Lq(Π)⟶ D⊆W1,p(0, α)

is well-defned, single-valued, maximal monotone and
completely continuous (from Lq(Π) into Lp(Π)).
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Finally, with slight modifcations to the rest of the ar-
guments, we can establishe the existence of solutions and
extremal solutions for the periodic problem.

3. Conclusion

In this paper, we have studied two second-order nonlinear
diferential inclusions containing a nonhomogeneous Φ−

Laplacian operator and variational inequalities. One is
subject to multivalued boundary conditions encompassing
the classical Dirichlet, Neumann, and Sturm–Liouville
boundary conditions, and the other is subject to periodic
boundary conditions. To study these problems, we have used
a method that combine the lower and upper solutions
methods, the analysis of multifunctions, the theory of
monotone operators, and a fxed point theorem for refexive
Banach spaces. We have obtained results showing the ex-
istence of solutions and extremal solutions when the lower
and upper solutions are well ordered. We have also dem-
onstrated the applications of our results using some ex-
amples [23, 24].
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