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Te convolution integral equations are very important in optics and signal processing domain. In this paper, fractional mixed-
weighted convolution is defned based on the fractional cosine transform; the corresponding convolution theorem is achieved.Te
properties of fractional mixed-weighted convolution and Young’s type theorem are also explored. Based on the fractional mixed-
weighted convolution and fractional cosine transform, two kinds of convolution integral equations are considered, the explicit
solutions of fractional convolution integral equations are obtained, and the computational complexity of solutions are also
analyzed.

1. Introduction

Te convolution is a powerful mathematical tool that plays
a crucial role in various felds such as applied mathematics,
harmonic analysis, integral equation solving, signal pro-
cessing, image processing, and neural networks [1–6]. It
enables signal fltering, feature extraction, and system re-
sponse analysis functions, making it highly signifcant for
advanced signal processing and pattern recognition
realization.

Te convolution integral equations arise in many
branches of natural science and have important applications
in various felds such as engineering mechanics, dynamic
theory, mathematical theory of the spatial-temporal spread
of pandemic, especially when solving the problems of optical
systems and the digital signal processing domain [7–13]. In
recent years, the convolution integral equations have been
studied extensively by many researchers [14–20]. Tuan [14]
studied solvability in close form and estimated the
boundedness solutions of some classes for integral difer-
ential equations of the Barbashin type and the Frcdhohn
type integral equation. Askhabov [15] studied various classes
of nonlinear convolution-type integral equations appearing
in the theory of feedback systems. Sun et al. [16] studied the

existence and noethericity of solutions for two classes of
singular convolution integral equations with Cauchy kernels
in the nonnormal type case. And the solutions for some
singular convolution integral equations are discussed in
[17–20].

However, all the studies mentioned above are based on
Fourier analysis theory, which seriously limits its application
scope because of its nonlocality. Tese limitations force
people to fnd some improvement methods. In recent years,
many scholars devote themselves to extending Fourier
analysis to fractional domain and study fractional convo-
lution integral equations. K. Razminia and A. Razminia [21]
studied fractional difusion equation (FDE) using the con-
volution integral. Li et al. [22] analyzed the solvability of the
convolution equations by convolution operator for a two-
dimensional fractional Fourier transform in polar co-
ordinates. Feng and Wang [23] discussed explicit solutions
of the convolution-type integral equations using the gen-
eralized fractional convolution. In [24, 25], the author
studied the convolution-type integral equations based on the
fractional Laplace convolutions. As far as we are concerned,
on the one hand, compared with the wide applications of
convolution equation in the Fourier domain, the fractional
convolution equation is less studied. On the other hand, the

Hindawi
Journal of Mathematics
Volume 2024, Article ID 5375401, 11 pages
https://doi.org/10.1155/2024/5375401

https://orcid.org/0000-0001-7336-0814
mailto:yadxfq@yau.edu.cn
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2024/5375401


mixed-weighted convolution equations in fractional domain
have not been studied yet. Hence, it is therefore interesting
and worthwhile to investigate fractional convolution integral
equations in depth, and how to obtain solutions to these
convolution equations is one of the meaningful issues of
equation theory.

In this paper, we investigate two types of fractional
mixed-weighted convolution integral equations. Te con-
tribution of this study is threefold: (1) we propose two kinds
of fractional mixed-weighted convolution that enable the
processing and analysis of input data by selecting appro-
priate weighting coefcients, thereby achieving the desired
processing efect. (2) Te proposed fractional mixed-
weighted convolution for the fractional cosine transform
can be expressed by classical convolution. (3)We apply these
newly developed convolution structures to discuss solutions
for the convolution integral equations, which can be ef-
ciently computed using FFT and which exhibit lower
computational complexity compared to methods employed
in the FRFT domain.

Te rest of this paper is organized as follows: Section 2
presents preliminaries. In Section 3, the fractional mixed-
weighted convolution for the fractional cosine transform
is proposed, and the corresponding convolution theorem
is derived. Te important relation between the mixed-
weighted fractional convolution and the classical con-
volution is established, and properties and Young’s type
theorem are further investigated. In Section 4, two kinds
of fractional mixed-weighted convolution equations are
discussed, explicit solutions for these convolution equa-
tions are given, and the computation complexity of so-
lutions are analyzed. Conclusions are summarized in
Section 5.

2. Preliminaries

In this section, we introduce some defnitions and important
properties of the fractional Fourier transform, fractional
cosine transform, and corresponding convolution operation.

Te fractional Fourier transform (FRFT) [26] is defned
as follows:

F
α
f( 􏼁(u) � 􏽚

R
f(t)K

φ
(t, u)e

− jtucscφdt, (1)

here

K
φ
(t, u) �

Aφe
j t2 + u2/2( )cotφ,

δ(t − u),

δ(t + u),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

φ≠ kπ,

φ � 2kπ,

φ � (2k − 1)π,

(2)

where Aφ �
������������
1 − j cot φ/2π

􏽰
,φ � π/2α. Whenever φ �

(2k − 1)π/2, k ∈ Z, (1) reduces to the classical Fourier
transform (FT) as follows:

(Ff)(u) �

���
1
2π

􏽲

􏽚
R

f(t)e
− jtudt. (3)

Based on the FRFT and the FT, fractional cosine
transform (FRCT) [27, 28] are defned as follows:

F
α
c f( 􏼁(u) � 2􏽚

R+

f(t)K
φ
(t, u)cos(cscφ · tu)dt, u> 0,

(4)

where φ � πα/2. Te inverse transform of FRCT is given by

f(t) � 2􏽚
R+

F
α
c (u)K

− φ
(t, u)cos(cscφ · tu)du, t> 0,

(5)

when φ � (2k − 1)π/2, k ∈ Z, the fractional cosine trans-
form (FRCT) is reduced to Fourier cosine transform (FCT)
[29].

Fcf( 􏼁(u) �

���
1
2π

􏽲

􏽚
R+

f(t) cos(tu)dt, u> 0, (6)

where (Fcf)(u) denotes the FCT. From (5) and (6), the
FRCT can be expressed by FCT as follows:

F
α
c f( 􏼁(u) � 2

���
2π

√
Aφ

􏽥Fc(
􏽥f(t))(csc φ · u), (7)

and (􏽥Fcf)(u) � eju2/2cotφ(Fcf)(u), 􏽥f(t) � ejt2/2cotφf(t).
From (7), we can realize the calculation of FRCT (see
Figure 1). For N point of samples, FRCT has the same
computational complexity as FCT, that is, O(1/2N logN

2 ),
which is very important in practical applications.

Te classical convolution operation [30] is given by

h(t)∗f(t) � 􏽚
R

h(τ)f(t − τ)dτ, (8)

which satisfes the following convolution theorem:

F[(h∗f)(t)](u) � (Fh)(u)(Ff)(u), (9)

where ∗ denotes the classical convolution operation.
Te fractional cosine convolution, denoted by

(h ∗
Fα

c

f)(t) was recently defned in [28].

h ∗
Fα

c

f􏼠 􏼡(t) � Aφe
− jt2/2cotφ

􏽚
R+

􏽥h(τ)[􏽥f(|t − τ|)

+ 􏽥f(t + τ)]dτ,

(10)

and the corresponding convolution theorem for FRCT is
satisfed

F
α
c h ∗

Fα
c

f􏼠 􏼡(t)􏼢 􏼣(u) � e
− ju2/2cotφ

F
α
c h( 􏼁(u) F

α
c f( 􏼁(u), u> 0.

(11)

3. Fractional Mixed-Weighted Convolution and
Convolution Theorem for FRCT

Convolution is an integral transform, which is very important
in optical systems and signal processing, especially in solving
convolution integral equations.Tis section primarily provides
the defnition of fractional mixed-weighted convolution for the
fractional cosine transform and derives the corresponding
convolution theorem. Additionally, it explores the relationship
between the proposed convolution and existing convolutions,
as well as investigates the properties and Young’s type theorem
of fractional mixed-weighted convolution.
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3.1. Fractional Mixed-Weighted Convolution for FRCT. In
this subsection, we give fractional mixed-weighted convo-
lution for the fractional cosine transform, the relationship

between proposed convolution and classical convolution
is given.

Defnition 1. For any two functions h(t) ∈ L1(R)∩L2
(R), f(t) ∈ L1(R+)∩L2(R+), fractional mixed-weighted
convolution operation of h(t) and f(t) for fractional co-
sine transform is defned as follows:

h∗α
c

f􏼒 􏼓(t) � Dφe
− jt2/2cotφ

􏽚
R

􏽚
R+

I(s, v, t)h(s)􏽥f(v)ds dv, (12)

where c � e− u cosu, u> 0, Dφ �
����
1/2π

√
|csc φ|/2π, 􏽥f(t) �

ejt
2/2cotφf(t), and

I(s, v, t) �
1+ js

(1+ js)
2

+[1+(v + t)cscφ]
2 +

1+ js

(1+ js)
2

+[1+(v − t)cscφ]
2

+
1+ js

(1+ js)
2

+[1 − (v − t)cscφ]
2 +

1+ js

(1+ js)
2

+[1 − (v + t)cscφ]
2.

(13)

Based on the Defnition 1, the fractional mixed-weighted
convolution operation for the FRCT can be implemented in
Figure 2.

Remark 2. According to Defnition 1, when φ � (2k − 1)π/2,
k ∈ Z, the fractional mixed-weighted convolution operation
(h∗α

c
f)(t) reduces to mixed-weighted convolution operation

(h∗cf)(t) in the Fourier domain.

Remark 3. Let h(t) ∈ L1(R,
�����
1+ t2

√
) and f(t) ∈ L1(R+),

then the fractional mixed-weighted convolution operations
(h∗α

c
f)(t) can be expressed by classical convolution ∗ as

follows:

h∗α
c

f􏼒 􏼓(t) � Dφe
− jt2/2cotφ

· 􏽚
R

h(s) 􏽥f(v)∗
(1+ js)signv

(1+ js)
2

+ v
2csc2 φ

􏼢 􏼣 t + (sinφ)
2

􏼐 􏼑 ds􏼨

+􏽚
R

h(s) 􏽥f(v)∗
(1+ js)signv

(1+ js)
2

+ v
2csc2 φ

􏼢 􏼣 t − sin2 φ􏼐 􏼑ds􏼩.

(14)

Based on Defnition 1, we will give the fractional mixed-
weighted convolution theorem associated with the fractional
cosine transform.

3.2. Fractional Mixed-Weighted Convolution Teorem for
FRCT. In this section, the fractional mixed-weighted con-
volution theorem for the fractional cosine transform is
derived.

Theorem 4. Let h(t) ∈ L1(R)∩L2(R), f(t) ∈ L1(R+)∩
L2(R+), the fractional mixed-weighted convolution
(h∗α

c
f)(t) ∈ L1(R+) satisfes the following factorization

property

F
α
c h∗α

c
f􏼒 􏼓(t)􏼔 􏼕(u) � e

− u cosu(Fh)(u) F
α
c f( 􏼁(u), u> 0.

(15)

Proof. We frst prove the existence of the convolution op-
eration (h∗α

c
f)(t). From Defnition 1, we have

h∗α
c

f􏼒 􏼓(t)

������

������
L1 R+( )
≤Dφ 􏽚R+ 􏽚R􏽚R+|I(s, v, x)h(s)􏽥f(v)ds dv|dt, (16)

FCTf (t)

cot φ
2
t2

j
e 2πAφ2

cot φ
2
u2

j
e

(Fα
c f ) (u)

Figure 1: Te calculation process of FRCT.
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Since

􏽚
R+

1+ js

(1+ js)
2

+[1+(v + t)cscφ]
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
dt

� 􏽚
R+

�����
1+ s

2
􏽰

����������������������������

[1+(v + t)cscφ]
2

− s
2

+ 1􏼐 􏼑
2

+ 4s
2

􏽱 dt

≤􏽚
R+

�����
1+ s

2
􏽰

���������������������������

[1+(v + t)cscφ]
2

− s
2

􏼐 􏼑
2

+ s
2

+ 1
􏽱 dt

≤ 􏽚
∞

1+vcscφ

�����
1+ s

2
􏽰

�������������

(t − s)
2

+ 1+ s
2

􏽱 dt≤ π.

(17)

Te same estimation is obtained for the other three
integrals in a similar manner

􏽚
R+

1+ js

(1+ js)
2

+[1+(v − t)cscφ]
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
dt≤ π,

􏽚
R+

1+ js

(1+ js)
2

+[1 − (v − t)cscφ]
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
dt≤ π,

􏽚
R+

1+ js

(1+ js)
2

+[1 − (v + t)csc φ]
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
dt≤ π.

(18)

According to (12), (13), (16), and (17), we have

h∗α
c

f􏼒 􏼓(t)

������

������
L1 R+( )
≤ 4πDφ􏽚

R+

|h(s)|ds􏽚
R+

|f(v)|dv<∞, (19)

therefore, (h∗α
c

f)(t) ∈ L1(R+). Next, we prove the con-
volution Teorem 4. We have

cos u cos(cscφ · vu)cos(cscφ · tu)

�
1
4

[cos(u(1+ cscφ · (v + t)))

+ cos(u(1 + cscφ · (v − t)))

+ cos(u(1 − cscφ · (v + t)))

+ cos(u(1 − cscφ · (v − t)))],

(20)

therefore, it follows

e
− u cos u(Fh)(u) F

α
c f( 􏼁(u)

�

��
2
π

􏽲

Aφ􏽚
R

􏽚
R+

e
− u(1+js)

e
j v2+u2( )/2cotφh(s)􏽥f(s) · cos u cos (cscφ · vu)ds dv,

(21)

from equations (12), (20), and (21), we can obtain

2􏽚
R+

e
− u cos u(Fh)(u) F

α
c f( 􏼁(u)( 􏼁K

− φ
(t, u)cos(cscφ · tu)du

� 4Dφe
− jt2/2cotφ

􏽚
R

􏽚
R2

+

cos u cos (csc φ·vu)cos (csc φ ·tu)e
− u(1+ js)

h(s)􏽥f(v)ds dv du

� Dφe
− jt2/2cotφ

􏽚
R

􏽚
R2

+

e
− u(1+ js)

[cos(u(1+ cscφ(v + t))) + cos (u(1+ csc φ(v − t)))

+ cos (u(1 − csc φ(v + t))) + cos(u(1 − cscφ(v − t)))]h(s)􏽥f(s)ds dv du

� Dφe
− jt2/2cotφ

􏽚
R

􏽚
R+

I(s, v, t)h(s)􏽥f(v)ds dv.

(22)

h (t)

f (t)

cot φ
2
t2

j
e

Dφ

cot φ
2
t2

j
e

Convolution
γ
α*

γ
α f ) (t)*(h

Figure 2: Implementation of the fractional mixed-weighted convolution in time domain.
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Tis completes the proof.
Te fractional mixed-weighted convolution is very dif-

fcult to implement in the time domain due to the integral
operation, as it is evident from Defnition 1 and Figure 2.
However, thanks to Teorem 4, it can be realized in the
FRCT domain (refer to Figure 3). For N points of samples,
the computational complexity of the fractional mixed-
weighted convolution is given by O(2N logN

2 ).

Remark 5. From Teorem 4, when φ � (2k − 1)π/2, k ∈ Z,
the fractional mixed-weighted convolution theorem in
equation (15) reduces to the corresponding convolution
theorem in the Fourier domain.

Remark 6. Te fractional mixed-weighted convolution
theorem in equation (15) preserves the convolution property
for the classical Fourier transform, meaning that the frac-
tional mixed-weighted convolution of two functions is
equivalent to multiplying their FT and FRCT. Tis can be
particularly useful in solving convolution integral equations
and designing flters.

3.3. Properties of Fractional Mixed-Weighted Convolution.
In this subsection, properties of fractional mixed-weighted
convolution are given and the corresponding Young’s type
theorem is also explored as follows.

Theorem  . Te fractional mixed-weighted convolution for
FRCT is not commutative or associative, but is distributive
and linear, which satisfes the following equations:

(1) (h∗α
c

(f + g))(t) � (h∗α
c

f)(t) + (h∗α
c

g)(t),
(2) ((μh1 + ]h2)∗α

c
f)(t) � μ(h∗α

c
f)(t) + ](h∗α

c
f)(t),

where h(t), h1(t) and h2(t) ∈ L1 (R)∩L2(R), f(t) and g(t)

∈ L1(R+)∩L2(R+), μ, ] ∈ C.

Proof. Te distributivity and linearity can be proven by
Defnition 1 and Teorem 4, therefore, they are
omitted here. □

Theorem 8 (Young’s type theorem). Let h(t) ∈ Lp(R+,

(
�����
1+ t2

√
)p− 1), f(t) ∈ Lq(R+), and ω(t) ∈ Lr(R+), such that

1/p + 1/q + 1/r � 2, p, q, r> 1, then we have

􏽚
R+

h∗α
c

f􏼒 􏼓t) · ω(t)dt

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤ 4πDφ ‖ h ‖

Lp R+ ,
���
1+t2

√
( )

p− 1( 􏼁
‖f‖Lq R+( )‖ω‖Lr R+( ). (23)

Proof. Let p1, q1, r1 > 1, such that 1/p + 1/p1 � 1, 1/q
+ 1/q1 � 1, 1/r + 1/r1 � 1, which means 1/p1 + 1/q1 + 1/r1
� 1. Denote

U(s, v, t) � f(v)
q/ p1| |ω(t)

r/ p1| |I(s, v, t)
�����
1+ s2

√

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

1/p1

, (24)

V(s, v, t) � |h(s)|
p/q1 |ω(t)|

r/q1
�����
1+ s2

√􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
p− 1/q1

|I(s, v, t)|
1/q1 , (25)

W(s, v, t) � |h(s)|
p/r1 |f(v)|

q/r1
�����
1+ s2

√􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
p− 1/r1

|I(s, v, t)|
1/r1 , (26)

form equations (24), (25), and (26), we have

(U, V, W)(s, v, t) � |h(s)‖f(v)‖ω(t)‖I(s, v, t)|, (27)

due to the following inequality:

􏽚
R+

ds

(1+ js)2 +[1 ±(v ± t)cscφ]
2􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

≤􏽚
R+

ds
������������������������
s
2

− (1 ±(v ± t)csc φ)
2

􏼐 􏼑 + 1
􏽱 ≤􏽚

R+

ds

(s − (1 ±(v ± t)csc φ))
2

+ 1
≤ π,

(28)

according to (24) and (28), in the space Lp1
(R3

+), we obtain
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‖U‖
p1
Lp1 R3

+( )
� C

R3
+

|f(v)|
q
|ω(t)|

r I(s, v, t)
�����
1+ s

2
􏽰

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
dsdvdt

≤ 4π􏽚
R+

|f(v)|
qdv􏽚

R+

|ω(t)|
rdt

� 4π‖f‖
q

Lq R+( )
‖ω‖

r
Lr R+( ).

(29)

Since

􏽚
R+

dv

(1+ js)
2

+[1 ±(v ± t)csc φ]
2􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

≤􏽚
R+

dv
������������������������

s
2

− (1 ±(v ± t)cscφ )
2

􏼐 􏼑
2

+ 1
􏽱 ≤􏽚

R+

dv

(s − (1 ±(v ± t)csc φ))
2

+ 1
≤ π,

(30)

has the same upper bound as (28), therefore, based on equations
(25), (26), and (30), in the space Lq1

(R3
+), Lr1

(R3
+), we have

‖V‖
q1
Lq1 R3

+( )
� C

R3
+

|h(s)|
p

�����
1+ s2

√
􏼐 􏼑

p− 1
|ω(t)|

r
|I(s, v, t)|du dv dt≤ 4π‖h‖

p

Lp R+ ,
���
1+t2

√
( )

p− 1( 􏼁
‖ω‖

r
Lr R+( ), (31)

and

‖W‖
r1
Lr1 R3

+( )
� C

R3
+

|h(s)|
p

�����
1+ s2

√
􏼐 􏼑

p− 1
􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌|f(v)|
q
|I(s, v, t)|du dv dt

≤ 4π‖h‖
p

Lp R+( ,
���
1+t2

√
( )

p− 1􏼁
‖f‖

q

Lq R+( )
.

(32)

According to equations (29), (31), and (32), we obtain

‖U‖Lp1 R3
+( )‖V‖Lq1 R3

+( )‖W‖Lr1 R3
+( )≤ 4π‖h‖

Lp R+ ,
���
1+t2

√
( )

p− 1( 􏼁
‖f‖Lq R+( )‖ω‖Lr R+( ), (33)

from the H€older’s inequality, (12) and (33), we have

􏽚
R+

h ∗
c1

α f􏼒 􏼓t) · ω(t)dt|

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤DφC

R3
+

U(s, v, t)V(s, v, t)W(s, v, t)ds dv dt

� Dφ‖U‖Lp1 R3
+( )‖V‖Lq1 R2

+( )‖W‖Lr1 R3
+( )

≤ 4πDφ‖h‖
Lp R+ ,

���
1+t2

√
( )

p− 1( 􏼁
‖f‖Lq R+( )‖ω‖Lr R+( ).

(34)

Tis completes the proof. □

F (.)

e−u cos u 

h (t) Fα
c (.)

f (t)

γ
α f ) (t)*(hF−α  c (.)

Figure 3: Implementation of the fractional mixed-weighted convolution in FRCT domain.
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4. Application of Mixed-Weighted
Convolution in the Convolution
Integral Equation

Te convolution integral equation is of great importance in
various applications, particularly in solving engineering
problems such as optical systems and digital signal pro-
cessing. Tese problems can be transformed into the forms

of (35) and (43). How to solve the solutions of these
equations is one of the meaningful issues of equation theory.

Next, we will use the convolution theorem derived in this
paper to study two types of convolution integral equations.

4.1. Te First Kind of the Convolution Integral Equation.
In this subsection, we shall focus on the following convo-
lution integral equation:

λ1h(t) + e
− jt2/2cotφ λ2Dφ􏽚

R
􏽚
R+

e
jv2/2cotφ

I(s, v, t)φ(s)h(v)ds dv􏼨

+ λ3Aφ􏽚
R+

h(s)[􏽥ψ(|t − s|)ds + 􏽥ψ(|t + s|)]ds􏼩 � g(t),

(35)

where λi ∈ C, i � 1, 2, 3, φ,ψ, g ∈ L1(R+) are given, and h is
unknown function. After simplifcation, (35) can be re-
written in the following form:

λ1h(t) + λ2 φ∗α
c

h􏼒 􏼓(t) + λ3 h ∗
Fα

c

ψ􏼠 􏼡(t) � g(t), (36)

where (φ∗α
c

h)(t) denotes the fractional mixed-weighted
convolution operation in (12), and (h ∗

Fα
c

ψ)(t) denotes

convolution operation in [28]. By applying fractional cosine
transform to both sides of (36) and utilizing (15) and
Teorem 7 (refer to [28]), we can obtain

F
α
c h( 􏼁(u) �

1
λ1 + W(u)

F
α
c g( 􏼁(u), u> 0, (37)

where

W(u) � λ2e
− u cos u(Fφ)(u) + λ3e

− ju2/2cotφ
F
α
cψ( 􏼁(u). (38)

Case 9. When λ1 ≠ 0 and λ2, λ3 are not all zero, from [31],
there exists a constant C> 0, such that λ1 + W(u)≠ 0, for all
u>C. Hence, 1/(λ1 + W(u)) is bounded and continuous,
and we have (Fα

c g)(u)/(λ1 + W(u)) ∈ L1(R+). Applying
inverse transform of FRCT to equation (34), we can obtain
the general solution of equation (32) as follows:

h(t) � F
− α
c

F
α
c g( 􏼁(u)

λ1 + W(u)
􏼢 􏼣(t). (39)

Case 10. When λ1 � 0 and λ2, λ3 are not all zero, for all
u> 0, such that W(u)≠ 0, the general solution of equation
(32) is obtained in a similar manner as described as follows:

h(t) � F
− α
c

F
α
c g( 􏼁(u)

W(u)
􏼢 􏼣(t). (40)

From the above analysis, we give the main results about
the solution of (35).

Theorem 11. Let W(u) � λ2e− u cos u(Fφ)(u) +

λ3e− ju2/2cotφ · (Fα
cψ)(u). Equation (32) has the general solu-

tion as follows:

(1) When λ1 ≠ 0 and λ2, λ3 are not all zero, for all
u>C> 0. Ten, the solution of (35) is given by

h(t) � F
− α
c

F
α
c g( 􏼁(u)

λ1 + W(u)
􏼢 􏼣(t), (41)

(2) When λ1 � 0 and λ2, λ3 are not all zero, for all u> 0,
then the solution of (35) is given by

h(t) � F
− α
c

F
α
c g( 􏼁(u)

W(u)
􏼢 􏼣(t). (42)

4.2. Te Second Kind of System of the Convolution Integral
Equation. Let λ1, λ2 ∈ C, k1, k2,ϕ,ψ ∈ L1(R+) be given, h, f

be unknown functions, we consider system of convolution
integral (43) as follows:

h(t) + λ1Dφe
− jt2/2cotφ

􏽚
R

􏽚
R+

e
jv2/2cotφ

I(s, v, t)φ(s)f(v)ds dv � k1(t),

f(t) + λ2Aφe
− jt2/2cotφ

􏽚
R+

h(s)[􏽥ψ(|t − s|) + 􏽥ψ(|t + s|)]ds � k2(t),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(43)
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where

I(s, v, t) �
1+ js

(1+ js)2 +[1+(v + t)csc φ]
2 +

1+ js
(1+ js)2 +[1+(v − t)csc φ]

2

+
1+ js

(1+ js)2 +[1 − (v − t)csc φ]
2 +

1+ js
(1+ js)2 +[1 − (v + t)csc φ]

2,

(44)

and 􏽥f(t) � f(t)ejt2/2cotφ, 􏽥ψ(t) � ψ(t)ejt2/2cotφ. Dφ andAφ
correspond to (2) and (12), respectively.

Theorem 12. Let 1 − λ1λ2e− ju2/2cotφFα
c (φ∗α

c
ψ)(u)≠ 0, for all

u ∈ R+. Suppose their exists a function ρ ∈ L1(R+), such that

F
α
c 􏽥ρ( 􏼁(u) �

λ1λ2e
− ju2/2cotφ

F
α
c φ∗α

c
ψ􏼒 􏼓(u)

1 − λ1λ2e
− ju2/2cotφ

F
α
c φ∗α

c
ψ􏼒 􏼓(u)

, (45)

where (Fα
c 􏽥ρ)(u) � e− ju2/2cotφ(Fα

cρ)(u). Ten, (43) has the
unique solution in L1(R+).

h(t) � k1(t) − λ1 φ∗α
c

k2􏼒 􏼓(t) + ρ ∗
Fα

c

k1􏼠 􏼡(t) − λ1[ρ ∗
Fα

c

φ∗α
c

k2􏼒 􏼓(t). (46)

f(t) � k2(t) − λ2 ψ ∗
Fα

c

k1􏼠 􏼡(t) + ρ ∗
Fα

c

k2􏼠 􏼡(t) − λ2[ρ ∗
Fα

c

ψ ∗
Fα

c

k1􏼠 􏼡(t). (47)

Proof. Te system of convolution integral equation (37) can
be rewritten as follows:

h(t) + λ1 φ∗α
c

f􏼒 􏼓(t) � k1(t),

f(t) + λ2 h ∗
Fα

c

ψ􏼠 􏼡(t) � k2(t),

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(48)

by applying the fractional cosine transform, (15) and Te-
orem 7 [28] to both sides of (48), we can obtain

F
α
c h( 􏼁(u) + λ1e

− u cos u(Fφ)(u) F
α
c f( 􏼁(u) � F

α
c k1( 􏼁(u),

F
α
c f( 􏼁(u) + λ2e

− j u2/2( )cotφ F
α
c h( 􏼁(u) F

α
cψ( 􏼁(u) � F

α
c k2( 􏼁(u).

(49)

According to Wiener-Levi’s Teorem [30] and (45), we can
derive

F
α
c h( 􏼁(u) �

F
α
c k1( 􏼁(u) − λ1F

α
c φc ∗αk2( 􏼁(u)

1 − λ1λ2e
− ju2/2cotφ

F
α
c φc ∗αψ( 􏼁(u)

� F
α
c k1( 􏼁(u) − λ1F

α
c φc ∗αk2( 􏼁(u)( 􏼁∙ 1+ e

− ju2/2cotφ
F
α
cρ( 􏼁(u)􏼒 􏼓

· F
α
c k1( 􏼁(u) − λ1F

α
c φc ∗αk2( 􏼁(u) + F

α
c ρ ∗

Fα
c

k1􏼠 􏼡(u) − λ1F
α
c ρ ∗

Fα
c

φc ∗αk2( 􏼁􏼠 􏼡(u),

(50)

applying inverse transform of the FRCT to (50), we have
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h(t) � k1(t) − λ1 φ∗α
c

k2􏼒 􏼓(t) + ρ ∗
Fα

c

k2􏼠 􏼡(t) − λ1 ρ ∗
Fα

c

φ∗α
c

k2􏼒 􏼓􏼠 􏼡(t). (51)

Similarly, we get

f(t) � k2(t) − λ2 ψ∗α
c

k1􏼒 􏼓(t) + ρ ∗
Fα

c

k2􏼠 􏼡(t) − λ2 ρ ∗
Fα

c

ψ∗α
c

k1􏼒 􏼓􏼠 􏼡(t). (52)

Te proof is completed. □

Remark 13. When 1 − λ1λ2e− ju2/2cotφFα
c (φ∗α

c
ψ)(u) � 0 in

Teorem 12, Fα
c [(λ1(φ∗α

c
k2) − k1)](u) ≠ 0 and Fα

c [k2 − λ2
(ψ ∗

Fα
c

k1)](u)≠ 0, then equation (37) has no solution.

Remark 14. When 1 − λ1λ2e− ju2/2cotφFα
c (φ∗α

c
ψ)(u) � 0 in

Teorem 12, and Fα
c [λ1(φ∗α

c
k2 − k1)](u) � 0 or Fα

c [k2 − λ2
(ψ ∗

Fα
c

k1)](u) � 0, then equation (37) has infnitely many

solutions.

5. The Complexity Analysis of Solutions to
Convolution Integral Equations

Te convolution theorem plays an important role in solving
convolution integral equations by allowing for the point-
wise multiplication of the transformed known function and
kernel function, thereby reducing computational
complexity.

Now, we provide the computational complexity analysis
of the solution to the frst kind of convolution integral (35).

As shown in Figure 4, the solution to (35) can be realized as
follows.

We can see that the major computation for the frst kind of
convolution integral (35) ismainly focused on calculatingG1(u)

and G2(u) due to the mixed-weighted function, where G1(u) �

1/(λ1 + W(u)) and G2(u) � 1/W(u). Tis leads to an increase
in calculation. However, by using the classical FFT and con-
sidering the relationship between FRCTand FT (refer to (6) and
Figure 1), we can calculate the complexity of solution of the frst
kind of convolution integral (35) isO(5/2NlogN

2 ) for all λi ∈ C.
Next, let us analyze the computation complexity of the

solution achieved in convolution integral (43) in detail.
Based on (46) and (47), the solutions h(t) and f(t) of (43)
can be implemented in Figures 5 and 6, respectively.

From (46), the solution h(t) can be expressed as the
convolution sum, which is difcult to implement in time
domain. To simplify calculations, we transform the con-
volution sum into frequency domain using fractional cosine
transform. For a discrete signal of size N, discrete Fourier
cosine transform (DFCT) requires a (1/2NlogN

2 ) real
number multiplications. According to (16), Figure 3, and
Teorem 7 (see [28]), we can calculate the complexity of
(φ∗α

c
k2)(t), (ρ ∗

Fα
c

k1)(t), and (ρ ∗
Fα

c

(φ∗α
c

k2)(t) are

G1 (.)

g (t) h (t)Fα
c (.) F−α  c (.)

(a)

G2 (.)

g (t) h (t)Fα
c (.) F−α  c (.)

(b)

Figure 4: Te calculation process for the frst kind of convolution integral equation (32), (a) λ1 ≠ 0. (b) λ1 � 0.

k1 (t)

k1 (t)

k2 (t)

k2 (t)

φ (t)

φ (t)

ρ (t)

ρ (t)

γ
α*

γ
α*

Fα
c
*

Fα
c

*

−λ1

−λ1

Fα
c (.)

Fα
c (.)

Fα
c (.)

Fα
c (.)

h (t)cF−α  (.)

Figure 5: Implementation of solution h(t) of equation (37).
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O(2NlogN
2 ), O(3/2NlogN

2 ), and O(5/2NlogN
2 ), respectively.

Hence, we obtain the computational complexity of a solution
h(t) of (43) via DFCT that is O(13/2NlogN

2 ). Similarly, the
computational complexity of another solution f(t) of (43) is
also O(13/2NlogN

2 ).

6. Conclusions

Tis paper deals with two kinds of convolution integral
equations based on the derived fractional convolution
theorem. First, fractional mixed-weighted convolution for
the fractional cosine transform is proposed. Second, the
corresponding convolution theorem is derived, and prop-
erties and Young’s type theorem for fractional mixed-
weighted convolution are studied. Finally, based on the
proposed convolution theorem, we discussed two kinds of
convolution integral equations and analyzed the computa-
tional complexity of the solution of the equation.

Data Availability

No data were used to support this study.

Conflicts of Interest

Te authors declare that they have no conficts of interest.

Acknowledgments

Tis work was supported by the National Natural Science
Foundation of China (Grant nos. 62261055 and 61861044)
and the Natural Science Foundation of Shaanxi Province
(Grant nos. 2023-JC-YB-085 and 2022JM-400).

References

[1] T. Mao, Z. Shi, and D. X. Zhou, “Approximating functions
with multi-features by deep convolutional neural networks,”
Analysis and Applications, vol. 21, no. 1, pp. 93–125, 2023.

[2] F. Jia, J. Liu, and X. C. Tai, “A regularized convolutional neural
network for semantic image segmentation,” Analysis and
Applications, vol. 19, no. 1, pp. 147–165, 2021.

[3] N. M. Khoa, “On the polyconvolution operator with a trig-
onometric weight function for the Hartley integral transforms
and applications,” Integral Transforms and Special Functions,
vol. 34, no. 11, pp. 861–877, 2023.

[4] L. P. Castro, L. T. Minh, and N. M. Tuan, “Filter design based
on the fractional Fourier transform associated with new
convolutions and correlations,” Mathematical Sciences,
vol. 17, no. 4, pp. 445–454, 2023.

[5] T. Tuan and V. K. Tuan, “Young inequalities for a Fourier
cosine and sine polyconvolution and a generalized convo-
lution,” Integral Transforms and Special Functions, vol. 34,
no. 9, pp. 690–702, 2023.

[6] Y. Mei, Q. Feng, X. X. Gao, and Y. B. Zhao, “Convolution
theorem associated with the QWFRFT,” Chinese Journal of
Electronics, vol. 32, no. 3, pp. 485–492, 2023.

[7] A. Gupta and K. Ranjith, “Antiplane spectral boundary in-
tegral equation method for an interface between a layer and
a half-plane,” Journal of the Mechanics and Physics of Solids,
vol. 171, Article ID 105170, 2023.

[8] R. Duduchava, “Convolution equations on the lie group G �

(-1,1),” Georgian Mathematical Journal, vol. 30, no. 5,
pp. 683–702, 2023.

[9] Y. Liu, W. Q. Wang, T. He, Z. Moradi, and M. A. Larco
Benı́tez, “On the modelling of the vibration behaviors via
discrete singular convolution method for a high-order sector
annular system,” Engineering with Computers, vol. 38, no. S4,
pp. 3631–3653, 2021.

[10] D. Oliveira e Silva and R. Quilodran, “Smoothness of solutions
of a convolution equation of restricted type on the sphere,”
Forum of Mathematics Sigma, vol. 9, no. 12, 2021.

[11] T. Chakraborty and J. C. Petruccelli, “Optical convolution for
quantitative phase retrieval using the transport of intensity
equation,” Applied Optics, vol. 57, no. 1, pp. 134–141, 2018.

[12] N. V. Golovastikov, D. A. Bykov, L. L. Doskolovich, and
V. A. Soifer, “Analytical description of 3D optical pulse
difraction by a phase-shifted Bragg grating,” Optics Express,
vol. 24, no. 17, pp. 18828–18842, 2016.

[13] A. Nikolay and Kudryashov, “Optical solitons of the resonant
nonlinear Schrodinger equation with arbitrary index,” Optik,
vol. 235, Article ID 166626, 2021.

k1 (t)

k1 (t)

k2 (t)

k2 (t)

ψ (t)

ψ (t)

ρ (t)

ρ (t)

γ
α*

γ
α*

Fα
c
*

Fα
c
*

−λ2

−λ2

Fα
c (.)

Fα
c (.)

Fα
c (.)

Fα
c (.)

f (t)cF−α  (.)

Figure 6: Implementation of solution f(t) of equation (37).

10 Journal of Mathematics



[14] T. Tuan, “Operational properties of the Hartley convolution
and its applications,” Mediterranean Journal of Mathematics,
vol. 19, no. 6, 2022.

[15] S. N. Askhabov, “Nonlinear convolution type integral equa-
tions in complex spaces,” Ufmskii Matematicheskii Zhurnal,
vol. 13, no. 1, pp. 17–30, 2021.

[16] M. Sun, P. Li, and S. Bai, “A new efcient method for two
classes of singular convolution integral equations of non-
normal type with cauchy kernel,” Journal of Applied Analysis
& Computation, vol. 12, no. 5, pp. 2057–2074, 2022.

[17] P. R. Li, “Existence of analytic solutions for some classes of
singular integral equations of non-normal type with convo-
lution kernel,” Acta Applicandae Mathematica, vol. 181, no. 1,
2022.

[18] P. R. Li, “Holomorphic solutions and solvability theory for
a class of linear complete singular integro-diferential equa-
tions with convolution by Riemann-Hilbert method,” Anal-
ysis and Mathematical Physics, vol. 12, no. 6, 2022.

[19] P. R. Li, “Generalized convolution-type singular integral
equations,” Applied Mathematics and Computation, vol. 311,
pp. 314–323, 2017.

[20] P. R. Li and G. B. Ren, “Solvability of singular integro-
diferential equations via Riemann-Hilbert problem,” Jour-
nal of Diferential Equations, vol. 265, no. 11, pp. 5455–5471,
2018.

[21] K. Razminia and A. Razminia, “Convolution integral for
fractional difusion equation,” Chaos, Solitons & Fractals,
vol. 155, Article ID 111728, 2022.

[22] Z. W. Li, W. B. Gao, and B. Z. Li, “Te solvability of a class of
convolution equations associated with 2D FRFT,” Mathe-
matics, vol. 8, no. 11, 2020.

[23] Q. Feng and R. B. Wang, “Fractional convolution associated
with a class of integral equations,” IET Signal Processing,
vol. 14, no. 1, pp. 15–23, 2020.

[24] Q. Feng and S. Yuan, “Te explicit solutions for a class of
fractional Fourier-Laplace convolution equations,” Integral
Transforms and Special Functions, vol. 34, no. 2, pp. 128–144,
2023.

[25] Y. Xiang, S. Yuan, andQ. Feng, “Fractional Fourier cosine and
sine Laplace weighted convolution and its application,” IET
Signal Processing, vol. 17, no. 2, Article ID 12170, 2023.

[26] L. B. Almeida, “Te fractional Fourier transform and time-
frequency representations,” IEEE Transactions on Signal
Processing, vol. 42, no. 11, pp. 3084–3091, 1994.

[27] S. C. Pei and J. J. Ding, “Fractional cosine, sine, and Hartley
transforms,” IEEE Transactions on Signal Processing, vol. 50,
no. 7, pp. 1661–1680, 2002.

[28] Q. Feng and B. Li, “Convolution theorem for fractional
cosine-sine transform and its application,” Mathematical
Methods in the Applied Sciences, vol. 40, no. 10, pp. 3651–3665,
2017.

[29] E. A. Raymond, C. Paley, and N. Wiener, Fourier Transforms
in the Complex Domain, American Mathematical Society,
New York, NY, USA, 1934.

[30] I. Naismith Sneddon, Fourier Transforms, McGray-Hill, New
York, NY, USA, 1951.

[31] P. K. Anh, L. P. Castro, P. T.Tao, and N. M. Tuan, “Two new
convolutions for the fractional Fourier transform,” Wireless
Personal Communications, vol. 92, no. 2, pp. 623–637, 2017.

Journal of Mathematics 11




