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In this paper, we give the forms of local automorphisms (resp. superderivations) of model filiform Lie superalgebra L, in the
matrix version. Linear 2-local automorphisms (resp. superderivations) of L, ,, are also characterized. We prove that each linear 2-

local automorphism of L, ,, is an automorphism.

1. Introduction and Basics

As a significant class of nilpotent Lie algebras, filiform Lie
algebras were introduced by Vergne [1] and have been
studied extensively, see [2-6] and references in them. Model
filiform Lie algebra L, is the simplest filiform Lie algebra.
Vergne proved that each filiform Lie algebra can be obtained
by deformations of model filiform Lie algebra (see [1]).
Similarly, model filiform Lie superalgebra L, ,, is the sim-
plest filiform Lie superalgebra.

Automorphisms and superderivations are also impor-
tant in the study of the structure of Lie superalgebras. In
recent years, some new generalized derivations of finite-
dimensional Lie algebras and Lie superalgebras were pro-
posed and studied (see [7-9]). Local automorphisms and
local derivations were introduced by Kadison in [10] and
Larson and Sourour in [11]. The idea of local came from
[12, 13]. The idea of 2-local was introduced by Semrl in [14].
Later, more and more results of such problem on various
algebras were obtained by many scholars (see [15-21] and
references in them). In particular, local and 2-local auto-
morphisms (resp. derivations) on some Lie algebras were
proved to be automorphisms (resp. derivations) (see
[22-26]). For Lie superalgebras, such problem were studied
in [27-30] and some other papers.

m

In this paper, we will use matrices to study local auto-
morphisms (resp. superderivations) of model filiform Lie
superalgebra L,,. We will give concrete forms of local
automorphisms (resp. superderivations) of L, . For finite-
dimensional nilpotent Lie algebra L with dim L >2. In [23],
Ayupov and Kudaybergenov proved that there is a 2-local
automorphism of L which is not an automorphism. Then, it
is impossible that every 2-local automorphism of Lie
superalgebra L,, is an automorphism. But if a 2-local
automorphism is linear, then we can prove that it must
be an automorphism. So, we add an additional linear
condition in the definition of 2-local automorphism, we call
it linear 2-local automorphism. We will prove that all linear
2-local automorphisms of L, ,, are automorphisms. But for
2-local superderivation of L, the situation is different. We
also add an additional linear condition in the definition of 2-
local superderivation, and we call it linear 2-local super-
derivation. In this paper, we will show that not all linear 2-
local superderivations of L, ,,, are superderivations, but they
is very close to a superderivations. The same situation also
occurs in 2-local automorphisms (resp. derivations) of
model filiform Lie algebra L,. We find that not all linear 2-
local automorphisms (resp. derivations) of Lie algebra L, are
automorphisms (resp. derivations), and the linear 2-local
automorphisms (resp. derivations) which are not
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automorphisms (resp. derivations) are very close to auto-
morphisms (resp. derivations).

Model filiform Lie superalgebra L,
with multiplication

. 18 a superalgebra

[x0o ;] = %01, 1<i<n—1,

(1)

[x0y;] = yjr 1<jsm—1,

where {xg, x;,++, %, | ¥1,-*+, ¥,,} is the homogeneous basis
and the other brackets vanished. If we only consider the Lie
algebra with {x, x,,- -+, x,} a basis, their multiplication are
same to (1), then it is the model filiform Lie algebra L,,.

For a Lie superalgebra & = &5® &7, a linear bijective
map ¢: & — Z is called an automorphism of Lie super-
algebra @ if

p(lxyD) =lox)he(n)], Vx,ye¥. (2)

Denote the group consisting of all automorphisms of &
by Aut (). Suppose D : & — @ is a linear map of degree
a, we call & a superderivation of degree « if

D([x,y]) =D (x), y] + (—l)ﬂ“ (%, 2(y)], Vxe ?ﬁ,y €.
(3)

Denote all superderivations of degree « by
Der, (%), a € Z,. The elements of Der(¥) = Der;(¥)®
Der; (€) are called superderivations of €. Linear map
¢: & — & is called a local automorphism (resp. super-
derivation), if for any x € &, there exists ¢, € Aut(Z) (resp.
Der (%)) such that ¢ (x) = ¢, (x). Alinearmapo: & — &
is called a linear 2-local automorphism (resp. super-
derivation), if for any x, y € ¥, there exists o, € Aut(¥)
(resp. Der (€)) such that o (x) = Oyy (x)and o (y) = sy (»).
Denote the group consisting of all local automorphisms of &
by LAut(€) and the superalgebra consisting of all local
superderivations of & by LDer (&), respectively.

Throughout the paper, we assume that 3<n<m. All
mappings mentioned in this paper are linear. The matrices of
mappings of L, are all with respect to the homogeneous
basis {xg,x1, -+, %, | ¥1,-*+» ¥,,}> and the matrices of map-
pings of L, are all with respect to the basis {x,, x;, -+, x,,}. F
stands for an arbitrary field of characteristic zero, F* is the
set of all nonzero elements of [F, and " is the n-dimensional
column vector space over F. E;; and e; represent the matrix
unit and unit vector, respectively.

Denote block matrices

(05)
(50)

by A® B and C® D, respectively.

(4)

2. Local Automorphism and Linear 2-Local
Automorphism of L, ,,

Suppose a,a,,---,a, € F and « € F". Denote
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9
a, aa,
= 2
B(a,ay,---,a,)=| a; aa, a‘a ,
n—1
a, aa, , aa,, aa,

(5)

Lemma 1

(1) Let A be an (n+1)x (n+1) invertible lower tri-

angular  matrix. ~ Then,  for any X =
(ko,k1,~-~,kn)T € F'™1, there exists Ay such that
AX =AxX, where Ay is of the form
A(a,ay,---,a,,q), with aa, 0;

(2) Let B be an m x m invertible lower triangular matrix.
Then, forany a € F* and X € F", there exists By such
that BX = BxX, where By is of the form
B(a,b,,---,b,,), with b, € F*.

Proof

(1) Denote

A:(ﬁ U>, (6)

where u € F*,f € F* and U is an nxn invertible
lower triangular —matrix. For any X =
(59> X155 x,)" € F* put X, = (xp,--+,x,) . We
will prove that there exist « € F" and B(a, ay, -+, a,,)

with aa, € F* such that
Xo
. 7
WD) o

(5 o)) s

Case 1. x,#0. Puta =u,a, =--- = a, = 1. Then, it
is easy to see that there exists a € " such that
(7) holds.

Case 2. x, =0. Assume that the first nonzero

component of vector X; is the r—th. Put

a=1lLa=0,a,, =---=a,=0. Then, it is easy to

prove that there exista, € F* and a,,---,a,_,_; € F
such that (7) holds.

(2) In a similarly way to the proof of (1), one can come to

the conclusion. O

Theorem 2. Let ¢ be a linear mapping of L,,,. Then,
¢ € Aut(L,,,) if and only if the matrix of ¢ is of the form

Z(a’ah"'’an’(x)eag(a’bl""’bm)’ (8)

with aa,b, #0.
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Proof. If ¢ € Aut(L,,,), we can assume that the matrix of ¢
is A® B, where B is an m X m matrix. Denote

Ay Ayp Gy " Gy
ay 4y Ay Gy
A=| a, ay ayp - a, |
Ay, Ay G =" Ay (9)
by by -+ by,
12 92 m2
B =
blm b2m bmm

For any 1<i<n-1,1<j<m-1 and 2<I/<n, using

¢(xi+l) = (p([xO’xi])’ (P([men]) =§0([X1,xl]) =0 and
¢ (yj:1) = ¢ ([x0, y;1) successively, we obtain

ay dig
Ais10 = i1y = 0,441 401 = ; (10)
Ay A
Ay = ayoay = 0, (11)
big =0,a0bj = bjiy 6015 (12)
where 1<k<n—-1, I<ssm-1
By (12), we have B = B(ag, by, -+, by,).
If a,#0, then by (11), we have aqy-=

0,2<1<n,1<k<n- 1. Note that in (10), they contradict the
invertibility of A. Therefore, a,, = 0. Consequently, we have
ay #0since A is invertible. For any 1 <k <# — 1, according to
(10) and (11), we have a,,, ., = agay and a,; = 0. Denote
a=(a,-a,) . Thus, A= A(a,a,,->a,,&).

_ Conversely, if  the matrix of ¢ is
A(a,ay,--+,a,,a)®B(a,by,---,b,) with aa,b, #0, then ¢ is
a Lie automorphism of L, by verification. O

Theorem 3. Let ¢ be a linear mapping of L, . Then,
¢ € LAut(L,,,) if and only if the matrix of ¢ is of the form
A®B, where A and B are (n+1)x (n+1) and m x m in-
vertible lower triangular matrices, respectively.

Proof. Assume that the matrix of ¢ is

A C (13)
(D B)’

where B is an m X m matrix.
If ¢eLlAut(L,,), b}; Theorem 2, for any
X = (kg kys- - ko lyy -+, 1) € F*"™ there exist Ay and

By such that
AC Ay
X = X, (14)
D B By

where Ay ® By is of the form (8).
We let [; =0 for all i € {1,---,m}. Since each kj (where
0<j<n) in (14) is arbitrary, we see that D = 0.

Similarly, we let k; = 0 for all j € {1,---,n}. Since each [;
(where 1<i<m) in (14) is arbitrary, we see that C = 0.

If A is not invertible, then there exists a nonzero
vector a €™ such that Aa=0. Substituting
X = (a”,0)" into (14), we have Aya =0, which contra-
dicts the invertibility of Ay. Thus, A is invertible. Simi-
larly, B is also invertible.

Substituting X=(0,---0,k;--+ k15 0,--,0) €
Fmti=2,3,...,n+1 into (14) in turn, by the arbitrar-
iness of k;,---,k,,,, we obtain that A is a lower triangular
matrix. Similarly, B is also a lower triangular matrix.

Conversely, if the matrix of ¢ is A® B, where A and B are
(n+1)x (n+1) and mxm invertible lower triangular
matrices respectively, then by Lemma 1, ¢ is a local auto-
morphism of L, ,,. O

Theorem 4. Every linear 2-local automorphism of L,,,, is an
automorphism.

Proof. 1f ¢ is alinear 2-local Lie superalgebra automorphism
of L, then ¢ € LAut(L,,,). By Theorem 3, the matrix of ¢
is of the form A® B, where Aand Bare (n+ 1) X (n+ 1) and
m xm invertible lower triangular matrices, respectively.
Denote

c
V1 i

A=| vy ¢ ¢p >

Vi Cu1 G2 " Cun (15)
dll
le d22

dml dmZ U Ym

where ccy; - ¢, dy Ay #0.
By Theorem 2, for any X,Y ¢ ™1, there exist Ayy
and Byy such that

(A®B)(X,Y) = (Ayy ® Byy) (X, Y), (16)

where Ayy = A(a,a,,---,a,,a), Byy = B(a,b,---,b,,). In
fact, a,a, a;,b;,1<i<n, 1< j<mare all related to X and Y.
But for the sake of simplicity, we still denote them in this way
without causing confusion.

Substituting X =e,,Y =e,,, into (16), we have

k,eF",

i=s,s+1,---,n, s$s=2,3,---,n

Cis = ksci—l,s—l’ (17)

Then, substituting X =e,,Y =¢,,, + €., into (16), we
have k, =k, ;,t =2,3,---,n—1.

Similarly, we can conclude that d; =1d; |, ,,l € F*,
i=s,s+1,---,ms=23---,m. Next, substituting
X =e,+e,,,Y =e;+e,,; into (16), we havel = k,. Finally,
substituting X = e, + e,,,,Y = e, into (16), we obtain ] = c.
Thus, by Theorem 2, we have ¢ € Aut(L,,,).



From the proof of the above theorems, we get the fol-
lowing conclusions immediately.

0<jsm-1

o) | (Z 00 3 Yot 3 o
0<isn

1sssn
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Corollary 5

kil ps € Foa kol € [F*,lsiSn,lsjsm—l,léssn}

(18)
where Corollary 6
d(a)(x;) = aixi,d(a)(yj) = ajyj, 0<is<n 1<j<m,
ti(xo) =x, 1<s<n,
9(x;) = x4, 0<isn-1,
Wy;) =y 1<jsm-1
(19)
LAut(L,,, ) =1 > kja;+ Y Ilybyky |1, € Fk,pl, € FL0<j<i<nm1<t<s<m,0<p<n0<q<n (20)
o<j<i<n 1<t<s<m
where a;; (x;) = x;,0< j<i<mby (y,) = y, 1<t <s<m. (1) The automorphism group of L,, is
Corollary 7. Let ¢ be a linear mapping of L,
Aut (L)) ={ Y kgd@ +(a-k\to+ Y pit|akyeF k,p €F1 SiSn}. (21)
0<isn I<ssn
where d(a)(x;)= a'x;,0<i<n;g(x;)= x;,,,0< (2) The local automorphism group of L, is
isn—1;t,(xy) = x, 1 <s<m;
LAut(L,) =1 Y kya;|k; € Fk,, € F,0<j<i<n0<p<n (22)

0 j<isn

where a;;(x;) = x;,0< j<i<m
(3) The linear mapping ¢ is a linear 2-local automor-

phism of L, if and only if there exist w € Aut(L,) and

k € F such that

¢ =y +ko, (23)

where o is a linear mapping of L, whose matrix is E,;, a € F",
and a,k,a,,a,,---,a, € F with (a +k)a, € F* such that the
matrix of ¢ is A(a,a,,---,a,,a) + kE,,.

Proof. From the proof of the above theorems, (1), (2), and
the necessity of (3) hold immediately. Next, we only need to
prove the sufficiency of (3).

Assume the matrix of ¢ is A(a,a,,---,a,, ®) + kE,,. For
any X,Y € F"™*!, we will find appropriate Ay, such that

(A(a,ay,---,a,0) +KE; ) (X,Y) = Axy (X,Y),  (24)
where Ayy = A(a',ay,---,a,,&') with a'a;#0, and
a',ay,---,a,,a are all related to X and Y. O
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Case 8. If X and Y are linear dependent, then by Theorem 3,  where 1<s<n+1-i,1<i<n.
the existence of Ay, is obvious.
Subcase 10. i>1. Put Ayy = A(a,ay,---,a,a), and,
Case 9. If X and Y are linear independent, then without loss therefore, (24) holds.
of generality, we only need to consider the case of
il Subcase 11. i = 1. Denote a = (u;,---,u,)’. We will find
o ror ! INT .
X=¢+ Z xiep a,ap,--+,a,a = (ug,--+,u,) such that (24) holds, i.e.,
k=i+1
(25)
n+l
Y €ivs T Z Yk
k=i+s+1
(a' =a+k,
Ul +ajx, = u; +a,x,,
Uy +a,x, +a'ajx; = u, + a,x, + aa; x;, (26)
3 26
2 2
Uy + asx, +a'ayxs +(a') ajx, = us + azx, + aa,x; +a‘a; x,,
............ ,
! / [ -1 n-1
Uy +axy+a'da, 1 x;+---+(a) ajx,, =u,+a,x,+aa, X;+---+a’ a;X,,,
( z+s—2 / i+s—2
( ) =a  ap
1+s 2 / its=1 _its=2 i+s—1
( ) A1 Yivs+1 = 4 a, ta A1 irs+1>
I , (27)
i+s—2 ; its=1 -1
( ) Apyz-i-s T ( ) Apil-i—sVivse1 T700 T (a ) a1V ns1
_ its-2 i+s—1 n-1
=4 G ta Gu g Tt A A1 Yy

First, we find a’' =a+k. Then, it is easy to find

a}', i 1O satisfy (27) and a # 0. Fut
Apiris = +++ = a, = 0. Finally, it is easy to find uy,---,u, to

satisty (26).

3. Local Superderivations and Linear 2-Local
Superderivations of L, ,,

Suppose a,a;,¢;,d;,b; € F1<isnl<j<jayelF,pe
™", Denote
d,
d2 dl
](dl’ "dn): : d, d, >
A o
d, d,, - dy d,
0 (28)
a
L(a,n) = 2a )
(n-1a
B(a,b,,--+,b,,) =] (b, -+, b,,) + L(a,m),
a
A(a,al,---,an,tx):<‘x B(a,a1,~--,an)>, (29)

D(d d,) = © 30
bt ](dl""’dn) O (n+1)><m) ( )

e (T I

As early as 1996, Goze and Khakimdjanov had char-
acterized derivations of L, in [31]. The following lemma
comes from [31].

Lemma 12
Der(L,) = span{adxy, adx,,---,adx,_;, hy, hy, -+, b, 1, b1, 1, 85},
(32)
where
adx,(x]) = x,-,xj], 0<j<n0<isn-1,

hi(e) =€ 1<is<n—k,

tl(ej) =ejti(e) =0, 1<j<n, (33)

t, () = e,

t,(e;) =(i—1)e, 2<i<n,

ts(e) = e

From this lemma, we can easily get the following
conclusion.



Corollary 13. Let ¢ be a linear mapping of L,. Then,
¢ € Der(L,) if and only if there exist a,a,,a,,---,a, € F and
a € " such that the matrix of ¢ is A(a,ay,---,a,, ).

Next, we will characterize the matrix form of the
superderivation of L, .

Theorem 14. Let D be a linear mapping of L,, ., then D is
a superderivation if and only if its matrix is of the form
(A®B) + (D®C), where A,D,C, and B are in the forms of
(28)-(31), respectively.

Proof. Clearly, a direct verification can prove the sufficiency,
and so we only need to prove the necessity of the theorem.

If D € Der(L,,,), we can assume that the matrix of 9 is
(A®B) + (D®C), where

Ay Adyg Ay " Ay
ay, dy Ay - Ay
A=l a, ay, ay -+ a4y |
A, Ay Gy "0 Oy
by, by - by
by, by - by,
B= )
1m 2m mm
(34)
Co1 €11 "t Cm
Coo C12 " O
C= >
COm Clm Cnm
le dzo o dmO
dy dy o dyy
D= d12 dzz o dmZ
dln d2n dmn

First, we will deduce the form of the matrix of even
derivation.
By Corollary 13,

A=A(agay, - a,,), (35)

where a = (a,,---,a,)".
Using
(D5 (x0)s yi] + [x0, D5 (y)] = D ([x0, yi]) = D (yi11), we

can conclude that

bi+1,1 =0, bi+1,k+1 = bik>bi+l,i+l

(36)
1<i,k<m-1and k+i.

=ay + by,
That is,

B =B(ag by, b)) (37)
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Next, we will deduce the form of the matrix of odd
derivation. Similar to the above process, substituting

(X, y) = (-x(): xi)s (x0> xn)’ (yl’ yk), (x(), ym)’ (x(,, y]) into
the next equation successively,

(27 (x), y] + DM [, D7 ()] = D ([, 9], (38)

then we can get the following equations in turn:

Cis11 = 0:Cip g1 = G 1Sisn—-LI<ssm -1,

Cn1 = "= Cyp1 = 0,
dk() = 0, 1< k sm,
dml = .. = dm,n71 = 0’
diy10=dj1 =0dj 0 =djyp 1<jSml<t<n-1
(39)
Then,
D =D(dy > d)
(40)
C= C(Cnm’ Cn-1,m> "> Cimp> ﬁ’ Y))
where |x]| refers the degree of x, (B7,Y7) = (Co1>Coz - -+ » Com)-

By (35), (37), and (40), we complete the proof of the
necessity of the theorem. O

Theorem 15. Let ¢ be a linear mapping of L,, ,, whose matrix
is (A@B) + (D®C), where B is an m X m matrix. Then,
¢ € LDer (L, ,,) if and only if A and B are both lower tri-
angular matrices, and D and C are of the form

V1

m-n

Vim-n+1 €11 > (41)

Vin-ni2 €21 €22

Yin Cn1 €2 " Cun
0
dll
le d22 > (42)
dnl dnz ... dnn 0O --- 0

respectively.

Proof. First, we prove the necessity of the theorem. If
¢ € LDer(L,,,), then for any X = (kyk, .k,
I,,---,1 )T € P! there exist Ay,By,Cy, and Dy such

that
A C Ay C
D B Dy By
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where Ay, By, Cy, and Dy are of the forms A, B,C, and D in
Theorem 14, respectively.

If we letl, =---=1, =0, then by the arbitrariness of
kg, K5+, k, and (43) and in a similar way to the proof of
Theorem 3, we obtain that A and D have the required forms.

Similarly, if we let ky =k, =--- =k, =0, then by the
arbitrariness of I, -, 1, in (43) and in a similar way to the
proof of Theorem 3, we deduce that C and B have the
required forms.

Next, we will prove the sufficiency of the theorem.

AC

For any X, € F"*!, in a similar way to prove Lemma 1,
we have Ay and Dy such that AX; =Ay X, and
DX, = Dx X;, where Ay and Dy are of the forms Aand D
in Theorem 14, respectively.

Similarly, for any X, € F" and a € F whichis (1, 1)-entry
of Ay , there exist Cy and By such that CX, = Cy X, and
BX, = Bx,X,, where Cy and By are of the forms Cand Bin
Theorem 14, respectively.

Thus, for any X = (XT X;)T € Fi+m we have

( )(X) (AXI +CX2) AxXirCXo ) Ay C, (X) (44)
D BJ\X,) \DXx,+Bx,) \ DxX,+BxX, ) \Dyx Bx, J\x,/)
Hence, ¢ € LDer(L,,,,). O  Corollary 16
Der(Ln,m) = span{adxi, adyj,ak,bl,ct,ds,g, ht,u,v|1<ik<n-1,1<j,I<m-1, lss,tSn}, (45)
where
adxi(xj) = [xi,xj],adxi k) =[xp ), 0<js<m1<k<m,1<i<n-1,
ady; (x;) = [yi’xi]’adyj (i)
a(x;) =x;,, 1<isn-1,
b(yj) =Y lsjsm-1,
ds (}’1) = xs’ds(yZ) = x5+1" . "ds(ynﬂ—s) = xn’ 1 sssn’
¢ (X1) = Ymer-o6 (%2) = Yzt -+ 56 (%) = Y 1SES (46)
9(x0) = %0, g(x;) = (i = Dx;,
a(y;)=G-Dy; 2<isn2<j<m,
h(x;)=x;, 1<i<n,
t(y;)=yp 1<jsm,
)

Corollary 17

LDer(Ln,m) = span{a,-j, bit> Cpmniqp Bspre> 1y [0S jSi<nyn

where

+ 1<l<k<n+m,l<t<s<n,1<q<p<n,l<u<m}, (47)



8
a;(x;) =x;, 0<j<i<n,
b (yx) =%, 1<I<k<m,
hy (%0) = Yo 1<u<m, (48)
CP’m—n+q(xp) = Ymnrg L1SgSpsn,
Aot (V) = Yr 1SESSS

Theorem 18. Let ¢ be a linear mapping of L, .. Then, ¢ is
a linear 2-local superderivation of L, ,, if and only if there
exist y € Der (L, ) and k € F such that

¢ =y +ko, (49)

where o is a linear mapping of L, whose matrix is E,,.

Proof. If ¢ is a linear 2-local superderivation of L,,,,,, then by
Theorem 18, we can assume that the matrix of L, is
(A®B) + (D®C), where A and B are both lower triangular
matrices, and D and C are of the forms (41) and (42), re-
spectively. Thus, for any X,Y € "' there exist
Axy,Dxy,Cxy, and Byy such that

AC [ Axy Cxy
(s e)on-(37 Sr)an o

where Ayy, Dyy, Cyxy,and Byy are of the forms of (28)-(31),
respectively.

a O

Denote A = and A, = (a with a;; =

a A J
0(i<j).Foranyi € {2, 3,---,n— 1}, substituting X = ¢;,Y =
e;,; into (50), we have a;; | =a,,;. Then, for any
j€{2,3,---,n—1}, substituting X =e;+e;,,Y =€+

ij)nxn

€j,, into (50), we have a;,, ;,y —aj;=a;;—a; ;. Denote
a= (U, u,) ,a,—ay; =kag =ag,1<s<n. Thus,
A=A(kay,---,a,,a)+(a—k)E. (51)
Similarly, we conclude that
C=Clery-5cnBoy),
D=D(d,,---,d,), (52)
B=B(l,by,---,b,).
If m—n=1, substituting X =e,+e,,5Y =e;+¢€,,,

into (50), we have k = I. Else if m — n# 1, substituting X =
e,+e,.,Y =e;+e,; into (50), we have k =I. Thus, ¢ is
desired.

Next, we will prove the sufficiency of the theorem.
Assume the matrix of ¢ is (A®B) + (D&C), where C, D,
and A are the same as in (51) and (52), respectively, and
B=B(kb,,---,b,). For any X,Y € F*""*! we want to find
Ayy,Bxy,Cxy and Dyy such that (50) holds, where
Axy,Dyy,Cxy, and Byy are of the forms (29)-(31),
respectively. O

Case 19. 1f X and Y are linear dependent, then by Theorem
18, the existence of Ayy, By, Cxy, and Dyy is obvious.

Case 20. If X and Y are linear independent, then without
loss of generality, we only need to consider the case of
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n+m+1

X=e+ Z Xieps
k=i+1
53
n+m+1 ( )
Y=e,+ Z Vi€
k=i+s+1

where 1<s<n+m+1-i,1<i<n+m.

Subcase 21. i>1.Put Ayy = A- (a—k)E,;;Bxy = B,Cxy =
C and Dyy = D, and, therefore, (50) holds.

Subcase 22. i =1 and s<n. Let
Ayy =A(d’,al,--+,a,d,),Dyy = D(d},--+,d,)

54)
Cxy = C(C{)"'>Cr:aﬁ,a}”)>BXY = B(a’,b',---,b,;). (

b 1<i<g

We will choose appropriate a', a, 3, v, a, c;, d., i

n, 1< j<m such that (50) holds.

Put a’' =a. For any a,c,n—s+2<t<n, it is easy
to choose appropriate ay, ¢, d,bj, 1<k<n—s+1,1<
i<n,1<j<m such that

A C A C
( )Y :< xy Cxy )Y, (55)
D B Dyy Byy
then we can choose &, ,y" such that (50) holds.

Subcase 23. i =1 and s> n. Similar to the proof in Subcase
22, we can achieve the goal.

From the proof of the above theorems, we get the fol-
lowing conclusion immediately.

Corollary 24. Let ¢ be a linear mapping of L,. Then,

(1) p € Der(L,) if and only if there exist
a,a;,ay,---,a, € Fanda € F" such that the matrix of
q) ZS A(a)ala"'aan)a);

(2) ¢ € LDer (L,) if and only if the matrix of ¢ is a lower
triangular matrix;

(3) ¢ is a linear 2-local automorphism of L, if and only if
there exist a,a,,a,,---,a,, k € F and a € F" such that
the matrix of ¢ is A(a,a,,---,a,,a) + kE,,.
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