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Te world economy is afected by fuctuations in the price of crude oil, making precise and efective forecasting of crude oil prices
essential. In this study, we propose a combined forecasting scheme, which combines a quadratic decomposition and optimized
support vector regression (SVR). In the decomposition part, the original crude oil price series are frst decomposed using
empirical modal decomposition (CEEMDAN), and then the residuals of the frst decomposition (RES) are decomposed using
variational modal decomposition (VMD). Additionally, this work proposes to optimize the support vector regression model
(SVR) by the seagull optimization algorithm (SOA). Ultimately, the empirical investigation created the feature-variable system
and predicted the fltered features. By computing evaluation indices like MAE, MSE, R2, and MAPE and validating using Brent
andWTI crude oil spot, the prediction errors of the CEEMDAN -RES.-VMD -SOA-SVR combination predictionmodel presented
in this paper are assessed and compared with those of the other twelve comparative models.Te empirical evidence shows that the
combination model being proposed in this paper outperforms the other related comparative models and improves the accuracy of
the crude oil price forecasting model.

1. Introduction

As one of the world’s most important energy sources and
commodities, the price trend of crude oil has a signifcant
impact on the international political situation and the world
economy. In terms of the commodity attributes of crude oil,
the crude oil market is at the core of the commodity market,
and the fuctuations in the price of crude oil have profoundly
afected price volatility in commodity markets. For example,
prices and resulting volatility spillovers between commodity
markets were investigated by Ji and Fan [1] who found that
the crude oil market has a signifcant volatility spillover
efect on non-energy commodity markets. Chen et al. [2]
discovered that asymmetric oil price shocks can afect the
nonferrous metals market. Tis is due to the surge in
transportation costs of raw materials and production costs
caused by higher crude oil prices, which ultimately manifests

itself in higher prices for consumer goods. In terms of the
fnancial attributes of crude oil, the global macroeconomy is
also increasingly afected by movements in crude oil prices.
Liu et al. [3] elaborated on the factors afecting the dynamics
of crude oil prices in terms of fnancial attributes and
concluded that fnancial factors, speculative behavior, and
other factors have a major part in oil price changes. In
addition to this, crude oil prices signifcantly afect the
exchange rate of importing countries [4]. For one thing, an
increase in the trade defcit of importing countries can be
caused by a spike in the price of crude oil, which in turn leads
to a depreciation of the importing country’s currency.
Second, the price of crude oil can also hurt the stock market
as well as infation in importing countries, which in turn
afects the value of currencies and changes in exchange rates.
Analyzed from the energy point of view, due to the scarcity
of crude oil and as the most important energy resource for
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industry, crude oil has not only profoundly afected the
world’s economy and trade, but has also penetrated national
strategies and political struggles, becoming one of the most
important strategic resources in the world. In addition,
many other factors have an equal impact on how volatile
crude oil prices are. For example, Te impact of supply and
demand factors on the drop in oil prices was researched by
Kim [5]. Zhou et al. [6] analyze the implication of the high-
frequency linkage characteristics of the US dollar index and
crude oil inventories on the volatility of crude oil prices.
Bildirici et al. [7] predicted global crude oil prices under the
impact of the COVID-19 anomaly that broke out. Khan et al.
[8] investigate how geopolitical risks afect oil prices and
freight rates. In conclusion, crude oil prices are subject to
a wide range of other factors, such as supply and demand,
geopolitical risks, natural disasters, and other factors, and
are characterized by a high degree of uncertainty. As a result,
the crude oil price series is characterized by nonlinearity and
nonstationarity, making it difcult to predict future prices.

In most of the early studies scholars used traditional
econometric models. Te vector autoregressive (VAR)
model, the generalized autoregressive conditional hetero-
skedasticity (GARCH) model, the autoregressive moving
average (ARMA) model, the autoregressive integrated
moving average (ARIMA) model and others are examples of
traditional econometric models [9–12]. Due to the limita-
tions of the traditional econometric model itself and the
nonlinearity and complexity of the crude oil price time
series, the forecasting results are subject to overftting
problems and poor forecasting accuracy. Artifcial in-
telligence prediction techniques have arisen with the
progress of computer technology. Compared to conven-
tional econometric models, artifcial intelligence techniques
are better able to handle time series for crude oil prices.
Artifcial neural network model (ANN) [13], convolutional
neural networks (CNN) [14], random forest model (RF) [15],
support vector machines (SVMs) [16], and others are ex-
amples of artifcial intelligence prediction models currently
in use. Neural network models can be efectively ftted to
nonlinear problems with complex relationships, but they are
usually suitable for large amounts of training data and may
not be able to take advantage of neural networks for
problems with smaller amounts of data. On the contrary,
support vector machines (SVMs) are better at dealing with
small samples, nonlinearities, and sample imbalance prob-
lems. But feature selection is limited, and human parameter
tuning is necessary for typical SVM models. Terefore,
resolving these issues can signifcantly aid in practical
problem resolution. For example, by introducing nonlinear
kernel functions and enhancing feature selection and pa-
rameter selection strategies, Xia et al. [17] analyzed a new
high-dimensional partially linear support vector machine
regularized learning scheme to make up for some of the
traditional SVMmodel’s shortcomings in terms of fexibility,
feature selection, and parameter selection. Second, previous
studies have mostly been conducted using univariate pre-
dictive models. However, the univariate forecasting model
uses only the internal characteristics of the crude oil price
time series as model inputs, ignoring other external

characteristics that may afect the change in crude oil prices.
Multivariate predictive models are unlike univariate pre-
dictive models. Multivariate predictive models can provide
more information to help models better understand and
capture patterns and trends in time series data. For example,
a generalized DCNNs structure was introduced byMao et al.
[18] in order to increase prediction accuracy by better
capturing these complex features in time series data. In this
research paper, to predict future crude oil prices more ac-
curately, we will use a multivariate forecasting model. And
this approach has been validated by previous scholars, for
example, Liu and Huang [19]. Future crude oil prices were
predicted by building a deep neural network that included
sentiment, news events, and historical price data after a text
sentiment analysis algorithm was used to extract sentiment
from a vast amount of news.

A hybrid decomposition-prediction-integration pre-
diction model is currently being developed by researchers.
Te main idea behind decomposition-prediction-
integration is to break down the original time series signals
using decomposition techniques into a series of sub-
sequences, use each subsequence as an input to a prediction
model, and then add up the prediction results to get the
model’s overall prediction results. Signal decomposition
can be the process of breaking down complex signals into
simpler predictions that can be used for machine learning,
reducing noise and irrelevant information in the data,
improving the computational efciency of machine
learning algorithms, and efectively preventing predictive
overftting. Te signal decomposition models include
wavelet transform (WT) [20], empirical modal de-
composition (EMD) [21], ensemble empirical modal de-
composition (EEMD) [22], variational modal
decomposition (VMD) [23], etc. Wavelet transform (WT)
methods are limited by their nonadaptive nature as they
require artifcial selection of basic functions. In contrast,
the EMD decomposition technique and EEMD de-
composition technique can decompose non-smooth and
nonlinear signals into smooth signals with diferent time
scales and without the need for basis function selection.
However, the CEEMDAN decomposition, ICEEMDAN
decomposition, and other techniques are proposed under
the ongoing improvement of the latter because the EMD
decomposition and EEMD decomposition techniques
sufer from the phenomenon of mode aliasing. In contrast
to other modal decomposition approaches like EMD,
EEMD, CEEMD, and others, VMD decomposition is ac-
complished by generating variational issues. Te usage of
VMD decomposition techniques for crude oil and other
domain problems has become common in recent years. Li
et al. [24], for instance, suggested a novel technique for
predicting the price of crude oil that combines variational
mode decomposition and random sparse Bayesian learn-
ing. Zhao et al. [25] improved the variational mode de-
composition to forecast crude oil prices online and in real
time. To forecast monthly natural gas prices, Li et al. [26]
integrated a quadratic decomposition method, merging the
VMD decomposition technique with an improved back-
propagation (BP) neural network.

2 Journal of Mathematics



Existing studies typically use a once-of decomposition
technique to forecast crude oil prices, and there may be some
that are not correctly decomposed, resulting in an in-
complete signal decomposition. However, the accuracy of
the overall forecast is improved by the secondary de-
composition, which increases the accuracy and complete-
ness of the primary decomposition. A lot of scholars have
applied the secondary decomposition technique to carbon
price prediction [27], wind speed prediction [28], and other
directions. In crude oil price prediction, Zhang et al. [29]
verifed that quadratic decomposition can improve the
prediction performance by quadratically decomposing the
crude oil residual term. Li et al. [30] concluded that the
quadratic decomposition is superior to the one-time de-
composition model by quadratically decomposing the
components with higher complexity and reconstructing the
prediction results. Table 1 presents a categorization and
summary of the literature on crude oil price predictions
based on the aforementioned literature review.

Te two-layer decomposition technique of CEEMDAN
and VMD is proposed in this study, specifcally, the residual
term after CEEMDAN decomposition is decomposed twice
by the VMD decomposition algorithm. Secondly, because
there were small samples in this study and the SVR model
can automatically select the features that have the greatest
impact on the prediction results as well as have good
generalization ability. Terefore, the SVR algorithm was
adopted as the basis for the prediction model for this study.
Finally, the two-layer decomposition technique is combined
with the SOA-SVR prediction algorithm. To bemore precise,
the ultimate prediction outcomes were acquired by sum-
ming together in a linear fashion all of the simple component
predictions from the original CEEMDAN decomposition
and all of the simple component predictions from the VMD
quadratic decomposition of the CEEMDAN residual term.
To verify the prediction performance of the proposed
CEEMDAN- RES.-VMD-SOA-SVR model, six hybrid
models, SVR, SOA-SVR, VMD-SOA-SVR, VMD-CEEM-
DAN-SOA-SVR, CEEMDAN-SOA-SVR, and CEEMDAN-
RES.-SOA-SVR, were used as comparison experiment. Te
data is selected from the monthly data of the Brent crude oil
price time series and the WTI crude oil price time series to
do one-step, two-step, and three-step tests of all the models
to forecast the future quarterly trend of crude oil prices.

Te main theoretical contributions of this paper consist
of (1) to extract the remaining valid information in the
primary decomposition residual term of crude oil price,
a new hybrid forecasting method with a secondary de-
composition residual term is proposed. It helps to improve
the completeness of the decomposition results and thus the
accuracy of the forecasting results. (2) An empirical study is
made for the theory that the CEEMDAN decomposition
technique efcacy is superior to the VMD decomposition
technique. (3) Combining internal infuencing factors and
external infuencing factors, a more comprehensive in-
dicator system of factors afecting crude oil prices was
constructed, which can be used as a reference for future
research. Tis paper’s combined prediction model is dis-
cussed in Section 2 of the article. Section 3 deals with the

analysis and features screening of factors infuencing crude
oil prices. Section 4 describes data sources and evaluation
indicators for the model. Te empirical fndings based on
projections of the current prices for Brent andWTI crude oil
are analyzed and discussed in Section 5. Te study is
summarized in Section 6, which also lists its faws.

2. Experiments

2.1. Data Description. Te time series chart for the prices of
Brent crude oil and WTI crude oil shows that since 2004,
there have been six major cycles in the price of crude oil:
from 2004 to 2009, 2009 to 2016, 2016 to 2019, 2019 to 2020,
2020 to 2022, and 2022 to the present. Since 1997, global
crude oil prices have steadily risen, reaching a peak in 2008.
Te 2008 fnancial crisis triggered a global recession and
reduced investment and consumption by businesses and
individuals, which had a knock-on efect on the demand for
crude oil and led to a sharp fall in crude oil prices. With the
economy gradually picking up in 2009, the demand for
crude oil also gradually increased, and the price of crude oil
fuctuated from $40. Tis was immediately followed by
a slowdown in the world economic recovery between 2014
and 2016, which reduced the energy demand. And yet crude
oil production from OPEC countries and oil-producing
countries such as Russia has increased, with crude oil
supply outstripping demand, ushering in a second decline in
prices. Recent events, including the global COVID-19
outbreak in 2020 and the Russian-Ukrainian confict in 2022
have caused the price of crude oil to plummet. Over all, the
time series plot shows that crude oil prices are more sus-
ceptible to short-term contingencies such as fnancial,
natural, and geopolitical events that can cause prices to rise
or plummet.

Due to the fact that WTI and Brent Crude are the two
most traded crude oil prices by investors, the changes in both
of these prices as well as the spreads between them are very
much in the spotlight of the crude oil market. Te monthly
historical prices of Brent crude oil and WTI were thus se-
lected by this paper to serve as the experimental data
samples; the historical prices of Brent crude oil can be found
at https://fred.stlouisfed.org/series/POILBREUSDM, and
the historical prices of WTI crude oil can be found at https://
fred.stlouisfed.org/series/POILWTIUSDM. A total of 312
data points covering the period from January 1997 to

Table 1: Taxonomy of crude oil price forecasts identifed through
the study literature review.

Model type Literature
Historical data + hybrid model [12, 15]
Historical data + external factors + hybrid model [19]
Primary decomposition + historical
data + single model [13, 20–23]

Primary decomposition + historical
data + hybrid model [10, 16]

Secondary decomposition + historical
data + single model [29]

Secondary decomposition + historical data + external
factors + single model

Proposed
model
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December 2022 comprise the sampling. Table 2 presents the
descriptive statistics of the study’s data. It is evident that, for
Brent crude oil, the lowest price during this period was
$10.16, and the highest price was $133.59, while WTI crude
oil had the lowest price of $11.28 and the highest price of
$133.93. A graphical representation of the dataset partition is
shown in Figure 1. Typically, the data is split into two
categories: training and test. Te training data is used to
estimate the prediction parameters, while the test data is
used to evaluate the accuracy of the predictions. Te study
uses 234 observations from the frst 80% of the series as the
training set and 78 test data points from the fnal 20% as the
test set to predict oil prices.

2.2. Data Processing. To guarantee the accuracy of the
prediction results, the data were linearly transformed to
eliminate the efect of outliers, and the data samples were
normalized before prediction. Te min-max normalization
is used in this paper to preprocess the data, as shown in the
following equation:

χ′ �
χ − χmin

χmax − χmin
, (1)

where χ′ is the transformed data; χ is the original data; χmin is
the minimum value; and χmax is the maximum value.

2.3. Evaluation Criteria. Te predictability of the model is
tested using the statistical methods of MAE (mean absolute
error), MSE (mean square error), R2 (coefcient of de-
termination), and MAPE (mean absolute percentage error)
to confrm the experimental efect. Te formula for each
evaluation indicator is as follows:

MAE �
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(2)

where yi is the true value of the price time series, 􏽢yi is the
predicted value of the price time series, and n is the number
of test samples.

Te models’ predictive abilities can be compared using
MAE, MSE, R2, and MAPE as criteria. However, the pre-
diction errors between the two algorithms under compar-
ison might not be signifcant, and the computational
outcomes of MAE, MSE, R2, and MAPE by themselves are
insufcient to show which of the two models is more or less
predictive than the other. As an illustration, He and Sun [31]
investigated the learning performance of regularized large
margin uniform machines (LUMs) for classifcation

problems and used the comparison theorem to obtain the
error bounds and learning rate of the overclassifcation error
for error analysis. Consequently, in order to assess the degree
of predictive power between the combined model used in
this work and the comparison model in terms of statistical
error, the Diebold–Mariano test is employed. Te Die-
bold–Mariano test assumes the following expression for the
prediction error ui,t of the two comparison models:

ui,t � 􏽢yi,t − yt, i � 1, 2, (3)

where yt is the true value and 􏽢yi,t is the prediction result of
model i.

Te null hypothesis for the Diebold–Mariano test is H0:
E(dt) � 0, which states that there is no discernible diference
between the two models’ predictive capacities. dt is the
relative loss function diference between the models, which
can be represented as dt � g (u1,t) − g (u2,t); g(·)is the loss
function. Te Diebold–Mariano test statistic is calculated as
follows:

DM �
d

���������

2π 􏽢fd(0)/T
􏽱 , (4)

where d � 1/T 􏽐
T
t�1(g(u1,t) − g(u2,t)) is the mean value of

the loss diference; Te consistent estimate of fd(0) is
represented by 􏽢fd(0), which also shows the spectral line
density when the loss diference frequency is zero. Tere are
several options for loss functions in the Diebold–Mariano
test; in this work, the Diebold–Mariano test is performed
using the MSE and MAPE loss functions.

3. Methodology

Tis section briefy introduces the CEEMDAN algorithm,
the VMD algorithm, the SOA optimization algorithm, and
the SVR prediction model, as well as the CEEMDAN-RES.-
VMD-SOA-SVR model’s construction procedure and
principle.

3.1. Complete Ensemble Empirical Mode Decomposition with
Adaptive Noise. EMD is a decomposition approach pro-
posed by Huang et al. that takes into account the time
scale features of the data itself to cope with nonlinear and
non-smooth complex signals. However, the modal com-
ponents that result from its decomposition exhibit modal
aliasing and endpoint efects. EEMD is an innovative
method proposed by Wu and Huang for EMD modal
aliasing. Te generation of modal aliasing is efectively
suppressed by multiple empirical modal decompositions
with superimposed Gaussian white noise. However, the
introduction of EEMD noise destroys the original signal
to a certain extent, the reconstruction error is large, and
the introduced noise will have residuals, afecting the
feature extraction information. Later, the complementary
ensemble empirical modal decomposition (CEEMD)
method was proposed by Yeh et al. Te redundant noise of
the reconstructed signal is largely phase canceled during
ensemble averaging when positive and negative pairs of
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complementary white noise are added to the original
signal. Tis efectively improves the decomposition ef-
ciency and solves the issues of large reconstruction error
and poor decomposition completeness of EEMD. For the
further ability to obtain more accurate and reliable de-
composition results, a novel signal decomposition

algorithm called the CEEMDAN method, has been pro-
posed by Torres et al. Te principle is to add white noise to
the EMD decomposition process, and the frst-order in-
trinsic modal components obtained by the decomposition
are immediately ensemble averaged as the frst IMF
components obtained by the decomposition.
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Figure 1: Training and test datasets of monthly crude oil spot prices where the green line is the training set and the yellow line is the test set.

Table 2: Te main numerical characteristics of research data.

Research data Time span Size Mean Max Min Std
Brent January, 1997 to December, 2022 312 60.0658 133.59 10.16 31.80172
WTI 312 57.37962 133.93 11.28 28.36693
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Te crude oil price time series signal decomposition in
this study is done using the CEEMDN approach. First, time
series characteristics of crude oil prices are typically complex
and include various levels of information such as trend,
cycle, and volatility. Tese characteristics are important for
forecasting the price of crude oil, and the CEEMDAN
method can adaptively capture multiple frequency com-
ponents in the time series of crude oil prices, better revealing
the intrinsic structure of price volatility. Second, the
CEEMDAN method successfully avoids the issue of in-
adequate decomposition of the frst-order modal compo-
nents in the decomposition process afecting the accuracy of
the next-order modal components, thereby avoiding the
impact on the full decomposition of the subsequent data
signals. Tis method performs exceptionally well in elimi-
nating noise interference. As a result, the CEEMDAN ap-
proach can ofer researchers studying crude oil price
forecasting a more precise intrinsic modal function (IMF),
which can aid in enhancing the precision and stability of
predicting outcomes by better revealing the inherent rule
governing price swings. Te particular decomposition of the
CEEMDAN algorithm is as follows, Figure 2 visualizes the
fowchart of the CEEMDAN algorithm.

Let IMFi(t) represent the i th eigenmode component
derived from EMD decomposition; IMFi(t) is the i th ei-
genmode component derived from CEEMDAN de-
composition; wni(t) is a Gaussian white noise signal
satisfying the standard normal distribution. i � 1, 2, · · · I. is
the number of times white noise was added and ε is the
standard deviation of the white noise. y(t) represents the
signal to be decomposed, which is the gathered time series
data on crude oil prices.

Step 1: Add Gaussian white noise to the signal to be
decomposed y(t). Get new signal y′(t) � y(t) +

εwni(t).

Step 2:Te EMD decomposition of the new signal y′(t)

is performed, and an overall average of the resulting
modal components yields the frst modal component of
the decomposition IMF1(t) � 1/I􏽐

I
i�1IMFi

1(t).
Step 3: Calculate the residual r1(t) � y(t) − IMF1(t)

after removing the frst modal component. Continuing
to add Gaussian white noise in r1(t) yields a new signal
y″

(t)
� r1(t) + εwni(t).

Step 4: y″
(t) serves as the carrier of the new signal for

EMD decomposition. Overall averaging of the resulting
modal components gives a second modal component
IMF2(t) � 1/I􏽐

I
i�1IMFi

2(t).
Step 5: Calculate the residual r2(t) � r1(t) − IMF2(t)

after removing the second modal component.
Step 6: Until the residual signal obtained is a monotonic
function, the aforementioned stages are repeated until
the decomposition can no longer be carried out and the
algorithm terminates. As of right now, K eigenmode
components have been obtained. Te original signal
y(t) is decomposed as y(t) � 􏽐

K
K�1IMFK(t)+ rK(t).

3.2. Variational Mode Decomposition. Instead of using the
idea of a recursive solution, as used in traditional signal
decomposition methods, VMD uses a completely non-
recursive modal decomposition to calculate IMF. By do-
ing this, the signal decomposition process is spared from
modal aliasing. Te real-valued input signal y(t) is to be
broken down into a discrete number of modes uk using
VMD. Assuming that this mode contains frequency com-
ponents that are all narrowband signals concentrated around
a center frequency ωk, the sum of the bandwidths of the
center frequencies of each modal component is minimized.
Tere are two components to the VMD algorithm: the
variational problem’s construction and solution. Restrained
variational modeling can be expressed as follows:

min
uk},{ ωk{ }

􏽘

K

k�1
zt δ(t) +

j

πt
􏼔 􏼕uk(t)􏼚 􏼛e

− jωkt

�������

�������

2

2

⎧⎨

⎩

⎫⎬

⎭, (5)

subject to

􏽘
k

uk � y(t), (6)

where y(t) represents the original signal, which is the re-
sidual term following CEEMDAN decomposition in this
section; uk􏼈 􏼉 � u1, · · · , uk􏼈 􏼉, ωk􏼈 􏼉 � ω1, · · · ,ωk􏼈 􏼉 denote the
shorthand notation for the set of modes and their corre-
sponding center frequencies, respectively; t is the time series;
k is the total number of modes; the time derivative is
represented by zt; the Dirac δ function; δ(t), in this study
indicates the temporal localization of each IMF component;
and the imaginary unit, j is used to represent the imaginary
part of the resolved signal, which, when combined with the
real part, forms the resolved signal in complex form.

Te above constraints are transformed into an un-
constrained variational problem by introducing a quadratic
penalty factor and a Lagrange multiplier operator in Eq. Te
extended Lagrangian expression for

L uk􏼉,􏼈 ωk􏼈 􏼉, λ( 􏼁 ≔ α 􏽘
K

k�1
zt δ(t) +

j

πt
􏼔 􏼕uk(t)􏼚 􏼛e

− jωkt

�������

�������

2

2
+

y(t) − 􏽘
K

k�1
uk(t)

���������

���������

2

2

+ λ(t), y(t) − 􏽘
K

k�1
uk(t)􏼪 􏼫,

(7)

where α is the penalization factor, also called equilibration
parameter; λ(t) is the Lagrange multiplier. Te alternating
direction multiplication method is used to obtain the so-
lution formula for the mode uk as follows:

􏽢u
n+1
k (ω) �

􏽢y(ω) − 􏽐i≠k􏽢ui(ω) +(􏽢λ(ω)/2)

1 + 2α ω − ωk( 􏼁
2 . (8)

Te center frequency ωk is calculated by solving the
following equation:

ωn+1
k �

􏽒
∞
0 ω 􏽢uk(ω)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
dω

􏽒
∞
0 􏽢uk(ω)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
dω

. (9)
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original signal y (t)

Determine the amplitude of the added white
noise ε and the average number of times I

Add white noise n1 Add white noise n2 Add white noise nI

EMD

Find the mean value: IMF1 (t)= ∑I
i=1IMFi

1 (t)I
1

Find the mean value: IMFK (t)= ∑I
i=1IMFi

K (t)I
1

IMF1
IMF2

IMFI

Updating residual values: r1 (t) = y (t) – IMF1 (t)

Add white noise Add white noise Add white noise

EMD EMD

EMD EMD EMD

IMFK1
IMFK2

IMFKI

…

…

…

…

…

…

…
Perform the above process on the residuals

and iteratively

First Iteration

Kth iteration Residual values: rK (t) = rK–1(t) – IMFK (t)

Complete the decomposition: y (z) = ∑K
K=1IMFK + rK (t)

Figure 2: Flowchart of the CEEMDAN method.
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Update based on the updated formulas for uk and ωk

until the inner loop stops when the number of de-
compositions reaches K. Update λ according to the update
formula for λ. Given the convergence accuracy (ε> 0), until
the decision condition in the equation 􏽐k 􏽢un+1

k −
����

􏽢un
k‖22/ 􏽢un

k

����
����
2
2 < ε is reached, the loop stops. Otherwise, return to

continue (5) to continue the loop.

􏽢λ
n+1

(ω) � 􏽢λ
n
(ω) + λ 􏽢y(ω) − 􏽘

k

􏽢u
n+1
k (ω)⎛⎝ ⎞⎠. (10)

3.3. Seagull Optimization Algorithm. Seagulls are a common
focking seabird found all over the world that move across
geographical areas as the seasons change in quest of
food. A migration phase and a predation phase make up
the gulls’ predation cycle. During the migration
phase, gulls maintain individual fight independence
according to a certain pattern to keep from colliding with
each other. In the attack phase, gulls attack their prey in
a spiral fight.

3.3.1. Migratory (Global Search). During the migration
process, the algorithm simulates how a fock of seagulls
moves from one location to another. Gulls should avoid
collisions at this stage. To prevent collisions with neigh-
boring gulls, the algorithm utilizes an additional variable A

to evaluate the new position of the gulls.

Cs

�→
(t) � A × Ps

�→
(t),

A � fc − t ×
fc

Max iteration
􏼠 􏼡􏼠 􏼡,

(11)

Cs

�→
(t) means a new position where no position conficts

exist with other gulls; Ps

�→
(t) means the current location

of the seagull; t for the current iteration, t � 0, 1, 2, · · · ,

Maxiteration; and A expresses the motion behavior of
seagulls in a given search space.Te frequency of the variable
A, which is linearly reduced from 2 to 0, can be controlled by
fc.

(A) Direction of optimal position: after avoiding overlap
with other gulls’ positions, gulls move in the di-
rection where the optimal position is located.

Ms

��→
(t) � B × Pbs

��→
(t) − Ps

�→
(t)􏼒 􏼓

B � 2 × A
2

× rd.

(12)

Ms

��→
(x) indicates the direction of the best position; B

is the random number responsible for balancing the
global and local searches; rd is a random number in
the range of [0, 1]; Pbs

��→
(t) is the current optimal

position; and Ps

�→
(t) means the current location of

the seagull.
(B) Gulls approaching the optimal position: After

moving a spot where they don’t collide with one

another, gulls proceed in the direction of the optimal
position until they arrive at a new location.

Ds

�→
(t) � Cs

�→
(t) + Ms

��→
(xt)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (13)

Ds

�→
(x) is the new position of the gulls.

3.3.2. Attack (Local Search). During migration, gulls use
their weight and wings to stay aloft, which enables them to
alter the direction and velocity of their attacks. Tey move
through the air in spiral shapes, attacking their victim. Te
behavior of the motion in the x, y, and z planes is described
as follows:

x′ � r × cos θ,

y′ � r × sin θ,

z′ � r × θ,

r � u × e
θv

,

(14)

where r is the radius of each helix; θ is a randomized angular
value in the range [0, 2π]. u and v are the correlation
constants for the shape of the spiral.Te Seagull’s status after
the attack is:

Ps

�→
(t) � Ds

�→
(t) × x′ × y′ × z′ + Pbs

��→
(t), (15)

Ps

�→
(t) is the gull’s attack position.

3.4. Support Vector Regression. Support vector regression
(SVR) is a regression method based on support vector ma-
chine (SVM). For the linearly diferentiable situation, its
model function is a linear function that fts the sample in
vector space. In the case of linearly indivisible samples,
a nonlinear mapping technique is used to convert the linearly
indivisible samples in the low-dimensional input space into
a high-dimensional feature space. Tis makes it possible to
linearly examine the non-linear features of the samples using
linear methods in high-dimensional feature spaces. Te
fundamental idea behind it is to build the best classifcation
surface in the feature space by minimizing the structural risk
theory based on a subset of training data patterns. Tis will
enable the learning machine to achieve global optimization
and satisfy an upper bound on the expected risk of the entire
sample space with a certain degree of probability. SVR can
handle high-dimensional data in nonlinear and small-sample
prediction problems due to its outstanding generalization
capabilities and excellent robustness to outliers. However, it
also sufers from drawbacks such as high computational
complexity and sensitive parameter tuning and needs to be
used and tuned to the specifc problem. Te support vector
regression (SVR) mathematical model is given below:

In the support vector regression model, external and
internal characteristic variables are used to construct the
inputX, and the current value of the crude oil price is used as
the corresponding output Y. Te input X and output Y are
constructed below. Based on ε-SVR, the optimization model
is established as follows:
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X�

x1 · · · xm

⋮ · · · ⋮

xn · · · xn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, Y�

y1

⋮

yn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (16)

objective function:

min
ω,b

1
2
ω‖ ‖

2
+ C 􏽘

n

i�1
ξi + ξ∗i( 􏼁

s.t.

yi − (ωx + b)≤ ε + ξi,

(ωx + b) − yi ≤ ε + ξ∗i ,

ξi, ξ∗i ≥ 0,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(17)

where y(x) � ωx + b is the prediction function; ω is the
coefcient; SVR creates a spacing band on both sides of the
linear function, and the maximum deviation ε between them
is tolerated, calculating the loss when the deviation is larger
than ε; C is a positive coefcient that afects the degree of
penalty loss when training errors occur; ξi and ξ∗i are slack
variables, and both ξi and ξ∗i are 0 for any sample xi, if it is
inside the isolation zone or on the edge of the isolation zone;
if it is inside the barrier above the upper edge, then ξi > 0 and
ξ∗i � 0; and if it is below the lower edge of the barrier, then
ξi � 0, ξ∗i > 0.

For nonlinear intervals, a kernel function is required to be
determined.Te vector inner product space is extended by the
kernel function, which allows a nonlinear regression problem
to be transformed into an almost linear regression problem.
Following the introduction of the Lagrange multipliers αi, α∗i ,
the SVR function model is expressed as follows:

y(x) � 􏽘
m

i�1
α∗i − αi( 􏼁k xi, xj􏼐 􏼑 + b, (18)

k(xi, xj) for the kernel function. In this paper, the
radial basis function (RBF) is used as the kernel function to
construct a nonlinear support vector regression
(SVR) model.

3.5. Te Proposed CEEMDAN-RES.-VMD-SOA-SVR Com-
bined Forecasting Model. Due to the crude oil price as an
input to the prediction model, which contains complex
information, signal decomposition before prediction can
better extract the features of the original signal to be passed
to the prediction model, and improve the prediction ac-
curacy. Te key decomposition difculty of discarding the
remaining valid information in the residual term in earlier
studies is efectively resolved by the CEEMDAN-RES.-
VMD-SOA-SVR model suggested in this paper. Figure 3
illustrates the specifc process of combining the CEEMDAN-
RES.-VMD-SOA-SVR models.

First, the crude oil price time series is broken down into
residual terms with varying frequencies and IMF subseries
using CEEMDAN. Te residual sequence is the part that
cannot be further decomposed by the CEEMDAN de-
composition technique, and the complicated information

present in the residuals following modal decomposition is
lost if the residual sequence is simply ignored. Second, since
the VMD decomposition technique is diferent from the
EMD recursive decomposition mode, the VMD de-
composition is an adaptive and completely nonrecursive
method for modal variational and signal processing, which is
able to reduce the nonsmoothness of the time series with
high complexity and nonlinearity and to obtain the subseries
that contain multiple diferent frequency scales and are
relatively smooth. Terefore, the VMD decomposition
technique was chosen to decompose the residual sequence
secondarily, yielding the VMF subsequence and another
residual sequence. Finally, in the prediction step, this paper
adopts the random forest technique to screen the external
factors, the PACF analysis of the original series to screen the
internal factors, and uses the seagull optimization algorithm
to select the best parameters of the support vector regression
prediction model. Figure 4 depicts the specifc fow of the
Seagull Optimization Support Vector Regression prediction
model parameters.

4. Feature Importance Analysis

4.1. Establishment of a Primary Indicator System. One of the
most signifcant sources of energy in the world is crude oil, and
variations in its price have an impact on the macroeconomic
development of various nations, infation rates, etc., as well as
the microeconomic consumption of the general public.
Consequently, it is vital to take into account many diferent
kinds of factors when making crude oil price predictions.

Tis paper adopts the literature analysis method to learn
and summarize the analysis and research on the infuence
factors of crude oil price in the previous literature and es-
tablishes the junior indicator system of the infuence factors
of crude oil price. A search of relevant literature from CNKI
based on the factors afecting crude oil prices yielded 56
papers in the initial search, and 16 core papers were obtained
by eliminating irrelevant papers. According to the frequency
of the infuencing factors, 12 of the valid literature were
analyzed in detail to establish a preliminary indicator system
for the four infuencing factors of crude oil prices, namely,
commodity attributes, economic factors, alternative energy
sources, and geopolitical factors. Te preliminary indicator
system is shown in Table 3.

4.1.1. Commodity Attributes. Firstly, crude oil is a fossil
energy product. It has distinct commodity properties due to
its substitutability, price volatility, and geographic location.
As a product, market supply and demand are important
factors afecting its price. OPEC’s production and the
OECD’s member nations’ consumption act as the primary
drivers of supply and demand when it comes to changes in
global oil prices.

4.1.2. Economic Factors. Furthermore, as a major strategic
crude oil reserve, crude oil inventories are closely related to
national energy security. Crude oil inventories are essential
for stabilizing crude oil supply and demand. Meanwhile,
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crude oil has evolved into a fnancial product, incorporating
more fnancial attributes. Te operation of the global
economy is one of the signifcant reasons for the rise, fall,
and fuctuation of crude oil prices, and it has steadily become
the variables that cannot be understated in impacting the
price of crude oil. Te major currency for trading crude oil
internationally is the U.S. dollar; hence, the U.S. dollar index
has a direct impact on crude oil prices. In addition, the global
EPU has an impact on the fnancial market as well as the
commodity market in numerous sectors of the worldwide
economy [32], and the direction of the global economy
inexorably infuences the price of crude oil.

4.1.3. Alternative Energy Sources. Under the situation of
global climate change, energy saving and emission reduction
are a global consensus, and alternative energy will be the

world’s mainstream. With the high price of crude oil, the
market demand for research and promotion of alternative
energy is even greater.

4.1.4. Geopolitical Factors. Finally, the trajectory and vola-
tility of the price of international crude oil are strongly
correlated with the political stability of the major oil-
producing and crude oil-exporting countries and regions as
well as the global political environment, as a key industrial
raw material and strategic material. Tree kinds of geo-
political considerations are distinguished based on the nation
in question. Te frst has to do with the Middle East and
OPEC countries. Tese areas are the site of signifcant geo-
political events, and these events largely impact global crude
oil prices by stifing the region’s supply of crude oil. Te
second is related to the U.S.-Russia confict. Currently, the

Stage2: Prediction

External Feature Screening

Internal Feature Screening

Stage 1.1 Data Decomposition

Stage 1.2 Feature Selection

CEEMDAN

IMF1

IMF2

……

IMFn

RES VMD
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VMFn

Stage1: Data Pre-processing

Data Decomposition Result

IMF1 IMF2 …… IMFn VMF1 VMF2 …… VMFn RES
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Value n

Superposition Of
Prediction Results

Predicted
Value of RES

Superposition Of
Prediction Results
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Set SVR algorithm parameters

Initialization

Seagull
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Output the optimal Solution

Whether it is a global optimal location

Calculate the fitness value and retain
the global optimal position

Seagull attack
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SOA-SVR SOA-SVR SOA-SVR SOA-SVR SOA-SVR SOA-SVR SOA-SVR

X1, X2, X3, X4,
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Figure 3: Te process of CEEMDN-RES.-VMD-SOA-SVR model constructed.
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U.S. and Russia are the world’s frst and third largest pro-
ducers of crude oil, and both play a key role in global crude oil
prices. Te third is geopolitical reasons associated with trade
friction between the US and China. Trade friction between the
US and China primarily infuences global economic growth
and crude oil demand, which in turn afects global crude oil
prices. In recent years, the outbreak of the Russo-Ukrainian
war and the escalation of the Israeli-Palestinian confict in
2023 have deeply afected crude oil prices.

In this paper, OPEC crude oil production and non-
OPEC crude oil production are selected to represent
crude oil consumption; OECD crude oil consumption is
selected to represent crude oil consumption demand; U.S.
crude oil inventories are selected to represent the level of
crude oil stocks; power coal ofshore spot price in the port of
Newcastle, Australia, and natural gas spot price in the Henry
Hub are selected to represent alternative energy sources; and
the geopolitical risk index is selected to represent

Set SVR algorithm parameters

Initialization

Seagull
migration

Output the optimal Solution

Whether it is a global optimal location

Calculate the fitness value and retain
the global optimal position

Seagull attack
No

Yes

Figure 4: SOA optimization SVR parameters fowchart.
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geopolitical factors. For the above variables, OPEC crude oil
production, non-OPEC crude oil production, OECD crude
oil consumption, U.S. crude oil inventories, Henry Hub
natural gas spot price data, and power coal ofshore spot
price data for the Port of Newcastle, Australia, are from the
U.S. Energy Information Administration (EIA) website. Te
data for the US dollar index is from the Wind database.
Global Economic Policy Uncertainty (EPU) Index source
https://www.policyuncertainty.com.Geopolitical Risk Index
Source https://www.matteoiacoviello.com/gpr.htm. All in-
dicators are based on monthly data with time intervals from
January 1997 to December 2022.

4.2. Input Feature Screening. Feature selection refers to the
elimination of unimportant and redundant features or the
selection of efective and interacting features from a large
number of candidate variables [33]. Te running time of the
algorithm will be signifcantly decreased, and the model’s
interpretability will be improved by only using the essential
characteristics among all the features when building the
model [34]. Te principle of Random Forest feature im-
portance assessment is to calculate the importance of sample
feature variables by tree modeling, to quantitatively describe
the degree of contribution of features to classifcation or
regression, and to compare the magnitude of contribution
between feature variables. Its benefts include the capacity to
capture intricate feature interactions, increased robustness
when processing high-dimensional data, and the fact that
random forests’ feature selection makes models simpler to
understand. At the same time, however, Random forest has
some drawbacks in selecting features. Random forest focuses
mainly on the importance of individual features and is
unable to explain the interactions between features. In this
study, the Random Forest algorithm was selected to screen
the raw feature variables for external infuences, and the
results are shown in Table 4. Figure 5 shows a visualization of
the random forest feature screening. Characteristics X1, X4,
X5, X6, X7, X8, and X9 Random Forest correlation co-
efcients greater than the 0.01 threshold are selected as
external infuences on the price of Brent crude oil in this
paper. Characteristics X1, X5, X6, X7, X8, and X9 Random
Forest correlation coefcients greater than the 0.01 threshold
are selected as external infuences onWTI crude oil prices in
this paper.

Furthermore, PACF is used to determine the internal
infuences on crude oil prices, as crude oil prices are subject
to economic and fnancial policy uncertainty as well as
changes in geopolitical regimes with historical price lags.Te
autocorrelation function is the foundation of the PACF
approach. It is an important statistic in time series analysis,
which can be used to measure the correlation between the
values of the same time series at diferent points in time, and
can also be used in non-linear time series to analyze the
biased correlation between the time series and its own lagged
data. Specifcally, for the crude oil price time series y(t)􏼈 􏼉,
the PACF value of y(t) with y(t − k) is the simple corre-
lation coefcient between y(t) and y(t − k) after removing
the indirect efects of y(t − 1), y(t − 2), · · ·, y(t − k). From

the results of the crude oil price PACF in Figure 6, the Brent
crude oil price PACF is second-order truncated, indicating
that the autocorrelation between the crude oil price and the
lag of two months is strong, and the crude oil price with
a one-month lag and a two-month lag of the Brent crude oil
price is chosen as the internal infuences. Te WTI crude oil
price PACF results are signifcant in the frst, second, and
seventh orders, and the crude oil prices with a one-month
lag, two-month lag, and seven-month lag are chosen as the
internal infuences.

4.3. Feature Screening Comparison Experiment. A compar-
ison was made with the initial feature variable prediction
trials to confrm the efcacy of the fltered features. Tables 5
and 6 display the prediction performance results both before
and after feature screening. Te results of the feature
comparison test demonstrate the efectiveness of the feature
screening process. Dollar index (X5) and coal price (X9) get
the greatest scores. Te value of the coal price (X9) is
considered to refect the fact that there is a strong correlation
between the volatility of crude oil prices and the substitution
efect of fossil fuels; a fall in the price of coal would increase
demand for coal, which in turn will impact the price of crude
oil. Secondly, the score of the dollar index (X5) suggests that
the changes in the value of the dollar have an equally sig-
nifcant impact on the price of crude oil. Te price of crude
oil increases in importing nations using their currencies
when the dollar appreciates, and the demand for crude oil
decreases.

5. Experimental Results and Discussion

Based on the criteria of representativeness and diversity, we
used thirteen alternative models, including seven single
models, VAR, BPNN, RF, ARIMA, ELM, XGBoost, SVR,
and fve combination models, SOA-SVR, VMD-RES.-SOA-
SVR, VMD-CEEMDAN-SOA-SVR, CEEMDAN-SOA-SVR
and CEEMDAN-RES.-SOA-SVR to illustrate the prediction
performance of the combined prediction models proposed
in this study. Table 7, Figures 7 and 8 displays the evaluation
metrics fndings for Brent and WTI crude oil, while Figure 9
illustrate the thirteen model’s predictive power. Te results
show that the CEEMDAN-RES.-VMD-SOA-SVR combined
prediction model developed in this paper outperforms the
other models in all the evaluation indexes.

5.1. Forecasting Result. Te models utilized in this research,
Model 1 through 8, are prediction models that do not
consider a decomposition technique. Model 9 utilizes the
VMD technique to decompose the original price time series
then performs SOA-SVR forecasts for each modal compo-
nent of the decomposition separately, and then accumulates
the forecasts for each sub-series. Te specifc steps of Model
10 are: frstly, the original price time series are decomposed
by using the VMD technique, then decompose the
decomposed modal components again using CEEMDAN
technology, and fnally forecast the modal components of
the secondary decomposition using the SOA-SVR model,
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and the predictions of the components are summed up to
arrive at the fnal prediction results. Model 11 utilizes the
CEEMDAN technique to decompose the original price time
series then performs SOA-SVR forecasts for each modal
component of the decomposition without the residual term,
respectively, and then accumulates the forecasts of each sub-
series. Model 12 difers from Model 11 in that the pre-
dictions of all modal components including the residual
term produced by a frst decomposition are summed up to
form the fnal prediction.

In this paper, a combined forecasting model named
CEEMDAN -RES.- VMD -SOA-SVR is developed. First, the
original price time series are decomposed using the
CEEMDAN decomposition technique to obtain each simple
modal component. Second, the residual terms of the
CEEMDAN decomposition are decomposed using the VMD
variational decomposition technique. Finally, the overall
prediction results of the VMFn modal components of RES

from the secondary decomposition of the VMD de-
composition technique are added to the prediction results of
the IMFn− 1 modal components of the CEEMDAN
decomposition to obtain the fnal prediction results. Table 8
shows the main terms covered in this paper. Table 9
demonstrates the characteristics of the diferent models. Te
advantage of the combined model presented in this paper is
illustrated in Figure 9.

Te following conclusions can be made by con-
trasting each model experiment’s outcomes for the Brent
and WTI datasets. When compared to Models 2–6,
Model 7 performs better overall based on the benchmark
predictive model evaluation result. Model 1’s prediction
efect on the dataset for Brent crude oil is superior to that
of model 7, but it is inferior to that of model 7 on the
dataset for WTI crude oil, suggesting that model 1’s
generalization is inadequate. Model 8 outperforms
Model 7 after additional parameter adjustment of Model
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Figure 6: Te PACF results of crude oil price data.

Table 5: Results of feature screening experiments (Brent).

Variables MAE MSE R2 MAPE
Original feature variables 0.258547543 0.067252309 0.999808462 0.426413042
Feature variables for screened 0.253209173 0.065713872 0.999812843 0.416608602

Table 6: Results of feature screening experiments (WTI).

Variables MAE MSE R2 MAPE
Original feature variables 0.126115703 0.017915159 0.999948721 0.227421878
Feature variables for screened 0.105476793 0.014019929 0.99995987 0.19782242

Table 4: Random forest feature importance values.

Indicator ranking Variable Correlation factor-Brent Variable Correlation factor-WTI
1 X8 0.779 X8 0.739
2 X5 0.118 X5 0.154
3 X7 0.026 X7 0.039
4 X1 0.025 X1 0.017
5 X6 0.015 X9 0.016
6 X9 0.011 X6 0.013
7 X4 0.01 X3 0.008
8 X2 0.009 X2 0.007
9 X3 0.007 X4 0.007
Bold values represent factors with random forest correlation coefcients greater than 0.01, which are treated as external infuences on crude oil prices.
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Table 7: Comparison of forecasting performance of diferent models.

Prediction horizon Model
Error indicator

MAE MSE R2 MAPE

Brent

Model 1 0.75640808 7.235322874 0.979393405 1.499175621
Model 2 3.084721757 15.02700232 0.957202277 4.834750621
Model 3 2.552414749 11.26246556 0.967923883 4.14440152
Model 4 4.327111644 32.68631888 0.906907579 6.858666476
Model 5 7.540650463 54.22654482 0.674676565 5.111353319
Model 6 3.048104627 16.97328049 0.951659171 4.119864135
Model 7 2.176896112 7.885804418 0.977540799 3.496302775
Model 8 0.935671962 0.875608146 0.997506377 1.541913286
Model 9 0.923817867 0.853850097 0.997568188 1.522745834
Model 10 0.277028123 0.109454043 0.999688269 0.457206033
Model 11 0.266495464 0.071089735 0.999797533 0.439362401
Model 12 0.266489663 0.071086592 0.999797542 0.439354093
Model 13 0.253209173 0.065713872 0.999812843 0.416608602

WTI

Model 1 1.727588906 23.19526068 0.933607765 3.549475148
Model 2 2.751387662 14.0782922 0.959703437 4.888496881
Model 3 2.607948718 15.06218041 0.956887235 4.723907996
Model 4 4.602267573 36.04344152 0.896832172 8.305570286
Model 5 6.065383929 41.74257749 0.794649857 4.10834166
Model 6 3.094695824 20.77134049 0.940545797 5.078767711
Model 7 1.857406191 5.993485395 0.982844733 3.407799122
Model 8 1.08142759 1.453631162 0.995814806 1.961160398
Model 9 0.990683307 1.003060623 0.997128921 1.791215044
Model 10 0.358825088 0.134193663 0.999615895 0.647166427
Model 11 0.112444806 0.012667775 0.999963741 0.203303061
Model 12 0.112436505 0.012665842 0.999963746 0.20328829
Model 13 0.105476793 0.012019929 0.999964732 0.19782242

Bold values indicate that model 13 is the best experimental result among the 13 compared models.
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Figure 7: Performance of evaluation indicators for Brent crude oil prices under ten models.
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7. Tis is due to the optimization of the SVR algorithm
parameters using the seagull optimization algorithm,
which automates the traversal of the SVR parameter
selection. Te optimized SVR model has improved
convergence speed, better performance when dealing
with high-dimensional data, reduced the occurrence of
overftting phenomenon, and made the SVR algorithm
more stable and reliable when dealing with complex
problems. Compared to a single model, Model 9 and
Model 11 demonstrate that the inclusion of de-
composition breaks down the original time series into
several simple components, which helps to deal with the
complexity and non-stationarity of the time series and
improves the accuracy of the forecasting model. Fur-
thermore, the prediction performance of Model 10 with
the addition of a secondary decomposition beats the
prediction performance of Model 9 with a primary de-
composition. However, its prediction performance is still
inferior to the primary decomposition of Model 11. Tis
indicates that the CEEMDAN decomposition technique
is more efective than the VMD decomposition technique
for nonlinear and nonsmooth signal decomposition, and
is more capable of restoring the accuracy of the original
signal and preserving the energy decomposition of the
signal, making the decomposition results more accurate
and stable. Specifcally, the advantage of the CEEMDAN

technique in signal decomposition is that the weighting
process of the noise is introduced before the de-
composition, which can make CEEMDAN more robust
in processing signals with higher noise levels. Mean-
while, CEEMDAN can better remove the noise part of the
signal and decompose the residuals many times, to better
capture the details and local features in the signal, which
makes CEEMDAN well adapted to dealing with complex
non-linear and non-smooth signals.

Comparing the prediction performance of Model 11 and
Model 12, it can be found that Model 12 predicts better than
Model 11 after adding the residual term. Tis indicates that
the decomposed residual term contains the same complex
information as the original time series, and the prediction by
adding the residual term can improve the accuracy of the
prediction results.

In comparison to previous models, the proposed com-
bined model 13 has the best MAE, MSE, R2, and MAPE
values. It not only outperforms Model 12 but also predicts
better results than Model 10 with quadratic decomposition.
Te results illustrate that Model 10 uses a quadratic
decomposition-integration strategy, which improves the
prediction accuracy. And the quadratic decomposition and
prediction of the residual terms of the original time series
can help to improve the model performance and enhance the
model interpretability.
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Figure 8: Performance of evaluation indicators for WTI crude oil prices under ten models.
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Overall, as can be shown from the results of forecasting
crude oil prices in two separate benchmark crude oil
markets, the combined CEEMDAN -RES.-VMD -SOA-SVR
forecasting model described in this study has the most
satisfactory forecasting performance.

5.2. Analysis of Diebold–Mariano Test Results. Tis section
employs the Diebold–Mariano test approach to examine the
prediction performance between the comparison model and
the CEEMDAN -RES.- VMD -SOA-SVR combination
model suggested in this work from the standpoint of

statistical error. Table 10 presents the results of the Diebold-
Mariano test P-value for the CEEMDAN -RES.- VMD
-SOA-SVR model in comparison to the other models dis-
cussed in this research for the two datasets, where the loss
functions areMSE andMAPE, respectively. In the case of the
Diebold–Mariano test, there is a signifcant diference in the
predictive capacity of the two tested comparative models
when the P value is less than 0.05, meaning that the original
hypothesis is rejected at the 5% confdence level. Te Die-
bold–Mariano test fndings between the CEEMDAN -RES.-
VMD -SOA-SVR model and each of the comparator models
are analyzed as follows.
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Figure 9: Impact of diferent model predictions.
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Te P value of the Diebold–Mariano test for the
CEEMDAN -RES.- VMD -SOA-SVR model under MSE and
MAPE loss functions in comparison to the other models is
less than 0.05 in both the Brent and WTI datasets. It is thus
demonstrated that the CEEMDAN -RES.- VMD -SOA-SVR
model presented in this research greatly outperforms the
comparison models in the vast majority of situations with
statistical signifcance in both the Brent and WTI datasets.

5.3. Comparison with Related Models. To enhance the
demonstration of the combined model’s accuracy in pre-
dicting crude oil prices in this work, a comparative exper-
iment was carried out using methods suggested in the
literature [35, 36]. way to carry out the comparative study. A
proposed PHM model in the literature [35] comprises
a linear autoregressive neural network (NAR), an autore-
gressive integral moving average model (ARIMA), and an

Table 8: Main terms covered in this paper.

Terminology Specifc meaning
CEEMDAN Complete ensemble empirical mode decomposition with adaptive noise
VMD Variable mode decomposition
VAR Vector autoregressive model
BPNN Back-propagation neural network
RF Random forest
ARIMA Autoregressive integrated moving average model
ELM Extreme learning machine
XGBoost Extreme gradient boosting
SOA Seagull optimization algorithm
SVR Support vector regression
MAE Mean absolute error
MSE Mean square error
MAPE Mean absolute percentage error

Table 9: Characteristics of diferent models.

Decomposition technique Two-layer
decomposition technique

VAR (model 1)
BPNN (model 2)
RF (model 3)
ARIMA (model 4)
ELM (model 5)
XGBoost (model 6)
SVR (model 7)
SOA-SVR (model 8)
VMD-SOA-SVR (model 9) √
VMD-CEEMDAN-SOA-SVR (model 10) √ √
CEEMDAN-SOA-SVR (model 11) √
CEEMDAN- RES.-SOA-SVR (model 12) √
CEEMDAN -RES.- VMD -SOA-SVR (model 13) √ √
Ps: model 12 and model 13 are decompositions that include the residual term after the frst decomposition.

Table 10: Summary of DM test results.

Model
Brent crude oil dataset WTI crude oil dataset

MSE MAPE MSE MAPE
Model 1 1.0261e − 06 9.1364e − 04 1.9866e − 10 3.0922e − 09
Model 2 2.9071e − 09 7.5103e − 13 1.6597e − 07 2.9054e − 10
Model 3 5.9466e − 05 3.1781e − 11 3.8538e − 08 1.3185e − 10
Model 4 2.5103e − 10 4.8014e − 15 4.3583e − 08 1.3803e − 12
Model 5 4.9128e − 08 6.1358e − 11 2.8343e − 08 3.7800e − 10
Model 6 7.0954e − 07 1.4833e − 11 6.6489e − 04 2.1575e − 08
Model 7 3.1893e − 05 4.4891e − 05 1.4838e − 04 8.5191e − 05
Model 8 2.5304e − 04 4.4998e − 04 1.4401e − 03 2.9092e − 03
Model 9 0.0001 9.6604e − 03 0.0007 1.9009e − 03
Model 10 0.0090 0.0061 0.0073 0.0044
Model 11 0.0291 0.0184 0.0277 0.0150
Model 12 0.0493 0.0436 0.0376 0.0374
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exponential smoothing model (ESM). Te data range is the
monthly change in OPEC crude oil prices over the period
January 2003 to August 2016, giving a total of 165 obser-
vations. Te frst 132 data are the training set and the last 32
data are the test set. Literature [36] used a combination of
conventional economic data and GSVI data to suggest
a hybrid K-means +KPCA+KELM approach based on the
divide and conquer doctrine. Te scope of the dataset is the
monthly changes in WTI crude oil prices during the period
from January 2004 to December 2018, where the data from
January 2004 to December 2017 is the training set and the
data from January 2018 to December 2018 is the test set. Te
combined model suggested in this work has the best pre-
diction performance in MAE, RMSE, and MAPE, according
to the experimental data, which are displayed in Table 11.
Tis suggests that the model has excellent generalization
ability and robustness in addition to improved prediction
performance.

6. Conclusions

Following the decomposition-integration idea, this paper
combines the scheme of the secondary decomposition
technique with artifcial intelligence predictive modeling.
Te following conclusions are drawn:

(1) Te proposed CEEMDAN -RES.- VMD -SOA-SVR
combined model is compared with the benchmark
models VMD-SOA-SVR, VMD-RES.-SOA-SVR,
VMD-CEEMDAN-SOA-SVR, CEEMDAN-SOA-
SVR, CEEMDAN- RES.-SOA-SVR, and so on. In
comparison, the CEEMDAN -RES.-VMD
-SOA-SVR combined model has better predictive
and robust predictive performance using MAE,
MSE, R2, and MAPE statistical methods to test the
predictive performance of the model.

(2) Crude oil prices are afected by many complex
factors, to avoid the impact of low correlation in-
dicators on the model prediction efect, based on the
establishment of the primary indicator system, the
use of Random Forest Correlation Analysis and
PACF to establish the characteristics of the variables
of Brent crude oil prices and WTI crude oil prices.
Te infuencing factor variables presented in this
paper can be used to inform future crude oil price
forecasting studies.

Te shortcomings of this study are frstly, the lack of
generalized rules for selecting VMD parameters and sec-
ondly, the single choice of methods for screening the
characteristic variables. What’s more, although the com-
bined model this study suggests performs better in terms of

prediction, its complexity and the multitude of parameter
options cause it to take longer to run. To enhance the overall
forecast, future considerations will be given to streamlining
the model run procedures and refning the VMD algorithm’s
parameters.
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