
Research Article
Early Recognition of Skin Malignancy in Images Based on
Convolutional Networks by Using Dynamic System Model

V. Ramesh ,1 Abdulsattar Abdullah Hamad ,2 Mohanad Fadhil Jwaid,3 M. Sathyabama,4

Mustafa Mahdi Abdulridha,5 Noor Mohammed Kadhim,6 and Assaye Belay 7

1PG & Research Dept. of Mathematics, Kandaswami Kandar’s College, Velur, Namakkal, Tamil Nadu, India
2School of Mathematics Madurai Kamaraj University, India
3Al-Imam University College, Iraq
4.Government Arts and Science College, Idappadi, 637101 Salem District, Tamil Nadu, India
5School of Economics, Madurai Kamaraj University, India
6School of Education, Madurai Kamaraj University, India
7Department of Statistics, Mizan-Tepi University, Ethiopia

Correspondence should be addressed to Assaye Belay; assaye@mtu.edu.et

Received 17 January 2022; Accepted 7 February 2022; Published 17 February 2022

Academic Editor: Palanivel Velmurugan

Copyright © 2022 V. Ramesh et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Because of the high mortality rate, increased medical costs, and ongoing global growth in the incidence of this malignancy, early
detection has become a top priority. Early detection and treatment of melanoma are critically important; the likelihood of a
positive outcome rises dramatically. To address this issue, academic researchers plan to develop a prototype image analysis
system based on deep learning to determine whether a lesion is malignant or benign based on dermatoscopy image databases.
Pretrained convolutional networks with simple architectures were employed in this study to grasp their design better and to
train the given dataset more quickly. Using convolutional neural networks as the basis, this research seeks to develop a deep
learning system capable of classifying images. To train our model with the pretrained AlexNet, VGG, and ResNet networks, we
will use the learning transfer methodology (or transfer learning), whose architecture we will outline so that it may subsequently
be adjusted to our data. In this research work, fairly basic pretrained convolutional networks have been used to understand
their architecture and efficiently train the given dataset. However, other networks have much more complex structures or even
the same networks used, but with many more layers. For possible future work, it is proposed to use, for example, ResNet-152,
Vgg-19, or other different networks such as DenseNet or Inception.

1. Introduction

Today, deep learning is on the rise, to the point of being able to
apply it to any imaginable field, even reaching the field of med-
icine, for example, for computer-aided diagnosis, to make pre-
dictions from sets of data, to process medical images, or to
distinguish between malignant and benign tumors [1]. The
motivation of this work is precisely this type of application
since it allows to improve the diagnoses and, thus, facilitate
the work of the experts. Specifically, this work will focus on
the early detection of different types of skin cancer, which is
among the most common types of cancer today, being pro-
duced by developing cancer cells in any skin layer [2].

Deep learning defines a set of artificial intelligence (AI)
techniques that consists of a machine learning technique
that teaches computers to do what comes naturally to peo-
ple: learn through examples. Deep learning models are
trained using a comprehensive set of labeled data and neural
network architectures or neural networks (NN) formed by
different layers, obtaining results with a precision that even
surpasses human performance [1]. These layers are orga-
nized in a hierarchy of increasing complexity and abstrac-
tion. The initial level of the network learns simple
concepts; the next level takes this simple information, com-
bines it, composes more complex information slightly, and
uses it. It goes to the third level and so on. Neural networks

Hindawi
Journal of Nanomaterials
Volume 2022, Article ID 1754658, 8 pages
https://doi.org/10.1155/2022/1754658

https://orcid.org/0000-0002-1243-6958
https://orcid.org/0000-0003-0497-5115
https://orcid.org/0000-0003-0623-8039
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1754658


are based on biological nervous systems and, therefore, are
units called neurons or nodes connected [3]. Neurons
receive signals (inputs) from other neurons, and depending
on the signals received, a neuron, in turn, sends an alert to
other neurons. We will delve into convolutional neural net-
works or Convolutional Neural Networks (CNN), a type of
deep neural network [4].

In many cases, detecting the different classes of skin can-
cer is susceptible to early detection through visual inspection
by experts. Therefore, the challenge of this work will be to
develop an automatic tool for the classification of cancer-
type skin-based imaging. This classifier will be tested with
different images of skin cancer. It will have been previously
trained, and its operation will be verified using different
parameters and neural networks for training [5]. In 2021, a
group of researchers was required to perform skin cancer
detection through deep learning [5, 6]; since working with
a large number of images makes use of convolutional neural
networks using the inceptionV3 architecture, an architecture
that Google proposed, the neural network is trained and a
small dataset is used with its labels to be able to evaluate
the effectiveness of the neural network, obtaining 86.90%
accuracy as results, 87.47% precision, 86.14% sensitivity,
and 86.90% specificity. The precision generated by this work
is obtained thanks to the use of already used, proven, and
efficient architectures, which produce more significant use
of computational resources to achieve greater precision,
unlike the architecture created in this work. Noortaz
(2020) seeks to develop and propose a method for recogniz-
ing lesions in the skin and thus identifying malignant lesions
in nondermatoscopic images. For the technique, convolu-
tional neural networks and autocoders were used to classify.
In his experiments, they could replicate results obtained with
conventional procedures, reaching 90% specificity and 61%
sensitivity. The objective of this work consists of the study
and development of different deep learning techniques to
develop a solution capable of solving the problem. The ulti-
mate goal will be to implement a solution capable of classi-
fying as accurately as possible the images provided by the
competition in the seven different types of skin cancer.

2. Methodology

2.1. Transfer Learning. Transfer learning is a deep learning
technique that allows us to take advantage of an existing
convolutional neural network that has already been trained
for a task similar to the one we will tackle. It is modified to
train with our data. So instead of having to train a network
from scratch, the job will be simplified to initializing the net-
work with a pretrained or fine-tuning the last layer of the
pretrained network to suit our problem. This technique is
beneficial when we do not have enough data to train a new
domain with a neural network from scratch (as in this case)
and there is an extensive pre-existing dataset that can be
transferred to the problem. Two main transfer learning sce-
narios can be found [7]:

2.1.1. CNN Fine-Tuning. Instead of random initialization,
the network is initialized with a pretrained network. The rest

of the training is done standardly (Figure 1). CNN as a fixed
characteristic extractor: in this case, the weights of the entire
network are frozen, except for the fully connected final layer.
A new one replaces this with random weights. and only this
layer is trained (Figure 1).

2.1.2. Pytorch. It is designed to be integrated into Python to
use all its libraries and packages. On the other hand, it has
support to run on the GPU, internally using CUDA, an
API that connects the CPU with the GPU, which accelerates
traditionally prolonged processes, such as model training.
This programming language has been chosen to develop
the image classification work due to all its functionalities
and advantages discussed above.

2.2. Base Algorithm and Development. The algorithm imple-
mented with Pytorch is based on transfer learning tech-
niques for data training. First, the necessary libraries are
imported (import torch, torchvision, NumPy, etc.). Parame-
ters and hyperparameters are declared, such as the number
of epochs, the size of the minibatch, and the folder in which
the data is located. Subsequently, the dataset available to
train the model is loaded. In this case, we have 10,000
images, divided into a training set and a validation set. Once
the data is loaded, transformations are applied, resizing it to
the size required by the neural network to be used. Data aug-
mentation transformations will also be applied to the train-
ing set to study its effect on the classification results. It is
then configured to use the GPU if it is available. Otherwise,
CPU will be used. A pretrained neural network is loaded,
trained by applying one of the two transfer learning tech-
niques. The training of the model will be defined in a loop
that trains period by period, calculating the loss and the
accuracy in each of them, both for the train set and for the
validation set, as well as the duration of the training, which
will be saved for later use. Once the training results have
been obtained, those interested in studying will be graphi-
cally represented.

2.3. Networks Used

2.3.1. AlexNet [8]. The initial layer is the one that receives
the input images, which are normalized so that their dimen-
sion is 227 × 227 × 3, corresponding to the height H
(height), width W (width), and depth D (depth) or channels
that represent the RGB values (red, green, and blue). The
goal of the five convolutional layers is feature extraction.
The first two include a 3 × 3 pooling stage with overlap, to
reduce the dimensions of the network outlet to increase
the depth of the next convolution layer. More complex char-
acteristics can be achieved with this, although part of the
spatial information is eliminated.

2.3.2. VGG [9]. This network is characterized by its simplic-
ity since it uses only 3 × 3 convolutional layers stacked one
on top of the other in greater depth. Volume size reduction
is achieved through max pooling. Then, two fully connected
layers, each with 4096 neurons, were followed by a softmax
classifier. VGG-16 means that 16 layers of weights are used
in the network. In terms of architecture, the input to the first
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layer should be a 224 × 224 × 3 RGB still image. The image is
passed through a series of convolutional layers where the fil-
ters used are 3 × 3 in size. In one of the configurations, a 1
× 1 filter is used, which can be seen as a linear transforma-
tion of the input channels. All these convolutional layers
include pooling at the end, so that the dimensions of the out-
put of each one are reduced. All hidden layers have the
ReLU activation function. It comprises three fully connected
layers, the first two with 4096 neurons and the third with
1000, equivalent to the classes for which it was pretrained.
Finally, the softmax layer is in charge of classifying the dif-
ferent classes according to the established probabilities.

2.3.3. ResNet [10]. Regarding its architecture, the input
image to the first layer must be 224 × 224 × 3 RGB, which
will be introduced in the first convolutional layer of the net-
work (Conv-1). Next, we find four convolutional layers
(Conv-2, Conv-3, Conv-4, and Conv-5) obtained from the
residual blocks, which we can see in more detail [11–14].
Subsequently, an average pooling layer is found to reduce
the output of the previous layer. Finally, a fully connected
layer (FC-6) is introduced for the total number of classes
to learn (in this case it is adapted to 1000). A softmax activa-
tion function will be applied to generate the final output
probabilities and decide your ranking.

3. Results and Discussion

3.1. Assessment Framework

3.1.1. Dataset. The dataset used has been the one provided
by the human against machine with 10000 training image

[15–19] datasets that have 10,000 images of spots corre-
sponding to skin cancer, as well as a CSV file that includes
the ground truth corresponding to each image according to
the type of skin cancer (Figure 2). All images are in jpg for-
mat, with a size of 600 × 450 (width × height) pixels, which
will be adjusted to serve as input to each network used. On
the other hand, having a single set of 10,000 images labeled
with the corresponding classes to classify will be divided into
two parts: train set and validation set (val). This division has
been carried out by selecting the percentage corresponding
to each required set; in this case, divisions have been made
for the following sets:

(i) 80% train and 20% validation

(ii) 70% train and 30% validation

(iii) 55% train and 45% validation

In such a way, the results obtained from different combi-
nations of the train and validation sets can be studied, which
will allow us to correctly establish our classification model
and adjust the hyperparameters (Table 1).

3.1.2. Metrics. To evaluate the algorithms, both the precision
(accuracy) and the loss function (loss) will be taken into
account. Precision or accuracy is a metric to evaluate classi-
fication models and measures the ratio of well-classified
samples to total data. It gives an idea about the system’s
overall performance to be evaluated. It will take values
between 0 and 1, with 1 being 100% correct, so the objective
will be to maximize it as much as possible. The loss function
takes the input pair (output and destination) and calculates a
value that estimates how far the output is from the target.
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Figure 1: Examples of transfer learning in CNNs. (a) Fine-tuning
of CNN using a pretrained model. (b) All pretrained network
weights are frozen, and the last one is restarted and trained.

Va
sc

ul
ar

in
ju

ry
D

er
m

at
o

fib
ro

m
a

Be
ni

gn
ke

ra
to

sis
Ac

tin
ic

ke
ra

to
sis

Ba
so

ce
lu

la
r

Ca
rc

in
om

a
N

ew
 m

el
-

an
oc

yt
ic

M
el

an
om

a
Figure 2: Examples of images from the dataset of each of the 7
types of skin cancer to be classified in the problem.
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There are different loss functions, for example, the mean
square error (MSE). It serves as a measure of the error made;
therefore, the objective will be to minimize its value. For this,
optimization algorithms are used, such as gradient descent.

The algorithm used in this case is the stochastic gradient
descent (SGD), which consists of an iterative method to
optimize an objective function. It is called stochastic because
it uses randomly selected (or mixed) samples to evaluate gra-
dients. This is how the weights (weight) of the network are
updated.

3.2. Hyperparameter Tuning. A study and evaluation of the
times, the minibatch size, and the learning rate will be car-
ried out so that fixed values considered optimal for subse-
quent training with different networks and datasets are
established. All the tests for the adjustment of hyperpara-
meters will be carried out on the pretrained AlexNet
network.

To establish the number of epochs, since there is no cor-
rect answer to which is the correct one and it will be different
for each dataset, a study of the dataset will have to be carried
out concerning our model so that the appropriate epochs are
obtained for ensuring network convergence.

Different tests have been carried out to determine a fixed
number of times to be used in the different pieces of training,
and it has been found that after 15 or 20 times, both the
accuracy and the loss converge. In Figure 3, we can see an
example of execution in which it is seen that from 15 to 20
epochs, the result is a continuous line. In Table 2, it can also
be seen that the accuracy from 15 epochs does not undergo
any variation, as does the loss, which from 20 epochs
remains constant.

Observing Table 3, we see that the best result has been
given in experiment 14, with a value of 0.6960 (bold), and
the second-best has been in experiment 8, with a value of
0.6955 (italic), and third place experiment 20 with a value
of 0.6855 (bold-italic).

Therefore, we can conclude that the learning rate that
gives the best result is 0.001 since it has been used for these
three configurations.

On the other hand, we can see from the Table 4 that, in
general, better results are obtained for training applied to the
last layer. This may be because when training on a network
with all the pretrained layers, the weights they previously
had may not be adjusting correctly to our data so that the
training is not as practical as training from zero last layer.
Regarding the size of the minibatch, we will stick with the
64 one since it is one of the ones that obtain the best results.

3.3. Results on Pretrained Networks. Once the minibatch (64)
and learning rate (0.001) parameters have been set, as well as
the transfer learning technique that consists of freezing the
weights of all the layers and training only the last one, we
proceed to do the experiments on the different pretrained
networks (AlexNet, VGG, and ResNet) and to apply data
augmentation. As the last layer of the architecture of these
three networks is fully connected, this will be the one that
is trained by freezing the rest. In addition, the outputs have
been adapted to classify in 7 different classes instead of
1000, which is what they were initially trained for. The deci-
sion has been made to use the data augmentation transfor-
mations that consist of horizontal flip (horizontal flip),
vertical flip (vertical flip) ,and the application of brightness,
contrast, and saturation (jitter) since these were the ones

Table 1: Distribution of the number of images in the dataset in each of the 7 different classes.

Melanoma New melanocytic Basocelular carcinoma Actinic keratosis Benign keratosis Dermatofibroma Vascular injury
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Figure 3: Graphical result in 50 epochs for a training using AlexNet.
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that most highlighted in the study done previously on the
results of the competition.

The following experiments are carried out over 20
epochs since it was previously verified that from this point
on they had already converged.

3.3.1. Results on AlexNet. Once different experiments have
been carried out using AlexNet as the base network, we can
see in Table 5 that, using the same data augmentation transfor-

mations, in all cases, there are improvements in the precision
(accuracy) of the validation data by increasing the proportion
of validation data concerning training data. Furthermore, when
applying the vertical and horizontal flip transformations, we
also see some improvement over the experiments in which no
data augmentation has been added. However, using color jitter,
which adds changes to the images’ brightness, contrast, and sat-
uration, gives quite similar results, and even worse, compared
to the first tests in which no transformation had been added.

Table 3: Table of experiments for different transfer learning configurations, minibatch sizes, and division of the dataset. The three best
results have been highlighted in bold, italic, and bold-italic successively.

Experiment Trained layers (AlexNet) Minibatch Learning rate
Better accuracy

Train Val

1

All pretrained

16 1.00E-02 7.48E-01 6.69E-01

2 16 1.00E-03 7.73E-01 6.78E-01

3 16 1.00E-04 7.69E-01 6.86E-01

4 32 1.00E-02 7.60E-01 6.64E-01

5 32 1.00E-03 7.79E-01 6.85E-01

6 32 1.00E-04 7.63E-01 6.85E-01

7 64 1.00E-02 7.65E-01 6.80E-01

8 64 1.00E-03 7.76E-01 6.96E-01

9 64 1.00E-04 7.53E-01 6.68E-01

10 128 1.00E-02 7.76E-01 6.83E-01

11 128 1.00E-03 7.72E-01 6.82E-01

12 128 1.00E-04 7.40E-01 6.53E-01

13

Last (FC-8)

16 1.00E-02 7.46E-01 6.49E-01

14 16 1.00E-03 7.76E-01 6.96E-01

15 16 1.00E-04 7.69E-01 6.84E-01

16 32 1.00E-02 7.51E-01 6.64E-01

17 32 1.00E-03 7.81E-01 6.85E-01

18 32 1.00E-04 7.63E-01 6.77E-01

19 64 1.00E-02 7.64E-01 6.66E-01

20 64 1.00E-03 7.79E-01 6.86E-01

21 64 1.00E-04 7.53E-01 6.61E-01

22 128 1.00E-02 7.73E-01 6.85E-01

23 128 1.00E-03 7.72E-01 6.85E-01

24 128 1.00E-04 7.42E-01 6.54E-01

Table 4: Values are chosen to perform the tests to adjust the hyperparameters. Those that have finally been selected are highlighted in bold.

Adjusting hyperparameters

Mini batch size 16, 32, 64, and 128

Learning rate 0.01, 0.001, and 0.0001

Epochs 30

Transfer learning technique Full pretrained model, the last layer retrained

Table 2: Result obtained for accuracy and loss for the validation set at different times.

Epoch 0 5 10 15 20 25 30 35 40 45 49

Accuracy 0.6550 0.6631 0.6923 0.6898 0.6898 0.6898 0.6898 0.6898 0.6898 0.6898 0.6898

Loss 0.9711 0.9310 0.8541 0.8508 0.8505 0.8505 0.8505 0.8505 0.8505 0.8505 0.8505
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Therefore, we can conclude that the best results using the
AlexNet network are given for a division of the dataset in
55% training and 45% validation, and without applying data
augmentation transformations, or only horizontal and verti-
cal flips.

3.3.2. Results on VGG. Observing Table 6 of the tests carried
out with the VGG-16 neural network, we reach similar
conclusions as with the AlexNet network regarding the
proportions of the dataset, since the improvement of the
validation accuracy results is noted when using 55% train-
ing and 45% validation, compared to the other two pro-
portions that have been experimented with. Regarding
data augmentation transformations, a slight increase in
precision can be seen when using horizontal and vertical
flips compared to tests in which no transformation is per-
formed; however, in this case, it also worsens the result
when applying color jitter.

3.3.3. Results on ResNet. Finally, 12 other experiments have
been done on the ResNet-18 pretrained network. The best
accuracies are given for 55% training data and 45% valida-
tion sets. The best result occurs for the experiment in which
horizontal and vertical flip transformations are applied; the
Cal is not too far from the second-best result. Only horizon-
tal flip is applied as data augmentation. Therefore, we can
conclude that in the case of ResNet-18, applying flip trans-
formations does produce an improvement in the results.
On the other hand, when using the jitter color, we get worse
results in the precision of the validation data.

Comparing the results obtained in the experiments carried
out on the different pretrained networks chosen (AlexNet,
VGG-16, and ResNet-18), we can conclude several things:

(i) The model works best for the 55% train and 45%
validation ratio. This may be because overfitting is
taking place, that is, the training data is being

Table 5: Table of experiments carried out with AlexNet, applying data augmentation and different subdivisions of the dataset. Best results
are highlighted in bold, italic, and bold-italic, respectively.

Exp. Basic network
Data augmentation Proportion Better accuracy

Flip H Flip V Jitter Train (%)/val (%) Train Val

1

AlexNet

No

No

No

80/20 7.73E-01 6.76E-01

2 70/30 7.78E-01 7.02E-01

3 55/45 7.74E-01 7.41E-01

4

Yes

80/20 7.76E-01 6.85E-01

5 70/30 7.74E-01 7.02E-01

6 55/45 7.74E-01 7.40E-01

7

Yes

80/20 7.72E-01 6.82E-01

8 70/30 7.74E-01 7.13E-01

9 55/45 7.72E-01 7.36E-01

10

Yes

80/20 7.45E-01 6.73E-01

11 70/30 7.44E-01 7.11E-01

12 55/45 7.44E-01 7.31E-01

Table 6: Table of experiments performed with VGG-16, applying data augmentation and different subdivisions of the dataset. Best results
are highlighted in bold.

Experiment Basic network
Data augmentation Proportion Best accuracy

Flip H Flip V Jitter Train/val ratio (%) Train Val

1

VGG-16

No

No

No

80-20 7.36E-01 6.49E-01

2 70-30 7.35E-01 6.74E-01

3 55-45 7.27E-01 6.93E-01

4

Yes

80-20 7.34E-01 6.55E-01

5 70-30 7.33E-01 6.76E-01

6 55-45 7.26E-01 6.94E-01

7

Yes

80-20 7.34E-01 6.53E-01

8 70-30 7.34E-01 6.73E-01

9 55-45 7.27E-01 6.94E-01

10

Yes

80-20 7.17E-01 6.37E-01

11 70-30 7.19E-01 6.61E-01

12 55-45 7.14E-01 6.90E-01
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learned by “memory” the images with which it
trains and, therefore, when applying its learning in
the validation set, it obtains worse results, since
the images are different from what has been learned

(ii) In general, applied data augmentation transforma-
tions are not working well. It is seen that when
applying color jitter, that is, brightness, contrast,
and saturation, the results get worse

(iii) The best results have been obtained for the AlexNet
network. As expected, ResNet has achieved better
results than VGG

(iv) The accuracy and loss obtained for train and Val of
the best result (0.7411), that is, for the AlexNet net-
work, without applying data augmentation and with
the division of the set into 55% train and 45% val

4. Conclusions and Future Work

4.1. Conclusions. The transfer learning technique has been
possible to optimize the training of the model and thus be
able to study the behavior of the three different selected pre-
trained networks, AlexNet, VGG, and ResNet. The results
have been obtained with a success rate of close to 75%. We
only had the training dataset labeled with its ground truth,
which we divided so that we had two sets, one for train
and the other for validation, so the training set was even
smaller. In this work and the competition in general, the per-
centages obtained seem insufficient to me in the case of a
problem as delicate as the determination of a specific type
of cancer. It would be convenient to determine a specific
cure with the maximum possible precision. Deep learning,
with this class of tools, a robust and functional system is
being offered when determining the diagnosis of this type
of disease, which will help specialist doctors when making
final decisions, providing them with more precision and
speed in diagnoses.

4.2. Future Work. The possible improvement in the present
work could be to try to introduce more layers at the end,
before the softmax classification, so that they gradually
reduce the number of neurons in each layer instead of going,
for example, from 4096 to 7, as happens using AlexNet, in
just the last layer, in addition to adding dropout in each layer
to avoid overfitting. Another possible future work to see how
the data is behaving could be to calculate the accuracy sepa-
rately for each of the classes to study which one fails and
which one works correctly.
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available within the manuscript.
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