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With the development of social information technology, intelligent community as a new way of life is changing people’s lives step
by step. )e community as a unit of residence in China has developed quite maturely, but the community services are not perfect,
and the management is relatively mechanized. )erefore, improving work efficiency and enriching and perfecting community
service is an increasingly important issue. Data mining is to extract valuable information by analyzing the internal connections,
rules, and patterns of these data so as to provide more favorable decision support for community managers and provide users with
more humane and modern community intelligence services. )is research focuses on the implementation of community data
processing systems based on data mining. Firstly, data preprocessing analysis is carried out, the realization of data storage and
cache is studied, the process and characteristics of cluster analysis are studied in detail, and the simulation results of a community
data processing system based on data mining are summarized. )is study uses data mining technology to dig out the daily
consumption data of users in the community mall, cluster the data, and analyze the consumption situation and consumption types
of different types of users. In this study, data mining technology is used to mine the fault repair data of the community, and
classification prediction technology is used to classify and predict different types of faults so as to help managers troubleshoot
problems existing in the community environment.

1. Introduction

Intelligent community, in theory, is the intelligent control of
community data, the combination of hardware equipment
and network information technology to connect the whole
community network, and intelligent control through mobile
terminal software [1, 2]. With the rapid development of
information technology and the rapid development of in-
telligent devices and information devices, the intelligent
community is no longer an empty talk. People’s pursuit of
intelligent and humanized life in the new society has also
become the driving force for the market expansion and
development of intelligent communities [3]. Data mining, as
its name implies, is actually an analysis process of mining or
extracting valuable data or knowledge with unknown laws
from intricate and irregular data [4]. With the rapid growth
of community databases, a large amount of potentially
valuable data is scattered in various database tables. If data

mining cannot be used to efficiently integrate and analyze
these data, it will not only waste data information but also
cannot help community managers make important deci-
sions [5, 6]. With data mining as an effective means, smart
home systems with push function as the way, and with the
purpose of providing high-quality and humanized com-
munity services, to improve the lifestyle of community
residents to the greatest extent, provide decision-making
assistance for community managers, provide users with a
comfortable, convenient, intelligent, and colorful life, and
embrace the arrival of the information age. Based on the
existing intelligent community system, this paper makes an
in-depth analysis of data mining architecture and constructs
a data mining architecture suitable for the community. )e
clustering analysis method and classification prediction
method of data mining technology are applied to the con-
sumption data and historical repair data of community
users. According to the data integration and analysis results,
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the decision-making basis for community service managers is
provided. In addition, in the process of promoting the
modernization of social governance, there are information
barriers between government functional departments and
resources that cannot be reasonably integrated, which leads to
many community management services not being effectively
and quickly supplied. )e construction of a community
management service platform can change this situation to
some extent and promote the modernization of social gov-
ernance. )rough the constructed community management
service platform, to obtain a large number of community and
community residents data through data mining, to help the
government make decisions on this basis and improve the
intelligent level and professional level of social governance.

2. Data Preprocessing

For numerical data, data mining analysis methods have
inherent advantages, and they have high computational
efficiency and fast execution speed.)erefore, this study tries
its best to convert data into numerical data for operations,
which are mainly completed in data preprocessing [7]. Data
preprocessing can be divided into two categories: the first is
to shield and omit some irrelevant data in the clustering
algorithm; the second is to process some nonnumerical data
and convert them into numerical data.

In the first type of data preprocessing, since the basic
information used to identify users, such as user number and
name, is meaningless to analyze the identification infor-
mation of such character types in the clustering algorithm,
the records are identified only when they are stored and
screened during algorithm analysis. For example, the data
selected by a certain cluster include user number, age,
communication consumption, entertainment consumption,
and domestic consumption, which is a group of five di-
mensions of data space. After the omission, the data set
becomes the four-dimensional data of age, communication
consumption, entertainment consumption, and domestic
consumption, and the data of all dimensions are numerical,
which meets the requirements of cluster analysis.

In the second type of data preprocessing, it is mainly aimed
at the digital standardization of nonnumerical characteristic
data, such as residence location, gender, and so on, and converts
them into feature vectors, which are used to identify the cor-
responding points of the user’s feature space, so as to realize the
clustering algorithm analysis of the feature space. For example, 0
indicates female and 1 indicatesmale. Different positive integers
represent different communities. )e address number is
composed of the building number, unit number, and room
number. )e address number is the floating point number
added on the basis of the corresponding integer of the cell,
which can not only ensure the numerical value of the data but
also carries out correlation analysis for the user’s living location.

3. Data Storage and Caching

Considering that the data can be reused and to ensure the
consistency of various data, ARFF format files are used to
cache the collected data sets to improve system performance

[8]. Data set features are mainly divided into the following
two types:

(1) Static characteristic data: such as name, gender, age,
residential address, and other attributes that remain
unchanged for a long time

(2) Real-time statistics: such as user consumption data,
reports for repair, water and electricity consumption,
and so on, need to query the database in real time to
obtain statistical data

Data storage solution is shown in Figure 1:
According to the characteristics of these two kinds of

data, this paper adopts the storage and query scheme, as
shown in Figure 1, to optimize the data. Since static feature
data have not changed for a long time, statistics can be
queried and updated from the community management
system database at intervals (monthly or even quarterly).
While real-time data can be optimized based on cache file
modification time, for example, the cache file stores all the
consumption data of a user before December 31, 2019. For
the subsequent data mining, it only needs to query the user
consumption data from January 1, 2020 to the query time in
the community management system database, and then add
them to the cache data.

4. Clustering Analysis

In the front page, users input the initial K value of cluster
analysis, the start and end time of cluster data, and select the
data source to be clustered.)e data of community mall can be
carried out separately, or the communitymall can be combined
with the basic information of community users for cluster
analysis. )e value of k is verified in Java Script to determine
whether it is empty, whether it is a numeric parameter, whether
it is greater than 0, and so on. After the verification is successful,
the data are passed to the action for processing [9]. If there is no
corresponding cached data, the corresponding data in the data
source will be queried according to the time, and the data will
be input into the clustering algorithm for analysis after data
pretreatment and caching.)e analysis results of the algorithm
should also be processed and evaluated to obtain the final
results of the cluster analysis.

4.1. Analysis of Clustering Algorithm. )e principle of the
clustering algorithm is as follows: firstly, scan data one by
one, and each data feature is classified into the same class or
generated into a new class according to the distance from the
scanned data; then the distance between the various basis
classes is combined until a certain requirement is reached
and stopped. In this paper, the classical K-means algorithm
is adopted for clustering, and the cluster analysis process is
shown in Figure 2:

(i) During initialization, n total data objects and K
objects are given as the initial nodes of clustering.

(ii) Scan other node objects in turn, and calculate the
similarity distance between these objects and the
initial central node.)e calculation formula uses the
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classical Euclidean distance formula to measure the
index of similarity as follows:
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Among them, the similarity index meets the fol-
lowing mathematical function requirements: (a)
d(x, y) represents the distance between two objects
and is a nonnegative value; (b) d(x, x) � 0, the
distance between an object and itself is always equal
to 0; (c) d(x, y) � d(y, x), the distance function has
symmetry; and (d) d(x, y) cannot be greater than
the sum of d(x, z) and d(z, y), because the direct

distance from object x to object y cannot be greater
than the distance from any third object z in the path
(triangle inequality)

(iii) )ese objects are respectively assigned to the most
similar (shortest Euclidean distance) cluster

(iv) Recalculate and update the cluster central node
(v) )is process is repeated until the standard measure

function (mean square deviation) converges

Consumption table of cluster analysis is shown in
Table 1.

)e consumption data after preprocessing and storage
(as shown in Table 1) can be analyzed according to the
abovementioned clustering algorithm. All the user’s feature
attributes constitute each corresponding point of the user’s
feature space, and some methods can be adopted to reduce
the accuracy and improve the clustering efficiency through
distance division of the feature space. Finally, find the feature
space of similar user groups and form a list of users with
similar features and user group classification. )e closer the
point is to the user, the higher the similarity to the user. In
the face of the huge amount of user data in the community,
especially when there are many user feature dimensions,
10,000 users will generate 100 million similarity distances,
and the calculations are extremely complicated. At the same
time, considering the high latitude data vector, the k-means
algorithm is not highly efficient. )erefore, the system will
reduce the accuracy of some very similar user attributes in
the process of clustering so as to reduce the number of
clustering indexes and improve efficiency. For example,
users whose age ranges from 24 to 26 years old are clustered
in accordance with the age of 25. In addition, users living on
the same floor are classified as one, that is, the last two room
numbers in the address number are omitted. For example,
the user with address number 1.0231101 and the user with
address number 1.0231102 are identified as 1.02311.

)e k-means algorithm requires the initial value of the
number of clusters to be set in advance. )e more clusters
there are, the more classification results there will be and the
more detailed classification conditions there will be. How-
ever, the more, the better. In this system, community
managers can input the number of clusters in advance on the
page, and the background server will use the obtained
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Figure 1: Data storage solution.
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Figure 2: Cluster analysis process.
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number of clusters for clustering analysis by the K-means
algorithm. By default, the number of clusters is 3.

4.2. %e Key Code for Calculating the Euclidean Distance

Private float distance (float [] element, float [] center){
Float distance� 0.0f;
Float x� element [0]− center [0];
Float y� element [1]− center [1];
Float z � x∗x + y∗y;
Distance� (float) Math.sqrt (z);
Return distance;
}
)e key code for calculating the error sum of squares
criterion function:
Private void count Rule (){
Float jcf� 0;
For (int i� 0; i< cluster.size (); i++){
For (int j� 0; j< cluster.get (i).size (); j++){
jcf+� error Square (cluster.get (i).get (j), center.get (i));
}}
jc.add (jcf);}
Update the key code of the central node of the clus-
tering algorithm:
Private void set New Center (){
For (int i� 0; i< k; i++){
Int n� cluster.get (i).size ();
If (n !� 0){
Float [] new Center� {0, 0};
For (int j� 0; j< n; j++){
New Center [0]+� cluster.get (i).get (j) [0];
New Center [1]+� cluster.get (i).get (j) [1];
}
New Center [0]� new Center [0]/n;
New Center [1]� new Center [1]/n;
Center.set (i, new Center);}}}

4.3. Cluster Analysis. )e system uses multiple methods to
display clustering results at multiple levels and strives to
provide community managers with clear and concise data
results and convenient operation interfaces. )e system sets
up three forms to display the cluster analysis results: a pie
chart, a cluster center distribution table, and a user feature list.

(i) Pie chart: intuitive, can clearly and concisely show
the proportion of each category

(ii) Cluster center distribution table: it enables com-
munity managers to understand the distribution of
each cluster center and understand the character-
istics of cluster user groups

(iii) User feature table: it can fully display the user group
corresponding to each clustering result and its
detailed information

In addition, each category should have a push service
based on the information push system. )e purpose of
cluster analysis in this study is to cluster irregular user
consumption data and user basic information data. And
different types of information are pushed to different con-
sumer groups to achieve humanization and intelligent
management of the community.

Example analysis of clustering results is shown in
Table 2.

According to Table 2, for young users with relatively high
entertainment and shopping consumption, the community
manager can push promotional activities such as mall dis-
counts for these users based on the actual situation of
surrounding commerce, advertising, and investment pro-
motion in the community. For middle-aged and elderly
users who consume less entertainment and more household
services, community managers can push advertising infor-
mation such as medical treatment, social security, and home
promotion to them.

5. Analog Implementation

In this test, the consumption data of community users in a
quarter from October to December 2019 provided by a
company were used for testing. )e test results are shown in
Table 3.

According to Table 3, the test results show that among
them, the share of users in the first category is up to 45%.
)is category of users has the highest entertainment
consumption and belongs to the entertainment con-
sumption type users, whose average entertainment con-
sumption is about 2500 yuan. )erefore, for these kinds of
users, they can push peripheral business, advertising, and
entertainment information. )e second category accounts
for 23% of users, who spend the most on study and
tourism, with an average of 1700 yuan on education and
1300 yuan on tourism. )ese users belong to educational
tourism users, so they can push educational information
around the community, such as English learning, primary
and secondary school training, music, dance, and other
educational information, as well as surrounding tourism

Table 1: Consumption table of cluster analysis.

Age Shopping consumption Entertainment consumption Tourism consumption Household consumption Education consumption
25 800 1800 1200 400 1000
35 1000 3100 2400 800 200
40 1000 1600 2000 1000 3000
60 800 100 600 2300 0
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information for them. )e third category accounts for
32% of the total number of users. )is category of users
has a high level of home consumption and belongs to the
frugal type of home users, with an average home con-
sumption of about 2100 yuan. )erefore, they can push
medical, social security, home, and other service infor-
mation around the community to them.

For the classification test of obstacle report data, in this
test, the obstacle repair data of a community in 2020 are used
as the classification training data. Use the obstacle repair
data of a community in 2020 as the real test data, and use the
decision tree obtained from the training data to predict and
analyze the real data. )e test results show that elevator
failure, line failure, and sewer failure are key problems.
Community managers need to focus on maintenance and
maintenance to avoid failure. Lighting faults, access control
faults, monitoring faults, and other faults are not critical
problems. )e system makes a return visit decision and
judgment for specific obstacles in the community. )e
classification decision judgment results of common disor-
ders are shown in Table 4.

In the data reported for repair, only 1.51% of those
reported for repair need to be paid attention to and visited
again. Obviously, only a small part of the repair records have
the value of a return visit. )e list contains all the records
that need to be returned. )e community administrator can
view the detailed repair reports and directly push messages
to the user.

According to the test results of cluster analysis and
classification prediction analysis of mining and analysis
systems, the application of big data analysis technology is
conducive to aiming at these characteristics of user con-
sumption data. After analysis, it was decided to use the
clustering analysis method in data mining to analyze user
consumption data. Big data analysis technology is used to
classify the data of obstacle repair reports according to
certain rules and find out their classification rules, so as to
predict the distribution of different types of obstacles in the
community and the proportion of obstacle repair reports
according to their classification rules. In this way, com-
munity managers can not only actively eliminate obstacles
but also master the distribution and regional coverage of
obstacles in the whole community.

6. Conclusion

)e community data processing system based on data
mining includes three major systems: community man-
agement, data mining and analysis, and information push.
Among them, community management helps community
managers to complete daily management works, such as user
data maintenance, fault reporting, and water and electricity
payment. At the same time, it is also the main source of
community user data and provides platform support for data
mining and analysis systems and information push systems.
Data mining and analysis, on the one hand, it mines the daily
consumption data of users in the community mall. By
clustering the data, it can analyze the consumption situa-
tions and consumption types of different types of users and
provide support for the strategic decision-making of the
community by combining the basic information of users
grasped by the community, so as to provide more targeted
and humanized services for users. On the other hand, it
mines the fault repair data of the community and classifies
and predicts different types of faults by using the classifi-
cation and prediction technology, so as to help managers
troubleshoot problems existing in the community envi-
ronment and reduce the incidence of faults. Information
push service is an important link to combine community
service with a smart home system. It uses a XMPP protocol
to push community information to users’ mobile phone
terminals by using a smart home system, so that users can
get all kinds of community service information in real time,
narrowing the distance between community managers and

Table 2: Example analysis of clustering results.

Cluster
type Generation Consumption type Push ads or information

First Youth High entertainment consumption, low household consumption Entertainment information

Second Middle aged Entertainment consumption medium, household consumption
medium

Entertainment and household
information

)ird Elderly Low entertainment consumption, high household consumption Household information

Table 3: )e test results.

Clustering categories Proportion (%) Age Entertainment Tourism Shopping Education Living Propensity to consume
First 45 2500 1100 200 500 400 Entertainment consumption type
Second 23 400 1300 600 1700 800 Educational tourism type
)ird 32 200 900 400 200 2100 Home saving

Table 4: )e classification decision judgment results of common
disorders.

Fault category Times Fraction of coverage
(%)

Focus or
not

Sewer faults 15 7.18 Yes
Line faults 23 2.36 Yes
Elevator faults 34 5.61 Yes
Monitoring faults 18 2.33 No
Access control
faults 17 2.48 No

Lighting faults 21 3.19 No
Other faults 9 1.41 No
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users. )erefore, on the basis of data mining technology, we
can make full use of the innate advantages of the community
to obtain user information, analyze user data, and use the
analysis results to provide help for the daily management
and strategic decision-making of the community, so as to
improve the quality of service and the sense of belonging of
the community.

At the same time, due to the lack of personal research
ability and the limitation of data collection, there are still
many deficiencies in this study, which can be further im-
proved in future research. As for data mining technology,
this paper has not studied deeply enough. More effective
algorithms can be used to analyze community data. In the
management data and user consumption data of the com-
munity, there are still a lot of wasted useful information for
the system to mine and analyze, such as the analysis of the
user’s payment data and the investigation of some abnormal
users.)ere is still room for improvement and development.
In the process of follow-up work and study, we will continue
to study the technology involved in this topic and constantly
improve and enrich the research results of this topic.
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