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Evaluation of the maximum solar energy potential of a given area for possible deployment of solar energy technologies requires assessment of clear sky solar irradiance for the region under consideration. Such localized assessment is critical for optimal sizing of the technology to be deployed in order to realize the anticipated output. As the measurements are not always available where they are needed, models may be used to estimate them. In this study, three different models were adapted for the geographical location of the area under study and used to estimate clear sky global horizontal irradiance (GHI) at three locations in the subtropical desert climate of Namibia. The three models, selected on the basis of input requirements, were used to compute clear sky GHI at Kokerboom, Arandis, and Auas. The models were validated and evaluated for performance using irradiance data measured at each of the sites for a period of three years by computing statistical parameters such as mean bias error (MBE), root mean square error (RMSE), and the coefficient of determination ($R^2$), normalized MBE, and normalized RMSE. Comparative results between modelled and measured data showed that the models fit well the measured data, with normalized root mean square error values in the range 4–8%, while the $R^2$ value was above 98% for the three models. The adapted models can thus be used to compute clear sky GHI at these study areas as well as in other regions with similar climatic conditions.

1. Introduction

Deployment of solar energy technologies for solar photovoltaic (PV) or thermal applications requires an assessment of the solar energy resource available at the location of interest. Quite often, such measurements may not be available for that location and so have to be estimated under clear sky conditions [1–3]. In some areas, even when measurements are available, gaps may exist in the measurement records that may need to be filled up to efficiently characterize the resource [4, 5]. Clear sky irradiance, in particular, the global horizontal irradiance (GHI), provides information about the maximum possible solar energy resource available at the location under consideration, which is crucial in estimating or forecasting the performance of solar energy technologies [6]. It is therefore important to estimate, locally, the clear sky GHI in order to forecast the optimal performance of the solar technologies before deployment.

Different kinds of models for clear skies, with varying levels of complexity and input parameters, have been developed over time to estimate clear sky global solar irradiance for various solar energy conversion applications especially in areas where the measurements are not available. These models are either based on empirical expressions [7–9] or may be broadband [10, 11]. Empirical-based irradiance models require geometric parameters such as zenith angle and or basic meteorological parameters such as sunshine hours, relative humidity, pressure, clearness index, and temperature [12, 13] as input parameters, while the broadband irradiance models require parameters that characterize the atmospheric conditions in detail, including but not limited to parameters such as aerosol optical depth, amount of precipitable water, and ozone column [1, 14–16].
Quite often, however, these detailed atmospheric or meteorological parameters are not always available or where they are available, they are of low quality and thus will limit the accuracy of the outputs from the models [16, 17]. Satellite images have also been used to estimate solar irradiance on the Earth’s surface, for example, the authors of [18–22] developed statistical and semiempirical methods to determine global solar radiation at ground level using data from geostationary meteorological satellites. These, however, still face some practical difficulties such as lack of reliable aerosol information, which affects the accuracy of the estimations, especially under clear sky conditions [11, 23]. Artificial neural networks (ANNs) have also been used to compute solar irradiance at the Earth’s surface, for example, Sahan and Yakut [24] used a suit of meteorological and geographical parameters as inputs to an ANN model to estimate monthly average global solar radiation on a horizontal surface at five locations in the Mediterranean region, Ozgoren et al. [25] developed an ANN model for estimating the monthly mean daily sum of global solar radiation using meteorological data of 31 stations across Turkey, Kumar and Kaur [26] used five parameters, i.e., temperature, pressure, relative humidity, precipitation, and clearness index as input parameters for a feed-forward neural network to estimate solar radiation in the Hamipur region in India, while Hasni et al. [27] were able to estimate the global solar radiation for Bechar city in the southwestern region of Algeria using only air temperature and relative humidity in addition to hour, day, and month of the year. As highlighted, these artificial neural networks also require meteorological data as input parameters, in addition to temporal and geographical parameters. Though these models require detailed inputs to accurately characterize the state of the atmosphere, the availability and or quality of such inputs is not always guaranteed, which therefore limits their accuracy [17]. The use of inaccurate input data in an otherwise complex model may result in poor performance of the model.

Selecting which clear sky model or models to use may depend on the accuracy of the models and the availability of the input parameters. Most of these parameters, which are mainly atmospheric or meteorological parameters, may not be readily available, as already mentioned. This is often the case, in developing countries, due to lack of the necessary measuring equipment that are quite often very expensive and require regular maintenance, thus making them unaffordable to most developing countries [28, 29]. As such, we propose to adapt and use simple models based on basic input parameters, but with enough accuracy to estimate the localized clear sky global horizontal irradiance in areas where such measurements may not be available. This will be based on computation of solar zenith angle, a primary parameter that determines the magnitude of solar irradiance at any location and time on typical clear sky days [30, 31], especially in areas where atmospheric parameters such as water vapor show little or no fluctuation [2]. Clear sky GHI at three different locations in Namibia, which is characterized by a subtropical desert climate with very low humidity, will be computed and discussed. The results will be validated using clear sky ground-based measurements at these locations. The rest of the paper is organized as follows: in Section 2, we present an overview of clear sky conditions and the detection approaches and models used in the study. Section 3 explains materials and methods used, while Section 4 presents the results and discussions, with concluding remarks in Section 5.

2. Clear Sky Conditions

Clear sky days are in general characterized by absence of visible clouds across the entire sky dome. Depending on the amount, relative position in the sky, and their optical properties, clouds lead to fluctuations in the GHI due to their impact on the direct and diffuse components of the global irradiance [32, 33]. For example, Abhinil et al. [34] reported significant seasonal changes in the direct normal irradiance (DNI) over Australia that were attributed to clouds, while Tapakis & Charalambides [35] noted that the presence of clouds in the sky is one of the major unpredictable factors affecting amount of irradiance reaching the Earth’s surface. Guemyard et al. [36] reported that the presence of bright clouds in the sky may increase the diffuse component of the global irradiance compared to what it would be in their absence, thus resulting in overall increase in the GHI, while the normal component and hence the GHI will be reduced if clouds obstruct the sun’s disc. The degree of cloudiness is quantified in various ways such as human observation of cloud cover, use of ground-based measurements such as sky cameras, sunshine duration and irradiance measurements or from space-based instruments aboard satellites [9, 36–38], all with varying levels of accuracy. Though the method used to determine a clear sky day may depend on the measurements available at the site under consideration, the use of an incorrect or inaccurate clear sky detection method may lead to incorrect conclusions. It is, however, important to note that even in the absence of visible clouds, other atmospheric parameters such as aerosols, precipitable water, or generally hazy conditions that affect atmospheric transmittance can vary in time and space, hence affecting the amount of solar irradiance reaching the surface of the Earth [17, 38].

2.1. Detection of Clear Sky Days. Various methods have been used to characterize sky conditions and identify clear sky days based on the absence or presence of clouds across the entire sky dome, for example, by visually evaluating the smoothness of the plot of GHI as a function of time of the day [36]. This method is simple but subjective as there is no standard metric for assessing the smoothness of the irradiance curve. An alternative method widely used is based on the computation of the clearness index, \( K_t \), defined as the ratio of the global solar irradiance measured at the surface to the extraterrestrial solar irradiance, i.e., \( K_t = H/H_{0} \), where \( H \) is the global irradiance and \( H_{0} \) is the extraterrestrial solar irradiance. These parameters can be computed over a given period of time such as daily or monthly. The daily extraterrestrial solar irradiance is given as follows [39]:

\[
K_t = \frac{H}{H_{0}},
\]

where \( H \) is the global solar irradiance and \( H_{0} \) is the extraterrestrial solar irradiance. These parameters can be computed over a given period of time such as daily or monthly. The daily extraterrestrial solar irradiance is given as follows [39]:
where $I_{sc} = 1367 \text{ W/m}^2$ is the solar constant, $\omega_i$ is the sunrise hour angle, $\phi$ is the latitude of the site under consideration, $\delta$ is the declination, while $E_0$ is the eccentricity correction for the Earth’s orbit and is given as follows:

$$E_0 = 1 + 0.033 \cos \left[ \frac{360}{365} \left( n + 284 \right) \right],$$

where $n$ is the day of the year. The declination angle can be approximated as follows [40, 41]:

$$\delta = 23.45 \sin \left[ \frac{360}{365} \left( n + 284 \right) \right].$$

The clearness index quantifies the extinction of incoming solar radiation due to a combined effect of the various atmospheric parameters such as clouds, aerosols, and water vapor. Very low values of the daily clearness index are an indication of low global irradiance which may mainly be due to the presence of clouds in the sky that obstruct the sun’s disc without significantly increasing the diffuse component of the incoming solar radiation. Different authors have specified varying thresholds of $K$, that signify a clear sky, for example, Iqbal [39] defined the range of $K_r$ for clear sky as $0.7 \leq K_r < 0.9$, Alves et al. [42] considered the range $0.65 < K_r < 1$ for clear sky, Li and Lam [43] considered $K_r > 0.7$, while Jung et al. [44] used $K_r > 0.63$ for clear skies. There is therefore no unique value or range of $K_r$ that can be universally designated to represent a clear sky. Djafer et al. [45, 46] noted that ranges of $K_r$ for clear sky may vary from one measurement site to another. As such, $K_r$ should be used in combination with other methods or parameters to identify clear sky days with better accuracy. Another parameter that can be used to specify clear sky is the diffuse fraction, $K$, defined as the ratio of the diffuse to global solar radiation. A value of $K$ less than 0.27 was considered by Li and Lam [43] to represent clear skies. In this study, clear sky days were identified based on visualization of the smoothness of the GHI curve and computation of daily clearness index and diffuse fraction.

### 2.2. Clear sky Models

In this article, three simple models adapted for the study area are the Berger–Duffie (B–D) model [47], the Adnot–Bourges–Campana–Gicquel (A–B–C–G) model [47], and the Robledo–Soler (R–S) model [48]. The three models were selected as they only require computation of solar zenith angle as input to the models and so can be used to compute clear sky irradiance in areas where no record of atmospheric parameters is available. The empirical expressions for global horizontal irradiance as estimated by the models are given by equations (4)–(7).

**Berger–Duffie (B–D) model:**

$$\text{GHI} = a \cos z.$$  \hspace{1cm} (4)

**Adnot–Bourges–Campana–Gicquel (A–B–C–G) model:**

$$\text{GHI} = a (\cos z)^b.$$  \hspace{1cm} (5)

**Robledo–Soler (R–S) model:**

$$\text{GHI} = a (\cos z)^b \exp[-c(90^\circ - z)],$$  \hspace{1cm} (6)

where $a$, $b$, and $c$ are empirical constants to be determined and $z$ is the zenith angle.

The zenith angle is given as follows [40, 49]:

$$\cos z = \cos \phi \cos \delta \cos \omega + \sin \phi \sin \delta,$$

where $\omega$ is the hour angle, obtained as follows [41, 49]:

$$\omega[\text{deg}] = 15 \times (\text{solartime[hours]} - 12).$$

### 3. Instrumentation, Data, and Methodology

#### 3.1. Instrumentation and Data

The data used in the study was recorded for a period from January 2016 to August 2018 at three measurement sites in Namibia, i.e., Kokerboom (26.426° S, 18.288° E, 1175 m a.s.l), Arandis (22.366° S, 15.045° E, 691 m a.s.l), and Auas (22.589°S, 17.364° E, 1841 m a.s.l). The global and diffuse horizontal solar irradiance was sampled at 1-minute intervals using a CMP10 pyranometer from Kipp and Zenon, Delft, Netherlands [50], and recorded as ten-minute averages using Campbell Scientific data loggers. For measuring the diffuse irradiance, the pyranometer is equipped with a shadow band. The pyranometers have a spectral range of 285–2800 nm, a nonlinearity below 0.2% in the range of 100–1000 W m$^{-2}$, a directional response below 10 W m$^{-2}$ (up to 80° with a 1000 W m$^{-2}$ beam), and a temperature response below 1% (from −20°C to +50°C) [50]. In addition, the ambient temperature and the relative humidity at the sites were measured with a Campbell Scientific CS215 temperature and humidity probe. The instruments were installed after calibration and have been regularly maintained by the Namibia Energy Institute (NEI). Data quality checks were carried out to ensure quality measurements. In this regard, days with incomplete or missing data were excluded as well as measurements for which the GHI exceeds extraterrestrial irradiance.

#### 3.2. Methodology

This involved identification of clear sky days based on computation of the daily clearness index, diffuse fraction, and visualization of the smoothness of the GHI curve. For days with a smooth GHI curve, a criterion for a clear sky day was selected by setting a range within which computed values of $K_r$ and $K$ must lie. Once these clear days were identified from the measured data, the three models were each used to fit the clear sky GHI data measured at Arandis for a period of one year (January to December 2016), in order to determine the empirical constants for respective models. These measurements were used to fit the models by employing the interval division technique implemented using a custom-developed LabVIEW code. The constants obtained are shown in Table 1.
Table 1: Extracted empirical constants for the three models.

<table>
<thead>
<tr>
<th>Constant</th>
<th>B–D model</th>
<th>A–B–C–G model</th>
<th>R–S model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a \text{ (Wm}^{-2}\text{)}$</td>
<td>1053</td>
<td>1126</td>
<td>1119</td>
</tr>
<tr>
<td>$b$</td>
<td>—</td>
<td>1.20</td>
<td>1.19</td>
</tr>
<tr>
<td>$c$</td>
<td>—</td>
<td>—</td>
<td>$1.0 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Performance of the models was then tested and evaluated at Arandis using data for the period from January 2017 to August 2018 (different from the data used to train the models and obtain the empirical constants) and at two other sites (Auas and Kokerboom, for the period 2016–2018). The performance of the models was evaluated by computing various statistical error parameters such as the root mean square error (RMSE), the mean bias error (MBE), and the coefficient of determination $R^2$ values. The RMSE is defined by the following equation:

$$\text{RMSE} = \left[ \frac{1}{p} \sum_{i=1}^{p} \left( \text{GHI}_{i,c} - \text{GHI}_{i,m} \right)^2 \right]^{1/2},$$

where $\text{GHI}_{i,c}$ and $\text{GHI}_{i,m}$ are the $i^{th}$ computed and measured global horizontal solar irradiance values, respectively, while $p$ is the number of measurements considered. The RMSE values, in general, demonstrate the overall accuracy of the model, where smaller RMSE values signify a more accurate model. The MBE, which describes the trend of the models in overestimating or underestimating the measured irradiance, is given as follows:

$$\text{MBE} = \frac{1}{p} \sum_{i=1}^{p} \left( \text{GHI}_{i,c} - \text{GHI}_{i,m} \right).$$

Negative values of MBE signify underestimation of the measured values, while positive MBE values indicate an overestimation.

The $R^2$ value, which takes on values between 0 and 1, measures how well the models fit the measured data and is computed as follows:

$$R^2 = 1 - \frac{\sum_{i=1}^{p} \left( \text{GHI}_{i,m} - \text{GHI}_{i,c} \right)^2}{\sum_{i=1}^{p} \left( \text{GHI}_{i,m} - \frac{1}{p} \sum_{i=1}^{n} \text{GHI}_{i,m} \right)^2}.$$ (11)

Generally, the higher the $R^2$ value is, the better the model is at predicting the measured data. The RMSE and MBE were also calculated as normalized percentages of their corresponding mean values using the following equations:

$$\text{NRMSE} = \left[ \frac{(1/p) \sum_{i=1}^{p} \left( \text{GHI}_{i,c} - \text{GHI}_{i,m} \right)^2}{(1/p) \left( \sum_{i=1}^{n} \text{GHI}_{i,m} \right)^2} \right]^{1/2},$$

$$\text{NMSE} = \frac{\sum_{i=1}^{p} \left( \text{GHI}_{i,c} - \text{GHI}_{i,m} \right)}{\sum_{i=1}^{p} \text{GHI}_{i,m}}.$$ (13)

Equations (12) and (13) give dimensionless NRMSE and NMSE, respectively, which are normally expressed as percentages. These quantities should be as low as possible for better performing models. In evaluating clear sky GHI, NMBE within $\pm 10\%$ and NRMSE $< 20\%$ would signify good fitting between modelled results and measured data and is quite often used as a quantitative measure for model performance [5].

4. Results and Discussion

4.1. Identification of Clear Sky Days. Clear sky days were identified based on the smoothness of the GHI curves, computed daily clearness index, and diffusion fraction values during the period under study. Figure 1 shows the temporal variation of the daily clearness index and the diffuse fraction from January 2016 to August 2018 for the three sites.

The clearness index is characterized by seasonal variation with averagely stable $K_t$ during winter period (May to October) and very intermittent $K_t$ during the summer period (November to April). The comparatively high intermittency in $K_t$ during the summer season is because this period coincides with the rainy season in Namibia with a high rate of occurrence of cloud cover. The winter period is characteristically dry with no or minimal clouds but low irradiance. This seasonal variability has been reported by other authors such as Alves et al. [42], Cuiabá city, Brazil. The frequency distribution of $K_t$ and $K$ is plotted in Figure 2, with both figures having a unimodal distribution and showing that more than 60% of the days considered at all the three stations had $K_t$ of 0.7 or more with a $K$ value of less than 0.2. The daily diffuse fraction is plotted against daily clearness index and is shown in Figure 3, where it is observed that $K$ decreases almost linearly with increasing $K_t$, reaching the lowest value of $\sim 0.05$ when $K_t \geq 0.72$. Significant scatter in the data is also observed which may be attributed to variation in the daily distribution of radiation caused by changes in the cloudiness states of individual days over the period under consideration. The decrease in $K$ with increasing $K_t$ is attributed to clouds. The presence of such clouds may, in addition to blocking of radiation, introduce strongly scattering particles in an otherwise clear sky, thus increasing the diffuse component of radiation [51]. Low $K$ values are an indication that the GHI is mainly dominated by the direct component, signifying absence of clouds. However, relatively high values of $K$ ($K > 0.2$) are also observable for high $K_t$ values ($K_t > 0.72$). This is attributed to the existence of partly cloudy skies, with cloud edges reflecting more radiation onto the detector with an otherwise clear view of the sun. Thus, high values of $K_t$ alone or low values of $K$ alone may not necessarily represent a clear sky and may thus result in misinterpretation of results, as also observed by Li and Lam [43]. Thus, for this study, clear sky days were identified as those for which $K_t \leq 0.15$ with $K_t \geq 0.72$ and having a smooth GHI curve.

With clear sky days identified based on the above criterion, the corresponding GHI was then computed using the three models with their respective extracted empirical constants. The measured and computed irradiance results on typical clear sky days are shown in Figure 4, where good agreement between measured and modelled irradiance values is observed.
Figure 1: Daily variation of clearness index and diffuse fraction at the three measurement sites.

Figure 2: Frequency distribution of clearness index and diffuse fraction.
Figure 3: Correlation between daily diffuse fraction and clearness index.

Figure 4: Modelled and measured irradiance on typical clear sky days at Kokerboom, Arandis, and Auas.
4.2. Performance Evaluation of the Models. The performance of the models at the three measurement sites is presented as scatter plots in Figure 5, where good correlation between the measured and computed data is observed. The Burger–Duffie model, however, is observed to systematically overestimate the low irradiance values and underestimate the higher irradiance values. The scatter around the line $y = x$ appears more symmetrical for the R–S and A–B–C–G models at Kokerboom and Auas, than at Arandis.

The systematic overestimation of low irradiance that occurs close to sunset and sunrise may be attributed to the inherent limitation of the models in accounting for atmospheric effects. Close to sun rise or sun set, there is increased absorption of the direct beam irradiance [52] and hence reduced GHI due to the longer solar path length through the atmosphere because of the low sun angle. In addition, the deviation may be attributed to the decrease in the accuracy of the measurement instruments, which normally occurs under very low global irradiance levels [47].

The monthly statistical parameters MBE, RMSE, and $R^2$ for the three locations are also presented in Figures 6–8 respectively. The monthly MBE presented in Figure 6 shows that, during the period from April to July, the B–D model overestimates the measured clear sky GHI, while the A–B–C–G and R–S models underestimate the clear sky GHI at all measurement sites. This period corresponds to wintertime during which the peak irradiance is lower because of the low sun angle compared to the summertime. This comparatively low irradiance is overestimated by the B–D model due to its poor performance compared to the other two models under low irradiance levels.

The monthly RMSE values presented in Figure 7 show that lowest RMSE values are obtained during the period from April to August. This period corresponds to the winter season that is characterized by dry and very clear sky conditions. Monthly coefficient of determination, $R^2$, values shown in Figure 8 are generally high for all the three models, an indication of the good fit between the measured and modelled values. The A–B–C–G and R–S models, in general, show consistently higher $R^2$ values than obtained for the B-D model, signifying better performance of the A–B–C–G and R–S models compared to the B–D model.

The statistical error indicators for the models at the three measurement sites, over the measurement period, are shown in Table 2, where the high $R^2$ values observed are an indication of the model’s ability to predict clear sky irradiance with great accuracy.

Based on the percentage normalized MBE (NMBE), low values (within ±10%) are obtained for both models at all measurement sites, indicating good performance. The B–D model performs better at Kokerboom and Auas, while the R–S and the A–B–C–G models perform better at Arandis. Percentage normalized RMSE (NRMSE) values show that all...
**Figure 6:** Monthly MBE values for Kokerboom, Arandis, and Auas.

**Figure 7:** Monthly RMSE values for Kokerboom, Arandis, and Auas.
The three models give low NRMSE values (<20%) and thus fit well the measured data. The A–B–C–G and R–S models consistently perform better than the B–D model, with the lowest NRMSE of 4.5% being obtained for both models at Arandis. It seems that the B–D model, in general, gives the least accurate fit to the data and may not be appropriate for modelling the data fits, especially at radiation levels below 300 W/m². In all cases, the A–B–C–G model gives the lowest NRMSE values, indicating it to be the best fit of the three models. Although evident in Table 2, the outstanding differences seen in the bar graphs of Figures 6 and 7 seem to be extreme.

The results presented in this paper refer to clear skies, including low sun conditions, and have been validated under Namibia climatic conditions. The performance of the adapted models, in general, decreases under low-sun conditions. Although the adapted models have been validated using data at three different locations in Namibia, more comprehensive investigation is required to assess their applicability at various locations across the world with similar climatic conditions.

### 5. Conclusion

To optimally design and implement solar energy projects, it is important that the solar resource for the local area be established. In areas where such irradiance measurements are not available, appropriate models, depending on the level of accuracy required and available input parameters, can be used to estimate the solar irradiance by computation of clear sky global horizontal irradiance. In this work, using three simple models adapted for the area under study, clear sky global horizontal solar irradiance (GHI) was estimated at three measurement sites in Namibia, i.e., Kokerboom, Arandis, and Auas. Clear sky days during the period under consideration were identified based on computation of clear sky index, diffuse fraction, and observation of the

---

**Table 2: Percentage statistical error parameters for the models at different locations.**

<table>
<thead>
<tr>
<th>Location</th>
<th>B–D NRMSE</th>
<th>NMBE</th>
<th>R²</th>
<th>R–S NRMSE</th>
<th>NMBE</th>
<th>R²</th>
<th>A–B–C–G NRMSE</th>
<th>NMBE</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kokerboom</td>
<td>7.9</td>
<td>−0.5</td>
<td>98.2</td>
<td>4.9</td>
<td>−3.3</td>
<td>99.3</td>
<td>4.6</td>
<td>−3.1</td>
<td>99.4</td>
</tr>
<tr>
<td>Auas</td>
<td>7.6</td>
<td>0.4</td>
<td>98.2</td>
<td>5.7</td>
<td>−3.2</td>
<td>99.0</td>
<td>5.5</td>
<td>−3.0</td>
<td>99.1</td>
</tr>
<tr>
<td>Arandis</td>
<td>8.1</td>
<td>2.6</td>
<td>98.1</td>
<td>4.5</td>
<td>−0.1</td>
<td>99.4</td>
<td>4.5</td>
<td>0.1</td>
<td>99.4</td>
</tr>
</tbody>
</table>

---

Figure 8: Monthly coefficients of determination, $R^2$, values for Kokerboom, Arandis, and Auas.
smoothness of the GHI curves. The adapted models were then calibrated and used to compute the clear sky GHI. The performance of the models in predicting clear sky GHI was evaluated by comparing the predicted/modelled irradiance with measured data at the sites and computing various statistical parameters such as MBE, RMSE, and \( R^2 \) values. Very low values of normalized MBE and RMSE and a high value for \( R^2 \) were obtained, an indication of good fitting between modelled results and measured data. The A–B–C–G and R–S models were observed to perform better compared to the B–D model and therefore could be used in computing/estimating clear sky GHI irradiance in Namibia and other regions with similar climatic conditions, especially in areas where no such measurements are available but are needed for the design and implementation of solar energy power projects.

**Nomenclature**

A–B–C–G: Adnot–Bourges–Campana–Gicquel model  
ANN: Artificial neural network  
as.l.: Above sea level  
B–D: Berger–Duffie model  
DNi: Direct normal irradiance (W/m\(^2\))  
\( E_0 \): Eccentricity correction  
GHI: Global horizontal irradiance (W/m\(^2\))  
\( \text{GHI}_{ic} \): \( i \)th computed global horizontal irradiance (W/m\(^2\))  
\( \text{GHI}_{im} \): \( i \)th measured global horizontal irradiance (W/m\(^2\))  
\( H_0 \): Extraterrestrial solar irradiance (W/m\(^2\))  
\( H \): Global solar irradiance (W/m\(^2\))  
\( H_{0,d} \): Daily extraterrestrial solar radiation (Wh/m\(^2\)/per day)  
\( I_{sc} \): Solar constant (W/m\(^2\))  
\( K \): Diffuse fraction  
\( K_i \): Clearness index  
MBE: Mean bias error  
n: Day of year  
NEI: Namibia Energy Institute  
NMBE: Normalized mean bias error (%)  
NRMSE: Normalized root mean square error (%)  
PV: Photovoltaic  
\( R^2 \): Coefficient of determination  
RMSE: Root mean square error  
R–S: Robledo–Soler model  
\( \omega \): Hour angle (°)  
\( \omega_b \): Sunrise hour angle (°)  
\( \varphi \): Latitude (°)  
\( \delta \): Declination angle (°)  
z: Zenith angle (°).
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