
Research Article
Multistage Analysis of Abnormal Human Behavior in
Complex Scenes

Lei Cai ,1 Peien Luo ,2 and Guangfu Zhou 2

1School of Artificial Intelligence, Henan Institute of Science and Technology, Xinxiang 453003, China
2School of Information Engineering, Henan Institute of Science and Technology, Xinxiang 453003, China

Correspondence should be addressed to Lei Cai; cailei2014@126.com and Guangfu Zhou; zhouguangfuhn@163.com

Received 8 July 2019; Revised 25 September 2019; Accepted 30 September 2019; Published 15 November 2019

Academic Editor: Antonio Lazaro

Copyright © 2019 Lei Cai et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Effective abnormal human behavior analysis serves as a warning signal before emergencies. However, most abnormal human
behavior detections rely on manual monitoring at present. This method is criticized for being subjective and lack of timeliness.
In response to the problems above, this paper proposes a multistage analysis method of abnormal human behavior in complex
scenes. This paper firstly differentiates the abnormal behavior roughly from a large monitoring area with similarity
measurement applied to the social force model, and precise analysis is conducted thereafter. The multistage analysis, based on
the three-frame difference algorithm, is used for intrusion, left-behind baggage detection, and motion trajectory identification.
The experimental result demonstrates the superiority of the proposed method in UMV, CAVIAR, and datasets. To demonstrate
the adaptability and generalization ability of the proposed method, this paper selects the CVC and JAAD driving anomaly
detection data sets to test the method. Experimental results show that the proposed method is superior to the existing methods.

1. Introduction

Behavior analysis, first introduced by psychology, utilizes
psychological knowledge to describe, analyze, predict, and
control an individual’s external manifestations. The way
human beings control his action can be divided into two
levels: self-control and social control. The goal of self-
control is adapting to the scene by reducing behavioral defi-
ciencies or behavioral excesses. The so-called abnormal
human behavior means that the behavior of an individual
deviates from social norms, rules, or conventions. Analysis
of abnormal behavior, which focuses on the causes, forms,
and potential hazards, can contribute to the precaution of
unusual events and loss mitigation.

Video security monitoring system uses video as a means
of detection to monitor, control, and record information.
When an unusual event occurs, the video surveillance system
will call the image related to the alarm region to observe and
reconfirm the condition on the spot. The current video sur-
veillance system combines the latest research achievement

of computer vision, sensor networks, and so on. It could be
used in various scenarios, including government, transpor-
tation hubs, hospitals, and schools. However, the current
video surveillance system rarely has a prediction function
and relies on personal judgment. Human emotions are
complicated, so video surveillance is prone to subjectivity
and lag of decision-making.

A single control model cannot meet current social needs.
Multistage decision-making refers to the process in which
problems can be decomposed into several interrelated stages
chronically, and at each stage, decisions must be made.
Therefore, the whole process is a decision sequence. The
multistage model has strong reliability, robustness, and a
wider range of applications.

To solve the above problems, this paper proposes a mul-
tistage analysis method of abnormal human behavior in
complex scenes. Our approach works in three steps. Firstly,
we make a rough analysis of the monitoring area by using
the social force similarity measurement method. Through
the interaction between social force and individual desire
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force, the text differentiates the normal and abnormal behav-
ior in themonitoring area. Secondly, we propose amultimodel
human behavior analysis method based on the three-frame
difference algorithm. At last, intrusion, left-behind baggage
detection, and motion trajectory identification in the unusual
region are detected specifically. Themain contributions of this
paper are as follows:

(1) The similarity measure model is introduced into the
social force model, reducing the amount of data
calculation in behavior detection

(2) A multimodel human behavior detection approach is
established to improve the robustness of the analysis

(3) A large number of experiments has been carried out
to evaluate the performance of this approach. The
result shows that our approach is superior to the
existing methods

The rest of this paper is arranged as follows. The second
part provides an overview of related work. The third part
builds a social force similarity measurement model for
human behavior region detection. The fourth part conducts
a multimodel abnormal human behavior analysis. The fifth
part analyzes the experimental results. Finally, the sixth part
summarizes the paper.

2. Related Work

The correct judgment of abnormal human behavior analysis
can serve as an effective warning signal before emergencies
and hence minimize the damage caused by unexpected
events. Many scholars have made outstanding contributions
to the analysis of abnormal human behaviors in complex
scenes. Lan et al. [1] proposed a multifeature sparse represen-
tation framework for visual tracking, in which multiple
sparse models were decomposed to distinguish different fea-
tures. Most CNN-based trackers use hierarchical features to
represent targets. However, the layered feature is not
completely effective in separating the target from the back-
ground, especially in complex interference environments
such as heavy occlusion and illumination variation. To
solve the above problems, Qi et al. [2] proposed a CNN-
based tracking algorithm which hedges deep features from
different CNN layers to better distinguish target objects
and background clutters. Many experimental results show
that the target-tracking method is effective. For autono-
mous driving application, traditional tracking methods
usually distinguish between a target and a background by
training a support vector machine (SVM). When the train-
ing sample is nonlinear, the tracker will not be able to
track the target. To address this problem, Zhang et al.
[3] proposed a distance-based distance learning method
based on deep learning. Experiments have shown that
even without model updates, the proposed method
achieves favorable performance on challenging images.
Zhang et al. [4] proposed a research scheme using
density-based clustering and backtracking strategy to
detect small dim targets. The algorithm extracted the trace

with the highest clutter suppression ratio, increasing the
accuracy of target detection. Rotation invariance was
introduced into aerial images of urban scenes by ElMi-
katy and Stathaki [5]. A feature detection method which
analyzes the principle of wavelet transform applied for
signal filtering was proposed in order to obtain high
detection performance for small targets of complex multi-
media images [6]. Asif et al. [7] presented an object seg-
mentation approach for indoor scenes using perceptual
grouping algorithm.

When it comes to establishing a multistage model,
Grey relational analysis method and an objective optimiza-
tion model based on maximum entropy are utilized to
make the decision-making more comprehensive [8].
Tammi et al. [9] proposed that using the clustering tech-
niques with the amalgamation of the neural network had
higher accuracy in detecting the attacks. To address image
forgery problem, an algorithm [10] was designed to clas-
sify the image blocks based on a feature present in multi-
compressed JPEG images. Huang et al. [11] presented a
bottom-up-based framework for salient object detection
without any prior knowledge. The approach was more
effective in highlighting the salient object and robust to
background noise.

In terms of human behavior analysis, Iosifidis et al. [12]
demonstrated a novel nonlinear subspace learning technique
for class-specific data representation, which was obtained by
applying nonlinear class-specific data projection to a dis-
criminant feature space. Under the guidance of kinematics,
Xiao et al. [13] proposed a data-driven approach to identify
typical head motion patterns and stressed on analyzing
human behavioral characteristics via signal processing
methods. Human dynamics provides new ways of research-
ing human behavior by exploiting the statistical analysis
method. The interval time series and the number series of
individuals’ operating behavior was investigated by a modi-
fied multiscale entropy algorithm, which provided insights
for further understanding of individual behavior at different
time scales [14].

With respect to abnormal human behavior detection,
pedestrian behavior modeling and analysis in video sur-
veillance is important for crowd scene understanding. Yi
et al. [15] proved the reliability in judging normal and
abnormal pedestrian behavior by simulating pedestrian
behavior and established two large pedestrian walking
route datasets for future research. Hu et al. [16] proposed
to detect abnormal driving, which may incur tragic conse-
quence for individuals and the public, by analyzing nor-
malized driving behavior. The driver’s anomaly detection
is very important in the field of automatic driving, which
can prompt the driver to inform the danger. The detection
of the driver is extremely difficult due to camera shake, a
sharp change in the speed of the vehicle, and the like. In
response to the above problems, Yuan et al. [17] proposed
a spatial local constrained sparse coding method for
anomaly detection of traffic scenes. From the experimental
results, the proposed method is more efficient than the
popular competitors and produces higher performance.
By employing 3D discrete cosine transform of the target
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in different frames, Yuan et al. [18] designed a multiobject
tracker, which makes tracking analysis possible in high-
density crowds. The experimental results of several public
crowd video datasets verify the effectiveness of the pro-
posed method. A taxonomy of novel classes of neighbor-
based trajectory outlier definitions was designed to detect
abnormal moving objects. The experimental result showed
that the method worked well for high-volume trajectory
streams in near real time [19].

To sum up, scholars have proposed many efficient
solutions in the analysis of abnormal human behavior.
However, there are still some problems waiting to be
resolved: (1) manual monitoring is prone to subjectivity.
(2) There is time lag in the discrimination of abnormal
human behavior.

3. Human Behavior Region Detection—a
Rough Analysis

In human behavior detection, human group behaviors are
difficult to describe. There is no precise definition of
abnormal human behavior. The so-called abnormal behav-
ior is judged by the deviations from group behavior char-
acteristics. In large-scale video surveillance, occlusion, low
resolution, and interaction between human beings make
it difficult to detect abnormal human behavior. LDA
model [20, 21] can depend on prior category knowledge
and experience in dimension reduction, distinguish normal
and abnormal frames in the video by using threshold
value. Unfortunately, the result will produce overfitting
data. Therefore, this paper proposes an abnormal human
behavior detection method based on social force similarity
measurement model, which determines whether a person’s
behavior is abnormal according to the consistency with the
surrounding scene. LDA-H adds similarity measure model
Hash [22] to LDA to solve the problem of overfitting.
Only two kinds of data—normal and abnormal behavior,
are necessary for analyzing human behavior. LDA-H pro-
jects data into low dimensions, then uses a similarity mea-
surement model to make the projection points of each
data category as close as possible, and finally determined
the normal and abnormal human behaviors.

First, each image uðxÞ in the UMN dataset is pre-
processed, with the image binarized and size adjusted
to 100 ∗ 100. Secondly, feature extraction is carried out
on uðxÞ to obtain the feature vector R = fR1, R2,⋯,Rng,
where Ri represents a feature point vector in the graph.
The compression of the feature matrix is achieved by
summing the multiperspective feature matrices.

H ið Þ = 〠
n

x=1
Ri,x: ð1Þ

This paper uses the social force model [23] to quan-
tify H. In a certain scene, people usually do things with
a specific purpose. Thus, the algorithm must take into
account the action potential field model of every person
presents in the scene. If a pedestrian’s normal speed is

vi and his expected speed is vpi , the model of personal
desire force in the scene is defined as follows:

Fp =
1
τ

vpi − vi
� �

, ð2Þ

where τ is the similarity threshold in the similarity met-
ric model. The interaction force between individual
behavior and the scene Fint could be divided into indi-
vidual desire to force Fp and social influence Fw. There-
fore, this paper defines the interaction force as follows:

Fint = Fp + FW : ð3Þ

The influence of vpi on the similarity measurement of
social forces will result in an opposite disturbance, i.e.,
the interaction force Fint will fluctuate and the abnormal
behavior will happen. Thus, the individual abnormal
behavior model is derived as

vqi = 1 − pið Þvpi + pi v
c
ih i, ð4Þ

where pi is the constant parameter of the social force
model in case of anomaly. hvci i is a normal pedestrian’s
trend scalar. A similarity measurement model is associ-
ated with the social force model to measure the interac-
tion force similarity of all human beings in the dataset.

The particle motion model of each pedestrian is defined
as vi =Oaveðxi, yiÞ, and the individual expected speed of par-
ticle motion is

vqi = 1 − pið ÞO xi, yið Þ + piOave xi, yið Þ: ð5Þ

Finally, based on a given scenario, the interaction force of
each person in a group is estimated to be

Fint =
1
τ

vqi − vi
� �

−
dvi
dt

: ð6Þ

In this paper, the image information is mapped to 0 or 1
according to the characteristic similarity threshold of human
behavior τ: 1 and 0 stand for Ri’s normal behavior and abnor-
mal behavior, respectively. Finally, the hash valueH is obtained.

h ið Þ =
1, Ri,x ≥ τ,

0, Ri,x < τ:

(

ð7Þ

τ represents the motion threshold of similar particles of all
objects. When human behavior characteristics are greater than
or equal to τ, the model determines that the characteristics are
similar and outputs the normal behavior. In contrast, when
the human behavior characteristics are less than τ, the model
determines that the characteristics are different and outputs
abnormal behaviors, as shown in Figure 1.

3.1. Abnormal Human Behavior Detection—a Precise
Analysis. In the detection of abnormal human behavior, a
wide range of rough detection is way from enough. A precise
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analysis is needed to make an effective judgment on abnor-
mal human behavior. The target, which is marked out by
red in the previous step, will be tracked and monitored sub-
sequently. In the process of target tracking, we put forward
a multimodel based on the three-frame difference method
to detect abnormal human behavior accurately.

3.2. Intrusion Detection. Intrusion refers to entering a desig-
nated area by a mobile target such as a person or an object
without permission. In the monitoring area, the motion of
the target is with a strong purpose. As a result, there are obvi-
ous changes between consecutive frames, and the position of
the target is different in each frame. Interframe difference
method is the difference between two or three consecutive
frames of images in time. Pixel points corresponding to
different frames are subtracted to derive the absolute value
of gray difference. When the absolute value exceeds a cer-
tain threshold, it can be determined as a moving target,
realizing the detection goal. The two-frame difference
method is suitable for small and slow targets. When the
target moves rapidly, the position difference between the
two frames of the target image is too big, image ghosting
might very well happen. Therefore, this paper applies the
three-frame difference method to abnormal human behav-
ior analysis. Let the images of frame n − 1, frame n, and
frame n + 1 in the video sequence be f n−1, f n, and f n+1,
respectively. The corresponding gray value of pixel points
should be f n−1ðx, yÞ, f nðx, yÞ, and f n+1ðx, yÞ. Then, sub-

tract the gray value to obtain the difference in image
Dn+1 and Dn. In this paper, we optimize the three-frame
difference method, that is, adding the difference between
the third frame and the first frame:

Dn+1 x, yð Þ = f n+1 x, yð Þ − f n−1 x, yð Þj j,

Dn+1 x, yð Þ =
f n+1 x, yð Þ − f n x, yð Þj j,
f n+1 x, yð Þ − f n−1 x, yð Þj j,

(

Dn x, yð Þ = f n x, yð Þ − f n−1 x, yð Þj j:

ð8Þ

Threshold processing and connectivity analysis are
carried out on the difference image Dn+1 and Dn to obtain
the extracted target, as shown in Figure 2.

Dn′ x, yð Þ = Dn+1 x, yð Þ −Dn x, yð Þj j: ð9Þ

3.3. Left-Behind Baggage Detection. Left-behind baggage
refers to the situation that items such as bags or backpacks
are left unattended in the monitoring area for more than a
certain period. In order to detect the left-behind items
more accurately, the Sobel operator is introduced into
the three-frame difference method to detect the edges of
the target. The purpose of this method is to determine
the presence of left-behind items quickly and effectively
when the item is left unattended. The Sobel operator mon-
itors the horizontal edge in this paper. Compared with

Input Social force model

Personal desires force model
Everyone’s interaction Normal area Abnormal areaRi,x≥𝜏 Ri,x≥𝜏

Output

Interacting force

Figure 1: Detection of abnormal human behavior region. According to the interaction between social force and individual desire force, the
behavior categories in video monitoring are marked out. Green stands for normal behavior and red stands for abnormal behavior.

Demarcate off-limits area �ree-frame difference method

D′n(x,y) = |Dn+1(x,y)−Dn(x,y)|

|fn+1(x,y) −fn(x,y)|,
|fn+1(x,y) −fn−1(x,y)|,D+1(x,y) =

Figure 2: Intrusion detection model. Three-frame difference method is used to detect the intrusion.
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similar algorithms, the Sobel operator weights the pixel
threshold, reducing the degree of edge blur effectively.
Combined with the three-frame difference method, set
the moving target as Rðx, yÞ and the left-behind object
model as

r x, yð Þ =Dn′ x, yð Þ − R x, yð Þ: ð10Þ

In order to improve the reliability of the legacy warn-
ing, this paper adds the conditions for the disappearance
of pedestrians to the remnant model. This method will
provide an early warning when a pedestrian leaves the sur-
veillance area. Therefore, the legacy warning model is
updated to

rT x, yð Þ =
normal, pedestrian exists,

abnormal, pedestrian leaves:

(

ð11Þ

When the people and the target are separated, the
pedestrian exists in the monitoring area and the model
determines that it is a normal behavior. When the people
and the target are separated, the pedestrian leaves the
monitored area, and the model determines that it is an
abnormal behavior and promptly makes an early warning,
as shown in Figure 3.

3.4. Motion Trajectory Identification.With the improvement
of video analysis, single or local image information cannot
meet the precise analysis requirements. According to the
characteristics that pixels in the space-time region are spa-
tially smooth, this paper introduces the spatial context model
[24] into the three-frame difference algorithm and proposes a
new trajectory analysis model.

According to the three-frame difference method, Dn′ðx, yÞ
is the target of monitoring. The confidence graph of each
frame CðxÞ in the video is obtained by the STC algorithm.

C xð Þ = P x Ojð Þ = 〠
c zð Þ∈Xc

P x, c zð Þ Ojð Þ

= 〠
c zð Þ∈Xc

P x c zð Þ,Ojð ÞP c zð Þ Ojð Þ:
ð12Þ

Based on the spatial context, the conditional probability
Pðx ∣ cðzÞ,OÞ is the spatial relationship between the target
and the residual scene. We define spatial context information
as

Xc = c zð Þ = I zð Þ, zð Þ z ∈j Ωc x
∗ð Þf g, ð13Þ

where Ωcðx∗Þ is the remaining area excluding the target and
IðzÞ is the image feature of the target at the point z. The max-
imum confidence position of the confidence graph in the spa-
tial region is the target position of the t + 1 frame.

x∗t+1 = arg max
x∈Ωc x∗tð Þ

Ct+1 xð Þ: ð14Þ

STC is introduced into the three-frame difference
method. In the process of monitoring the target, the target
position is tracked and predicted by the maximum confi-
dence graph within the region, and the motion trajectory of
the target is marked, as shown in Figure 4.

Based on the three-frame difference method, with the
amalgamation of Sobel operator and spatial context relation-
ship, a multimodel analysis method for abnormal human
behavior is established. This method can accurately analyze
and determine abnormal human behaviors such as intrusion,

So
bel

Le�
 beh

ind

r(x
,y)

 =
D
′ n(
x,y

)−
R(x,

y)

G
2 x
+
G
2 y

G =

Figure 3: Left-behind baggage detection. When the separation of human and objects is detected, the item would be marked out. When a
pedestrian leaves the monitored area, the model outputs it as an abnormal behavior.

Input data

�ree-frame difference method

Spatial context Output trajectory

Dn+1Dn−1 Dn D
n+1(x,y)

x
⁎
t+1

I (Zn)I (Z2)I (Z1)
t+nt+1t

Figure 4: Motion trajectory identification. The spatial context model is established from the images obtained by the three-frame difference
method. Human action often has a purpose. According to the movement or wandering route, this paper perceives it as abnormal behavior.
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left-behind baggage, motion trajectory, and make alerts in
time.

4. Simulation Experiment

To verify the validity of this method, we select UMN, CAV-
IAR, and other datasets to test the algorithm.

Hardware configuration: in this paper, we use MATLAB
under the Windows 10 system for experimental simulation.
The simulation calculation runs on a small server with a
CPU of E5-2630 v4, a main frequency of 2.2GHz, and a
memory of 32GB.

Evaluation index: in order to verify the effectiveness of
the method, both qualitative and quantitative criteria are uti-
lized. In the qualitative assessment, we show the anomalous
behavioral calibration of the dataset. In the quantitative
assessment, we adopted the pixel-wise receiver of characteris-
tics (ROC) and area under ROC (AUC) are employed. ROC
representative of detection capabilities, while reflecting the
relationship between the TPR and FPR. Among them, TPR
is the true positive rate, TPR = TP/P, where TP is the true
positive and P is the positive pixel number. FPR is false-
positive rate, FPR = FP/N , where FP is the false positive and
N is the negative pixel number.

When conducting intrusion detection in the monitoring
area, we first mark the control area in red color. If there is
any abnormality, the abnormal pedestrians will be marked

with green boxes, as shown in Figure 5. The monitoring
objects of Video 1 and Video 3 are corridors. When students
are in class or dismissed after school, there should be no per-
son in the red area. If a target intrudes into the red area, the
proposed method determines that this action is an illegal
intrusion. The monitoring objects of Video 2 and Video 4
is public areas. Lawns, rooftops, and public areas are marked
as red forbidden areas. If a target breaks into the red area, the
proposed method will mark it out in time and give warnings.
Video 5 belongs to the USCD dataset. In order to ensure the
safety of the walking crowd, we set the other motion status
indicators as abnormal. It can be seen from the simulation
results that the algorithm effectively identifies the foreign
object intrusion behavior in the video, such as bicycles,
scooters, and minivans.

According to the experimental results, the proposed
method is not only applicable to the indoor scene but also

Figure 5: Intrusion detection result.

Table 1: Frame-level AUC comparison for intrusion detection in
different datasets.

Data
Method (AUC %)

Literature [15] Literature [17] Ours

UMN 0.9325 0.9967 0.9681

CAVIAR 0.9173 0.9524 0.9597

USCD 0.9048 0.9250 0.9452

Average 0.9182 0.9580 0.9577

Note: boldface numbers indicate excellent indicators of each algorithm.
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to the outdoor scene. When the target enters the monitoring
region, our method can identify the target quickly and
effectively.

Table 1 shows the AUC comparison of different algo-
rithms under different datasets.

In the UMN data set, the method proposed in literature
[17] shows the best results. In the CAVIAR and USCD data-
sets, ours demonstrates the best results. Among the average
of the three data sets, the method proposed in literature
[17] shows excellent results, and ours is only 0.0003 different
from the method.

When conducting a left-behind baggage experiment, we
select surveillance data from parks, streets, and bus stop. This
paper presents a method combining edge detection and the
three-frame difference method, which can not only detect
the state of separation between the owner and objects quickly
but also determine the left-behind item accurately through
the connection between each video frame. The detected item
will be denoted with a red dot, as shown in Figure 6. When
the pedestrian leaves the monitoring screen, the algorithm
judges it as an abnormal behavior and issues a warning in
time.

No matter where a person is going, his behavior must
have a certain purpose. Therefore, the movement trajectory
is regular, i.e., when people do something with a purpose,
the movement trajectory tend to be a straight line. In con-
trast, aimless behavior will lead to a wandering state of the
trajectory, as shown in Figure 7. The outputs of Videos 1, 2,
and 3 are marked abnormal because the motion trajectories

present a wandering state, as opposed to trajectories in Video
4 and Video 5 which are close to straight lines, and marked
normal.

In order to verify the generalization ability of the algo-
rithm, we also selected the CVC-08 dataset and the JAAD
data set for driving anomaly detection. The video dataset is
captured by a car camera and the viewing angle is basically
the same as the driver’s daily driving. At the same time, in
order to prove the adaptability of the algorithm to different
targets such as people and cars, we keep the resolution of
each frame of the video consistent with the above.

The results of the car-driving anomaly detection are
shown in Figure 8. The CVC-08 dataset shows the pedestrian
detection of the car during driving. The experimental results
show that the algorithm can effectively identify when the
pedestrian enters the zebra crossing and leaves the zebra
crossing. The JAAD-01 video dataset is for bicycles crossing
the road. The experimental results show that the algorithm
can recognize the target when it is far away from surveillance.
The JAAD-03 video dataset is a car replacement lane. When
the car is changed from the rightmost lane to the left lane, the
algorithm can effectively identify the vehicle under multiple
targets. The JAAD-04 video dataset is for pedestrians cross-
ing the road at night. The dataset demonstrates that the algo-
rithm can still effectively identify the target in the absence of
illumination.

Table 2 shows the AUC comparison of driving anomaly
detection in CVC and JAAD. Both CVC-08 and JAAD-04
detect pedestrians crossing the road. In the normal weather

Figure 6: Result of left-behind baggage detection.
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Figure 7: Result of motion trajectory identification.

Figure 8: Result of driving anomaly detection.
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conditions of CVC-08, the literature [16] proposed the
method works best. In the case of poor JAAD-04 light, the
method of this paper showed the best results. In the JAAD-
02 video dataset, the method has the best recognition effect
on bicycles. However, in the JAAD-04 video dataset, the
method of this paper is not as good as the method proposed
by literature [16]. Finally, in the JAAD-03 video dataset, this
method demonstrates the applicability to multitarget.

5. Conclusions

This paper proposes a multistage analysis of abnormal
human behavior in complex scenes to optimize the previous
method, which relies on manual monitoring and is subject to
time lag. Firstly, we differentiate the normal and abnormal
areas of human behavior roughly in video surveillance
according to the social force similarity measurement model.
Secondly, based on the three-frame difference method, a
multimodel which is suitable for intrusion and left-behind
baggage detection, motion trajectory identification is estab-
lished to do a precise analysis of abnormal human behavior.
The experimental results show that the proposed method
has good results in human abnormal behavior analysis and
driving anomaly detection, which fully demonstrates the
adaptability and generalization ability of the proposed
method.

Data Availability
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