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The data generated through telecommunication networks has grown exponentially in the last few years, and the resulting traffic
data is unlikely to be processed and analyzed by manual style, especially detecting unintended traffic consumption from normal
patterns remains an important issue. This area is critical because anomalies may lead to a reduction in network efficiency. The
origin of these anomalies may be a technical problem in a cell or a fraudulent intrusion in the network. Usually, they need to
be identified and fixed as soon as possible. Therefore, in order to identify these anomalies, data-driven systems using machine
learning algorithms are developed with the aim from the raw data to identify and alert the occurrence of anomalies.
Unsupervised learning methods can spontaneously describe the data structure and derive network patterns, which is effective
for identifying unintended anomalous behavior and detecting new types of anomalies in a timely manner. In this paper, we use
different unsupervised models to analyze traffic data in wireless networks, focusing on models that analyze traffic data
combined with timeline information. The factor analysis method is used to derive the results of factor analysis, obtain the
three major public factors and comprehensive factor scores, and combine the results with the BP neural network model to
conduct a nonlinear simulation study on local governmental debt risk. A potential semantic analysis model based on Gaussian
probability is presented and compared with other methods, and experimental results show that this model can provide a
robust, over-the-top anomaly detection in a fully automated, data-driven solution.

1. Introduction

In wireless networks, the collected data includes different
feature values and time axis. To find and detect anomalies,
the values can be processed and modeled using an unsuper-
vised algorithm [1]. By using unlabeled data, the algorithm
assumes that the information about whether a factor is an
outlier is unknown [2]. This is often the case, as anomalies
in traffic data are rare and generally exist in multiple forms.
The unsupervised algorithm automatically classifies and dis-
tinguishes between data structures and patterns [3]. Instead
of directly detecting anomalous data, the algorithm describes
and groups the data and then derives anomalous regions
from these groups. The main advantage of this method is
the ability to detect previously unforeseen or unanticipated
anomalies. Another factor considered in wireless networks
is the timeline [4]. When data is collected, this temporal
information is usually collected along with it but is not widely

used in the traditional anomaly detection process. However,
network load fluctuates from day to day. For example, a nor-
mal value during a peak period may be an anomaly and not
yet be detectable. Adding a timeline attribute to a model
can detect periodic behavior [5].

Over the years, in order to speed up the economic and
social development of the regions under their jurisdiction,
governments around the world have been doing everything
possible to increase their efforts to attract investment and
raise the intensity of investment and construction, and many
regions have even gone so far as to raise debt for construc-
tion and implement large-scale debt management, resulting
in a large amount of hidden debt being incurred and accu-
mulated [6]. In this process, the township government,
which is at the bottom of the government system, bears a
great responsibility for the risks arising from it and also
bears a lot of economic development costs [7]. Particularly
after the abolition of the agricultural tax, the township
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finance department is responsible for a large amount of
public expenditure, but due to the backward economic sit-
uation of the rural areas, the income has not increased
accordingly, and there is still a shortage of income and
expenditure for construction, resulting in increasingly
sharp contradictions between the income and expenditure
of the township finance, the debt burden has gradually
increased, and the financial risk has further accumulated
[8]. According to the disclosure of relevant sources, in
some areas of China, the financial risk of the township
as a prelude to the occurrence of a payment crisis in the
future of that government has developed to a very serious
point, many economically backward townships, due to the
uncertainty of a variety of economic factors and the impact
of the financial system and means of the defects themselves,
carrying a heavy financial burden; the township government
can neither properly perform its role in organizing revenue
and arranging [9]. They are also unable to guarantee the
needs of regional construction and various public expendi-
ture requirements, and regional economic development has
been seriously affected. How to solve the problems and diffi-
culties encountered in the development of township finance
and maintain the stability and sustainable development of
township government finance has become increasingly
urgent, and the study of township finance risk has become
a hot research topic in the relevant academic fields and an
urgent task for the relevant functional departments [10].
Even many people still believe that if the township govern-
ment has financial problems, they can only wait for the state
to issue relevant policies to solve them, resulting in the
financial risks at the lowest level not being given sufficient
attention [11]. This thesis is based on the evaluation and
prediction of township government finance in the current
period from the perspective of the debt risk of township
government and tries to provide useful ideas and ways to
prevent and solve the financial risk of township government
[12]. There are many different clustering algorithms, which
differ in the criteria used to measure object similarity: dis-
tance, density, or statistical distribution; the most common
and simplest clustering algorithm is K-means. Better detec-
tion methods combine statistical assumptions and clustering,
such as the Gaussian mixture model (GMM), which assumes
that all data points originate from some Gaussian mixture
distribution.

Local governments are not yet aware of the necessity
of establishing a local government debt risk early warning
system, and there are still many problems with debt risk
early warning, not only are there many shortcomings in
the construction of the indicator system, but there is also
a lack of risk early warning supervision, only individual
local governments have established a risk early warning
mechanism, and the debt risk information disclosure sys-
tem is not sound, so it is inevitable that there is a lack
of clear judgement on the size of local government debt
risk. The establishment and implementation of a scientific
local government debt risk early warning indicator system
can not only provide a real-time understanding of the
local government debt risk situation but also improve the
openness and transparency of China’s local government

debt, thereby reducing local government debt risk and safe-
guarding the prosperity and stability of the financial system
and the smooth operation of the economy. Based on the
research of scholars at home and abroad, this paper con-
structs a local government debt risk early warning indicator
system from four major aspects: local economic development
indicators, local government revenue and expenditure indi-
cators, local public risk indicators, and local government debt
indicators. The factor analysis method is used to derive the
results of factor analysis, obtain the three major public factors
and comprehensive factor scores, and combine the results
with the BP neural network model to conduct a nonlinear
simulation study on local governmental debt risk.

2. Related Work

Most of the methods of machine learning can be classified as
supervised or unsupervised. In anomalous text, supervised
methods use a dataset that includes already labeled outliers.
In order to separate the anomalies from the normal ones, the
classification algorithms are trained based on the already
labeled dataset. However, these algorithms are not applicable
to unintended types of anomalies or to the derivation of new
patterns. Because anomalies in telecommunications are rare
and diverse, the resulting models do not detect subsequent
anomalies. In addition, the cost of collecting training data
is usually too high, as anomalies are usually manually
flagged. In order to perform anomalous traffic detection,
our research focuses on unsupervised methods [13]. The
most effective methods are statistical- and clustering-based
methods. In the statistical-based methods, a basic model
assumption holds and outliers refer to points that are
observed with a low probability. Most of these models are
built based on Gaussian models. It is also possible to have
anomalous parameter distributions, where normal points
abnormally obey two different distributions [14]. In cluster-
ing methods, the aim is to separate data points and cluster
data points with similar characteristics into groups. Each
group is referred to as a cluster (clusters).

The similarity between objects can be defined in a pars-
ing way. There are many different clustering algorithms,
which differ in the criteria used to measure object similar-
ity: distance, density, or statistical distribution; the most
common and simplest clustering algorithm is K-means.
Better detection methods combine statistical assumptions
and clustering, such as the Gaussian mixture model
(GMM), which assumes that all data points originate from
some Gaussian mixture distribution. Estimates of the param-
eters are obtained by the EM algorithm, which aims to incre-
mentally increase the log-likelihood value of the dataset
through iterations. As mentioned in the references, several
studies have used GMM for outlier detection problems
[15]. Choosing the optimal number of clusters K is not easy.
Usually, different values are computed and then K is manu-
ally selected and improved. Methods for automatic selection
of the optimal K values exist, and research results have been
done to compare different algorithms. In telecommunication
traffic data, the timeline is another factor to be considered.
This information is referred to as contextual properties in
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some literature and can significantly improve the anomaly
detection. Indeed, some values are considered normal in cer-
tain situations (peak hours) but anomalous in other situa-
tions (off-peak hours). One way to add a time axis is to
introduce time series, such as cubic exponential smoothing
and wavelet transforms [16]. A simpler approach is to create
a specific model for each time period. An example would be
to create a model for each hour of the day. Anomaly detec-
tion algorithms that combine the latter approach with Gauss-
ian models have been studied. Another approach that takes
the time axis into account is the initialized Gaussian mixture
model—the GMM—which is a K Gaussian mixture distribu-
tion, with each distribution accounting for different weights
as time varies. The first application of this method to text
mining is a hybrid classification distribution named Probabi-
listic Latent Semantic Analysis (PLSA) [17]. The technical
term is called GPLSA (combined Gaussian distribution)
and is commonly used in recommender systems. There are
no articles on the use of GPLSA techniques for anomaly
detection.

Artificial neural network early warning methods origi-
nated in the field of artificial intelligence, which is actually
an operational model formed by a large number of inter-
connected neurons (or nodes). Each neuron can represent
a specific class of output functions, which can also be
called excitation functions [18]. Every arbitrary connection
between two neurons represents a weight value of the sig-
nal passing through that connection. The output of the
artificial neural network differs depending on the choice
of connection, weight value, and type of output function
of the network [19]. The early warning method does not
require a strict distribution of data and has the ability to
handle information omission. Comprehensive analysis of
the above, using the integrated early warning method is
more scientific and reasonable than the results derived
from a single early warning method and can better ensure
the effectiveness of the early warning results, and the govern-
ment debt risk early warning model currently established in
China mainly uses the linear relationship between indicators,
while in fact, the early warning system is a multifaceted,
nonlinear, and complex determination system [20]. Among
the comprehensive early warning methods, the artificial
neural network-based early warning method has the charac-
teristics of nonlinearity, fault tolerance, and generalization
ability compared with the other two early warning methods,
which not only excludes the tendency of subjectivity but also
can eliminate the factor of colinearity, and thus has more
advantages [21].

3. Unsupervised Wireless Network-Based

3.1. Unusual Warning of Governmental Debt Risk. Being able
to accurately predict the local governmental debt situation is
the primary purpose of constructing an early warning index
system for local governmental debt risk. Because the current
study of local government debt risk in China is only at the
primary stage, the risk estimation is only at the lower level
of qualitative and quantitative research, which cannot intui-
tively derive the local government debt risk status. There-

fore, if we want to understand the development direction
of local government debt risk and the degree of risk in a com-
prehensive and systematic way, we must reasonably design
the local government debt risk early warning index system
and draw accurate conclusions through the analysis of
empirical test results. The direct purpose of the study of local
government debt risk early warning indicator system is to
prevent and resolve local government debt risk, as shown in
Figure 1. Thus, in order to be able to effectively monitor the
local governmental debt situation, to put forward counter-
measure suggestions for preventing and resolving the poten-
tial risks of local governmental debt according to the degree
of risk, and to avoid the risk of local governmental debt,
the construction of the debt risk early warning index sys-
tem is imperative. Maintaining the smooth operation of
the economy is the ultimate purpose of constructing the
local government debt risk early warning indicator system.
Because of the vertical and horizontal transmission mecha-
nism of debt risk, the expansion of debt risk will eventually
have a negative impact on the fiscal balance, the financial
sector’s capital operation, and the prestige of the govern-
ment and eventually fuse together to affect the smooth
operation of the economy and the stable development of
society. Therefore, for the normal development of the social
economy, it is necessary to construct a risk early warning
indicator system.

To ensure the rationality and scientificity of the con-
struction of the risk early warning indicator system, it is
necessary to adhere to the construction principles. The
main construction principles are as follows:

(1) The principle of comprehensiveness. Early warning
indicators should be comprehensive, and not just a
few representative indicators, because too few indi-
cators will easily miss some key indicators, and the
constructed early warning indicator system will not
guarantee effectiveness

(2) The principle of relevance. An accurate indicator
system must adhere to relevance. This relevance
means that it is relevant to the risk of local govern-
mental debt and that the indicators ensure that they
reflect the level of local governmental debt risk

(3) Principle of structure. The selected risk warning
indicators reflect the level of local economic develop-
ment, the balance of local fiscal revenues and expen-
ditures, the risk status of the state-owned and
financial sectors, the level of local government debt
risk and other conditions, and the structural division
of factors affecting local government debt risk

(4) The principle of realism. The early warning indicator
system should not blindly draw on the experience
and practices of other countries but should be con-
sistent with the national situation of local govern-
ment debt in China and can truly reflect the
mechanism and characteristics of local government
debt risk formation under the background of the
existing system in China
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The selection of local government debt risk methods is
different, the samples selected will be different, the required
early warning methods will be different, and the final size of
the risk derived will be different. Therefore, after a compre-
hensive analysis of the characteristics, applicability, and
operating principles of each early warning method, a reason-
able early warning method is selected and conclusions with
certain realistic significance are drawn. To sum up, there
are two main early warning methods for local government
debt risk: the single indicator method and the comprehen-
sive indicator method.

(1) Single indicator approach

The single-indicator method refers to the selection of a
few single indicators with the greatest impact from a large
number of local government debt risk measurement indica-
tors, and judging the size of local government debt risk
based on the risk threshold value of each single indicator.
Commonly used indicators include debt service ratio, debt
dependency ratio, fiscal deficit ratio, local government debt
burden ratio, debt growth rate, and other indicators. It is
enough to choose one of these indicators to detect the risk
of local governmental debt. This method is simple and easy
to operate, only needs to obtain the relevant data of the
required indicators, and combined with the international
common alert value can be derived from the debt risk size.
However, this method also has certain shortcomings:
because each indicator has more or less influence on the
degree of local government debt risk, the conclusion of just
one indicator is largely one-sided, and the accuracy of the
results cannot be guaranteed; the development of local gov-
ernment debt is a dynamic development system; only one
indicator reflects the static level of risk in the current period
and cannot monitor the longer-term debt risk. It is not pos-
sible to monitor the debt risk over a longer period of time.

(2) Integrated early warning method

The comprehensive early warning method is to select
multiple indicators that can represent various types of risks
for a systematic and comprehensive analysis of risks on the
basis of a comprehensive consideration of various risk fac-
tors, so as to draw a comprehensive conclusion on the size
of risks. The comprehensive evaluation method can compre-
hensively analyze the degree of influence of various types of
indicators on government debt risk and can well compensate
for the one-sidedness of single-variable models, which has
become the main research method adopted by the theoreti-
cal community. At present, the three main comprehensive
early warning methods commonly used for early warning
of local government debt risk are the Z-score model, fuzzy
comprehensive evaluation method, and artificial neural net-
work evaluation method.

① Q fraction model

The Q-score model is a multivariate discriminant analy-
sis model that requires specifying the values of the observed
variables and determining the classification of the observed
objects. First of all, many variables are censored, and then,
a few variables that can reflect the discriminant information
to the greatest extent are obtained by some methods, and
then, a discriminant function is established for these vari-
ables obtained by screening, and the discriminant coeffi-
cients of each variable are determined, and finally, the
observed values of the independent variables are brought
into the discriminant function, and the discriminant values
can be derived, as shown in Figure 2. The general form of
the discriminant function is as follows:

Q = q1x1 + q2x2+:⋯ +qixi,
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Figure 1: Early warning indicator system for local government debt risk.
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where W1, W2, and W3 are the discriminant coeffi-
cients of each variable; X1, X2, and X3 are the characteristic
variables, and Z is the discriminant value. The comprehensive
early warning method of the Z-score model needs to pay
attention to the determination of the discriminant coefficients
of each variable, in addition to the reasonable selection of
screening methods. At present, there are two commonly used
methods for determining the discriminant coefficients: subjec-
tive determination method and objective determination
method. The subjective determination method is an expert
evaluation method, in which experts in the field determine
the weight coefficients by judging the importance of the indi-
cators in the index system, which has a greater subjective
tendency; the objective determination method, such as the
correlation coefficient method and factor analysis method,
removes the subjective factors to a certain extent, but its rea-
sonableness is open to question.

② Fuzzy integrated evaluation method

The fuzzy comprehensive evaluation method is a method
based on fuzzy mathematics, which can convert qualitative
evaluation into quantitative evaluation, and is a comprehen-
sive early warning method. Whether the selection of evalua-
tion indicators of this method is appropriate will directly
affect the accuracy of the evaluation results. The specific
implementation steps are as follows: first, determine the
weight value of each index by using expert experience or
AHP hierarchical analysis; second, establish the affiliation
function and construct the evaluation matrix; third, select
the suitable synthetic factors to obtain the synthetic results
and interpret the synthetic results. This evaluation method
was proposed in 1965 by Professor Chad (L. A. Zadeh), an
American automatic control expert, to express the uncer-
tainty of things. The advantage of the fuzzy synthesis evalua-
tion method is that it has clearer evaluation results and
stronger systematization, which is advantageous for dealing
with fuzzy and difficult to quantify problem bureau. Since it
was proposed, it has been widely used in many fields such
as robotics, process control, subway locomotives, fault diag-
nosis, medical diagnosis, sound recognition, image process-
ing, bidding, and quotation. A major difficulty of the fuzzy
comprehensive evaluation method is about the determina-

tion of evaluation indicators, and the current common
method of determining the weights is the expert evaluation
method or using the same weights for each indicator, which
is more subjective and affects the accuracy of the early warn-
ing results.

③ Early warning methods based on artificial neural
networks

Artificial neural network early warning methods origi-
nated in the field of artificial intelligence, which is actually
an operational model formed by a large number of intercon-
nected neurons (or nodes). Each neuron can represent a
specific class of output functions, which can also be called exci-
tation functions. Every arbitrary connection between two neu-
rons represents a weight value of the signal passing through
that connection. The output of the artificial neural network
differs depending on the choice of connection, weight value,
and type of output function of the network. The early warning
method does not require a strict distribution of data and has
the ability to handle information omission. Comprehensive
analysis of the above, using the integrated early warning
method is more scientific and reasonable than the results
derived from a single early warning method and can better
ensure the effectiveness of the early warning results, and the
government debt risk early warning model currently estab-
lished in China mainly uses the linear relationship between
indicators, while in fact, the early warning system is a multifac-
eted, nonlinear, and complex determination system. Among
the comprehensive early warningmethods, the artificial neural
network-based early warningmethod has the characteristics of
nonlinearity, fault tolerance, and generalization ability com-
pared with the other two early warning methods, which not
only excludes the tendency of subjectivity but also can elimi-
nate the factor of colinearity, and thus has more advantages.

3.2. Public Crisis Management Exception Warning. A public
crisis is a type of crisis that is more impactful and damaging.
Generally speaking, no matter what type of crisis, events
that involve the interests of the majority of the public,
potentially or in fact generate undesirable social, economic,
or political problems, and require government involvement
or governance to contain the expansion of the crisis are
public crises. From a philosophical perspective, crises and
public emergencies are related in a general and specific way.
According to the manifestations of sudden public events,
crises can be divided into natural disasters, catastrophic acci-
dents, public health events with a sudden impact and sudden
social security responsibility events, and finally, economic
and political crises. As for the specific definition of a public
crisis, a public crisis is a situation in which people’s common
and important life goals are interrupted in the face of a public
emergency, as shown in Figure 3. In short, that is, through a
certain method is the original gray information into white
information; the advantage is that there is no requirement
for the number of samples and it does not need to obey any
specific distribution, especially in the case of a small amount
of data or when the calculation conditions are not met, it can
better reflect its advantages. The term “impeded condition” is

One dimensional structure Q = q1x1+q2x2+...+qixi

q1x1 q2x2
Q-transf Q-transf

G
ro

up
s

Preprocessed data set

Figure 2: q-fraction model.
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used here to refer to the inability of individuals or small
groups of people to change or improve the situation in
the face of a public emergency; it further emphasizes the
inevitability and public nature of public crises. Robert
McNamara, a former U.S. Secretary of Defense and Presi-
dent of the World Bank, suggested that “the strategy of
the future may cease to exist and will be replaced by pub-
lic crisis management.” This statement fully reflects the
importance of public crisis management, which has changed
from a single emergency management to a multifaceted
collaborative social crisis management, and further illustrates
the importance of public crisis early warning. Once a public
crisis breaks out, the normal way of functioning of the mem-
bers of the society in the region to which it belongs will be
greatly affected or even destroyed, and numerous social rela-
tionships will be out of balance, which in turn will affect a
wider scope or even a society-wide change in the environ-
ment. Compared to ordinary crises, public crises are
extremely socially harmful, uncontrollable, significant, and
widespread.”

A public crisis is a state of emergency in which events
occur suddenly under uncontrollable circumstances, causing
threats and damage to the normal operation of society and
the order of survival of the people, life, and property. For
example, the Sanlu tainted milk powder incident, the
Wenchuan earthquake, the Shanxi mining disaster, and
other crises that cause explicit or invisible harm to human
life can be classified as public crises. Although public crises
are unpredictable and difficult to prevent and control, there
are still special laws that can be explored and used. The
importance and necessity of public crisis management have
emerged by exercising human initiative; grasping these laws,
coupled with feasible and operable measures and coordina-
tion, public crises can be effectively controlled. Different
scholars have given different understandings of public crisis
management. According to Steven Fink, an American crisis
management expert, public crisis management is “the art
of systematically removing risk and uncertainty from a crisis

at a turning point in an organization’s future, so that the
organization is more in control of its own future.”

It can be seen that the earliest crisis management in
business management provides a good way to respond to
the “principle of exception” for leaders, and it can also
be seen as an art of leadership. As the application of pub-
lic crisis has expanded, public crisis theory has emerged in
more areas. Xia Shuzhang, a political scientist in China,
pointed out that “public crisis management is a dynamic
process, including pre-crisis early warning management,
crisis emergency treatment and post-crisis aftercare, which
is an all-round management behavior. The tasks of crisis
management include four aspects: dealing with accidents,
controlling the situation, coordinating relations, and reshap-
ing the image.” These scholars’ views provide a template and
basic starting point for the study of public crisis management
in China, as well as a model for our government to follow to
enhance its ability to respond to crises.

Crisis management is a part of government manage-
ment, and public crisis management is a part of crisis man-
agement, so public crisis management becomes a duty of the
government and an important way for the government to
enhance its image and trust. Looking at the views of many
scholars, the author defines public crisis management as
follows: public crisis management refers to a new dynamic
management process in which public organizations make
scientific decisions and deal with and summarize public
crisis cases through reasonable monitoring of crises, with
the aim of eliminating or reducing the threats and losses
caused by crises, thus making crisis handling scientific and
systematic. Public crisis management, sometimes referred
to as government crisis management, is the management
activities carried out by the government in response to
public crisis events and is a solution to the sudden and
devastating problems in the government’s external interac-
tions and internal management. Public crisis management
initially arose and was applied in business management.
Along with the deepening of government administrative
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Figure 3: Early warning of public crises.
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reform, the government constantly has to introduce the
advanced management concepts of enterprises in order to
establish a service-oriented government, and public crisis
management has developed and grown to become an impor-
tant function of the government. Coupled with the increasing
socialization and globalization of crisis events, the impor-
tance and urgency of public crisis management research have
attracted the common attention of all countries and active
concerted cooperation.

3.3. Risk Early Warning Models and Evaluation Indicator
Systems. Debt is an important channel and means to raise
construction funds, but it is a “double-edged sword”; if used
properly, it can promote economic and social development;
otherwise, it will form a heavy debt burden and increase
the risk of government debt. 2010 onwards, due to the
implementation of macrocontrol policies by the central gov-
ernment, the economic growth rate has slowed down and
the uncertainty of the real estate market, resulting in the
local government debt problem, especially the township gov-
ernment debt uncertainty in the real estate market, resulting
in local government debt, especially township government
debt, has become increasingly prominent. The long-term
accumulation of township government debts will have
serious implications for the future financial operations, eco-
nomic development, and social stability of township-level
governments once debt risks and crises are formed. In order
to detect and effectively solve the debt and financial risks of
the township-level government in a timely manner, to adapt
the scale of debt to the social and economic development,
and to give full play to the role of debt in promoting
economic development, it is necessary to establish a set of
guiding financial risk evaluation models for township gov-
ernments based on the debt risk index system, to guide
township governments to accurately grasp and scientifically
analyze the debt situation, so as to keep the scale of debt
control within a bearable range and maintain a good quality
of financial and economic operation.

The evaluation of the financial and debt risks of town-
ship governments is a comprehensive, complex, multifactor,
multiobjective, and integrated problem. Since multiple fac-
tors or indicators will play a role in the evaluation process,
the existing evaluation becomes a comprehensive judgment
under the joint influence of multiple factors, and the problem
becomes a problem with universal significance encountered
in the multifactor decision-making process, where evaluation
is for decision-making, and decision-making cannot be sepa-
rated from evaluation. Comprehensive evaluation is the
premise of scientific decision-making and is an important
basic work in scientific decision-making. Comprehensive
evaluation, in short, is to adopt a certain method or means
to all evaluation objects, based on the existing or given condi-
tions, to assign values to each object, and to rank according to
the assigned values. The problem of evaluating the financial
risk of the township government involved in this paper can
actually be summarized as a comprehensive multi-indicator
evaluation problem, through a certain comprehensive evalu-
ation mathematical function, combining multiple indicators
into a comprehensive indicator; there are many methods of

combination; the key lies in how to choose a more appro-
priate method according to the decision-making needs and
the characteristics of the evaluated system. In the middle
of the last century, fuzzy mathematics was widely used
in comprehensive evaluation, and with it came the new
method of fuzzy comprehensive evaluation of qualitative
indicators. The 1970s-1980s was the era of modern scientific
evaluation, during which a variety of widely used evaluation
methods, such as hierarchical analysis and data envelopment
analysis, were produced. 1980s-1990s was the era of modern
scientific comprehensive evaluation, in which various fruitful
researches on evaluation theories, methods, and applications
were carried out, such as the application of artificial neural
network technology and grey system theory applied to com-
prehensive evaluation.

In traditional cybernetics, a black system characterizes
information that is unknown, a white system characterizes
information that is clear, and a gray system characterizes
an intermediate system between the two. This type of system
is usually information-poor, and traditional evaluation
methods are not effective. The object of study is an
information-poor uncertain system, and the processing and
development of known information is usually used to
achieve an accurate description of the system. Gray system
theory mainly adopts the new method of correlation degree
analysis, after determining the data series, calculates the
correlation degree according to the corresponding formula,
and reflects the closeness of different evaluation targets to
the standard, or its degree of merit, and the evaluation target
with the largest correlation degree is determined as the best.
The above situation can be attributed to the incompleteness
of information systems, that is, “grayscale.” This method
starts from the incompleteness of information and the com-
plexity of the system and analyzes the data at a certain level
through mathematical methods to understand the trends
and the related checks and balances. Relevance analysis is
the main element of the theory, and it is a simple, reliable,
and adaptable method to characterize the strengths and
weaknesses of different evaluation objects by determining
the degree of relevance.

4. BP-Based Artificial Neural Network for Risk
Management and Analysis

The computational process of storing the internal laws of
information in the weight matrix during the training process
of the network is called learning. The basic computational
element of an artificial neural network is the neuron, which
is a characterized simple description of the neuronal struc-
ture of the human brain, with the main component being a
nonlinear element consisting of multiple sets of inputs and
a single set of outputs, the structure of which is shown in
Figure 4.

In the above figure, ui characterizes the internal state of a
neuron i, xj is the input layer signal, θi is the threshold, wij is
the weight of each input layer connected to the neuron, and
Si is the control signal of some external input. The neuron
model shown in the figure is often described by a first-
order differential equation, expressed by simulating the
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change in synaptic potential of a biological neural network
over time as

t〠
n

i=1
xiqi =

∂ui
∂t

+ ui xð Þ,

xi tð Þ = f ui tð Þ½ �:
ð2Þ

The activation function of the neuron output is denoted
by f . The following expression is often used to represent the
nonlinear characteristics of artificial neural networks:

(1) Jumping type, i.e., step function

xi tð Þ =
0, t > 1,
1, t ≤ 1,

(

u tð Þ =
0, t > 1,
1, t ≤ 1:

( ð3Þ

(2) S-type, i.e., Sigmoid function

f uð Þ = 1
1 + e −u/cð Þ2 , ð4Þ

where c is a constant. This function can reflect the saturation
property of neuron, and because its function is continuously
derivable, adjusting the parameters of the curve can obtain a
function similar to the leap-function. Therefore, this func-
tion is widely used in the output characteristics of a variety
of neurons. The artificial neural network model technology
is derived from people’s research on the processing and
judgment mode of information by the neural network sys-

tem of human brain. Through the deep understanding and
reasonable simplification of the working principle of
human brain, the artificial neural network model similar
to the thinking, learning, and training mode of human
brain is designed and improved, and the output of the
final calculation result is realized by simulating the neuron
structure, signal transmission, and processing of human
brain, as shown in Figure 5. In general, neurons are the basic
components of artificial neural networks, and a large number
of neurons constitute a nonlinear dynamic system through
combination, whose main characteristics are high parallel
computing capability, strong information processing capabil-
ity, and dynamic feedback capability.

The learning process of artificial neural networks, which
can also be referred to as the training process, focuses on
optimizing the different parameters of the network (includ-
ing weights and thresholds) by the action of the stimuli to
which the network is subjected, prompting the neural
network to respond to external stimuli and the environment.
Learning based on sample information and environmental
stimuli and improving its performance during the learning
process are precisely the most valuable qualities of the
method. Depending on the different ways in which the
learning process is organized, learning approaches can be
divided into two categories, namely, supervised and unsu-
pervised learning, as shown in Figure 6. For supervised
learning, a certain number of training samples, called train-
ing pairs or training sets, need to be prepared for the learn-
ing and training of artificial neural networks. During the
learning process, not only the input patterns need to be
given but also the corresponding target patterns at the out-
put, called mentor signals, i.e., desired outputs. During the
learning training, the input patterns in the training set are
adopted one by one and the actual output patterns are com-
puted according to the model and their errors are obtained
after comparing with the mentor signal. The weight matrix
is then adjusted according to the error and the model algo-
rithm, which aims to reduce the error. By continuously using
different training sets and iterating this computational
model repeatedly, the computational results are obtained
under the condition that the error is lower than the desired
error by adjusting the weights and thresholds, etc.

The computational process of storing the internal laws of
information in the weight matrix during the training process
of the network is called learning. This process requires not
only storing the corresponding information but also sum-
marizing the internal laws of the information. The process
of presenting the learned internal laws in the output layer
of a trained artificial neural network under the action of an
input pattern can be called association (or memory). The
aforementioned patterns of stored intrinsic laws can be
divided into two categories: spatial and temporal graphs.
Association is one of the main features of the human brain
and can also be divided into self-association and association
with others. An association that associates all the features of
a thing from a part of the thing is called self-association,
while an association from one thing to another is an associ-
ation of others, as shown in Figure 7. The learning of artifi-
cial neural network is mainly based on some training rules

3⁎3

K2

K3

Cell similarity modification

Extract the optimal K value from 2 to 10

S dot the negative correlation

Figure 4: Neuron model.
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determined by the model, and its memory function is real-
ized by dynamically modifying the values of connection
weights between units and storing the specific pattern
distribution of the learned content in the structure of the
computational model. Repeating the above process, new

patterns of other contents can also be learned. There are
dozens of models of artificial neural development so far,
but in general, they can still be divided into three categories:
forward networks, feedback networks, and self-organizing
networks, and the BP artificial neural network with error
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back propagation algorithm proposed in the mid-1980s is
still one of the most widely used models so far and is the core
part of the forward network, representing the most perfect
and essence of the artificial neural network model.

The above indicators take GDP as the main base vari-
able, the indicators contained in the two subsystems of debt
characteristics and debt servicing capacity as the main indi-
cators, and the socioeconomic subsystem and the indicators
contained therein as auxiliary indicators, and the scale risk,
change risk, and debt servicing risk of the township govern-
ment debt are considered comprehensively, with the aim of
comprehensively analyzing the debt pressure faced by the
township government and accurately reflecting the financial
and debt risks of the township government risk, as shown in
Figure 8. In order to determine the weight values of the
above seven risk evaluation indicators, this study designed
a questionnaire and distributed 90 copies to experts or prac-
titioners in related fields (such as staff of relevant govern-
ment departments, experts from universities and research
institutions, and master and doctoral students from univer-
sities) in order to obtain comparative findings on the relative

importance of different indicators. The actual number of
valid questionnaires collected and collated was 75.

5. Conclusion

Focusing on the financial risks of township governments
caused by debt risks, this paper starts from the definition
of the concepts of financial risks and debt risks of township
governments, summarizes the characteristics of debt and
financial risks of township governments, and analyzes the
main causes of the above risks from the aspects of economic
system, financial system, and debt management. Based on
the above analysis and summary, this paper draws on the
idea of traditional comprehensive evaluation and applies it
to the construction of comprehensive evaluation indexes
for the early warning system of township government finan-
cial risk. In calculating and evaluating the debt risk of town-
ship governments, the debt risk is decomposed into several
interrelated and independent individual risk indicators,
mainly including fiscal deficit rate, debt burden rate, debt
ratio, debt dependency, debt growth rate, debt service rate,
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Figure 7: Output of triple association results.
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and debt overdue rate. And according to the importance
degree of the above risk indicators in the overall debt risk,
the weight of them in describing the risk of township gov-
ernment debt was determined by using hierarchical analysis.
Finally, the overall indicators for the comprehensive evalua-
tion of the fiscal risk early warning model of the township
government are then obtained through the comprehensive
weighted average calculation method. This paper argues that
what is lacking in the current fiscal risk early warning model
is precisely the area where BP artificial neural networks are
good at, such as pattern processing, function approximation,
and optimization processing. The early warning indicators
correspond to the input layer data of BP artificial neural
network, and the risk intervals correspond to the results
obtained after the risks are classified, and it can be seen
through the study that local government debt risk early
warning is suitable for the use of neural networks. In this
paper, the model of township government financial risk early
warning is constructed by using the BP neural network
method, and a visual user interface based onMatlab language
is written, which is convenient for model setting and sample
data input, and the human-computer communication is
smoother.

In the future, individual local governments have estab-
lished a risk early warning mechanism, and the debt risk
information disclosure system is not sound, so it is inevitable
that there is a lack of clear judgement on the size of local
government debt risk.
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