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Thanks to the maturity and innovation of embedded technology, products based on embedded platforms continue to penetrate
people’s lives and play a pivotal role in various fields of society, while the development of data acquisition systems based on
wireless communication of embedded microprocessors is one of the frontier directions of embedded development. Modern
commercial bank risk management system includes risk control organization, risk measurement techniques (including risk
warning), risk avoidance techniques, and total risk management model. In this paper, a multichannel data acquisition system
combined with a wireless sensor platform is designed for early warning of default risk of Internet financial bank customers,
which can realize real-time monitoring, acquisition, display, and data storage of DC signals and indoor environment
information output from sensor platforms or electronic devices, and for frequent transactions, fund splitting, and mortgage
pledging related to complex customers in today’s e-commerce platform, which triggers when the associated enterprise credit
risk presents complexity, continuity, wholeness, multiplicity, volatility, severity, etc., it is used to improve risk judgment and
risk warning ability, enhance investment risk response ability, and reduce the related losses caused by marketing risk.

1. Introduction

With the iterative update of embedded microprocessor plat-
forms, data acquisition devices based on embedded micropro-
cessor platforms have been fully used in a wide range of fields.
Data acquisition using data acquisition systems with inte-
grated multiple sensors is a common way for people to under-
stand the external world and themselves, and it converts
continuous analog signals from the outside world into digital
signals for computer processing for user observation and anal-
ysis [1]. With the development of the modern financial indus-
try, large customers of commercial banks are becoming more
and more prominent and significant. Increasing the screening
services of these customer groups and consideration of their
risks are of far-reaching significance for strengthening the
control of the entire financial risk within the bank. The boom
of the consumer side also makes the credit business in Internet

finance hot, and various credit products start to be launched,
which also brings more challenges to credit risk control. These
customer businesses, with the development of the market
economy and continuous restructuring within the financial
industry, have surfaced more financial services needs that have
an important impact on the risks of the financial industry. In
this process of the bank’s business itself and management
system, there are also many complications. Recently, the
development of information technology in the financial mar-
ket and the advancement of technology have led to radical
changes in the previous traditional business model of com-
mercial banks. The continuous pioneering innovation and
perfect development of the commercial bank’s marketing
model and business philosophy have prompted a major turn-
around of the bank’s traditional service concept and informa-
tion exchange platform, information medium, and carrier.
With the rapid development of the market economy of the
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financial industry and the trend of complexity, diversification,
and multipolarity of investment subjects, the risk investment
management of commercial banks has not only become a
pillar of modern microfinance but also one of the core service
functions of modern commercial banks [2]. These risk man-
agements in banks include the early warning of risks in the
early stage, mechanisms of risk disposal programs, and specific
implementation methods of risk treatment. Therefore, risk
management, including risk early warning, has an extremely
important position in the management of commercial banks.
Specifically, the risk management system of modern commer-
cial banks includes risk control organization, risk measurement
techniques (including risk early warning), risk avoidance tech-
niques, and a comprehensive risk management model [3]. The
content included in the early warning is all-encompassing and
extremely rich, which includes factors of human resources,
internal high-tech early warning identification and assessment
scoring systems, and partly from other sources such as the
expected judgment of historical, current, and future social
development, economic, and industry trends.

Through embedded microprocessors, combined with wire-
less communication acquisition technology, we have taken the
initiative to introduce and actively apply advanced risk warn-
ing, risk measurement methods, and risk management tech-
niques. The focus is to improve risk judgment and risk early
warning capability, enhance investment risk response capabil-
ity, and reduce losses associated with marketing risks by target-
ing frequent transactions, fund splitting, and collateral pledging
related to complex customers in today’s e-commerce platforms,
which leads to the complexity, continuity, integrity, multiplic-
ity, volatility, and severity of associated enterprise credit risks,
and else, and then promote the banking industry in the finan-
cial and commercial aspects. In this way, we will promote the
healthy development of the banking industry in the areas of
finance, business, and corporate investment.

2. Related Work

The application of embeddedmicroprocessor wireless commu-
nication data collection systems in the field of credit risk man-
agement is mainly at two levels: various types of structured as
well as unstructured customer data processing capabilities
and evaluation models based on data mining, artificial intelli-
gence, and other technologies.

The literature [4] argues that under the Basel II regulation,
the competition of commercial banks is the competition of
banks’ risk management capability, which includes risk identi-
fication, measurement, evaluation, control, and risk culture.
The literature [5] uses the theory of information asymmetry
to analyze the causes of credit risk in commercial banks, man-
ifested both internally and externally to the bank, and argues
that credit risk management in commercial banks is whole
process management. The literature [6] introduced the char-
acteristics of credit risk that distinguish it from other financial
risks, including probability distribution thick-tailedness, non-
systematic, and information asymmetry, and argued that there
are problems in commercial banks’ credit risk management
such as insufficient rating system, internal control system,
legal system, and relatively backward quantitative manage-

ment level. The literature [7] discusses the techniques and prac-
tices of Chinese commercial banks to implement internal rating
method (IRB) to enhance risk measurement and refinement
management by introducing the Basel Accord, where credit risk
measurement is discussed in the sections on nonretail exposure
rating, credit risk measurement model, credit scoring for retail
credit business risk, internal rating for retail exposure, and
credit rating model, respectively. The literature [8] discusses
the application of quantitative credit risk models from the anal-
ysis of the current situation of the construction of customer
credit rating systems of commercial banks at home and abroad.
The literature [9] used the Bayesian discriminant method, logis-
tic regression model, and BP neural network model to identify
credit risk and found that the accuracy of the three to improve,
but the BP neural network model lacks the explanation ability
than the previous two. The literature [10] analyzed the general
idea of establishing a commercial bank management informa-
tion system and concluded that the commercial bank manage-
ment information system should be divided into a business
processing system, management information system, and
president’s decision system in terms of architecture and eight
modules including risk control management system in terms
of module structure. The randomness, short-time reciprocity,
time-varying, and uniqueness of wireless channel characteristics
are the basis of the physical layer key generation techniques.

The literature [11] considers that the overall structure of
the risk management system of commercial banks is a
checkerboard-like grid system formed by the intersection of
horizontal and vertical, with the horizontal structure divided
according to the risk management procedures in sequence
and the vertical structure divided according to different busi-
nesses. The literature [12] proposed a dual-threshold voltage-
based D flip-flop based on CMOS circuit design and improved
the clock response circuit of the flip-flop. The literature [13]
proposes a checkpoint fault-tolerant low-power scheduling
technique for real-time embedded systems. The literature
[14] proposes a system power optimization idea and design
flow based on hardware-software codesign and looks forward
to the development direction of SOC low-power design. The
literature [15] gives a method to represent the program execu-
tion process using AOV nets and, on this basis, analyzes the
critical path of the program operation, finds out the part of
the program that can be frequency adjusted and the adjust-
ment magnitude, and minimizes the overall energy consump-
tion of the program while keeping the program performance
unchanged. The literature [16] improves the low-power sched-
uling algorithm based on the DVS technique and proposes a
strategy based on average idle time allocation. The algorithm
calculates the static running speed and recovers static idle time
based on the utilization in the offline phase, recovers dynamic
idle time to regulate the running speed of the processor in the
online phase, and shuts down the processor using dynamic
power management techniques at the right time to reduce
the processor energy consumption. Further in-depth research
in literature [17] analyzes the current situation of methods,
index system, and control of domestic commercial banks’ risk
evaluation and points out how to build a framework system for
banks’ internal credit rating models and how to target to avoid
the many existing risk defects.
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3. Principle Model of Embedded
Microprocessor Wireless Communication
Data Acquisition-Assisted Internet Financial
Bank Customer Default Risk Early Warning

3.1. Embedded Microprocessor Wireless Communication Data
Acquisition Principle.Most signals in nature exist as nonelectric
signals, such as temperature, humidity, and pressure, and other
nonelectric signals; to collect and analyze such signals, it is nec-
essary to convert these signals into electric signals through sen-
sors and other devices to input computer equipment for data
processing, analysis, and storage; the process can be summa-
rized as the workflow of the data acquisition system [18]. The
data acquisition system is divided into two major parts, as
shown in Figure 1, the hardware part of the data acquisition
card and the software part of the upper computer.

There are many types of wireless communication methods,
and several common wireless transmission methods are GPRS,
WI-FI, ZigBee, and Bluetooth. The ZigBee network includes
three types of nodes: aggregation node (i.e., ZigBee coordina-
tor), routing node (i.e., ZigBee router), and terminal node.
The aggregation node acts as the center of the network, and this
node is responsible for the establishment and maintenance of
the network. The routing node provides the transmission path
for data transmission. ZigBee network can support three types
of topologies: star, tree, and mesh, as shown in Figure 2 for
ZigBee network topology. In star topology, the aggregation
node is responsible for the establishment of the network, while
the end nodes (routing nodes or end nodes) communicate
directly with the aggregation node [19]. In tree topology, the
aggregation node functions in the same way as the star topol-
ogy. And other nodes communicate indirectly through routing
nodes or directly with host nodes. In a mesh topology, the
aggregation nodes function as in star topology. Through these
features of the wireless channel, the confidentiality, privacy,
and security of user data in the process of default risk warning
for Internet financial banks aided by wireless communication
data collection systems can be ensured. Other nodes can com-
municate with the aggregation node by selecting the transmis-
sion path between them.

The establishment and maintenance of the network
depend on the aggregation node. The aggregation node
establishes the network by listening at a specified range of
channels, obtaining the channel energy level and then per-
forming a sequential scan, and the aggregation node selects
the channel containing the least number of networks. For
example, the application can also establish the network by
specifying a working channel. After determining the com-
munication channel, the device can set the remaining net-
work parameters (including PAN identifier, network
address, and extended PAN identifier) to establish the net-
work. The principle is as follows:

min K xð Þ = pb
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b2 + 7ac
p

3a

ð

Ω

1 + ρð Þ∇ydydx, ð1Þ

where the PAN identifier is a 16-bit identifier. For the
aggregation node, this identifier is 0x0000 and the broadcast

PAN identifier is 0xFFFF. The ZigBee network can accom-
modate up to 65536 devices.

F ρð Þ =
ð

k−i2πωxm zð Þf xð Þdx: ð2Þ

The aggregation node establishes the network, and other
nodes communicate with the nodes by joining the network
established by the aggregation node. The ways of joining
the network can be classified as joining by connection,
rejoining, joining by configuration, joining by isolated
nodes, and joining by allowed nodes. The joining by connec-
tion method is where other nodes send a request command
by searching the surrounding network and determining the
network to join and the identity of the join.

KL x, yð Þ = δy
δx

⋅ 〠
n

i=1
XiYi: ð3Þ

Upon receiving a connection request, the aggregation node
determines to determine whether to allow other nodes to join
the network. The rejoining method is like joining via connec-
tion; the difference is that the rejoin network process interacts
with the rejoin request and response commands at the network
layer. Configure the joining method in the aggregation node to
directly configure the information of other nodes.

γd =
ð

βDirichlet m!ð Þ ⋅ ηrdm: ð4Þ

The isolated node join method is used after the aggregation
node is configured with other nodes and the other nodes join
the network.

τij t + 1ð Þ = 1 − ρð Þ ⋅ τij t − 1ð Þ −
Y

n−1

k=0
Δτk: ð5Þ

The allow node joining approach is used to cope with the
coexistence of multiple networks, and the network uses this
approach to control the joining of nodes. The departure of
nodes is simpler than the joining of nodes. The departure of a
node is divided into active and passive departure. The node
active leaving is done by sending a leave command. The passive
departure of a node on the other hand requires the aggregating
node to send a leave command to the leaving node. With the
popularity of multicore processor architectures, more and
more cores are being integrated into a single chip [20]. Using
off-the-shelf cores as redundancy becomes a viable solution.
Redundant multithreading (RMT) is an effective approach,
with the main principle of creating a thread on each core, each
running the same copy of the program and comparing the
resultant values computed in different cores at the point of
error detection. Since errors that occur on one core are not
propagated to the other core, if a resulting mismatch occurs,
it can be determined that a soft error occurred.

A large part of the embedded systems is the real-time
systems, which have strong real-time requirements. Embed-
ded real-time operating systems are low-cost, low-power,
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and small computers that are embedded in other mechanical
or electrical systems. Typically, they include a processor,
power supply, memory, and communication ports. Embed-
ded systems use communication ports and communication
protocols to transfer data between the processor and periph-
eral devices (usually other embedded systems). The proces-
sor interprets this data using software code stored in
memory. The software is usually specifically designed and
optimized for the functions undertaken by the embedded
system. The processor may be a microprocessor or a micro-
controller. A microcontroller is simply a microprocessor
with a peripheral interface and integrated memory. Micro-
processors use separate integrated circuits for storage and
peripherals, rather than including them on the chip. Both
can be used, but because microprocessors have less inte-
grated circuitry, they typically require more support cir-
cuitry than microcontrollers. A system on a chip (SoC) is a
complete system with multiple processors and interfaces

integrated on a single chip. They are often used in high-
capacity embedded systems. Some examples of SoC types
are application-specific integrated circuits (ASICs) and
field-programmable gate arrays (FPGAs). An embedded
real-time operating system is designed for real-time applica-
tions. It is intended to serve the real-time application
requests of embedded systems, industrial robots, research
equipment, and other systems. Although a single-core pro-
cessor can run only one thread at any given point in time,
the operating system allows multiple threads to execute
simultaneously. Real-time systems take advantage of the
concurrency of the processor precisely by making each
thread appear to be executed exclusively on the processor.
For example, if two tasks are executed simultaneously on a
single-core processor, they may appear to be running at
the same time from the perspective of both tasks. However,
the processor is only executing one task at the same
moment. Reliability and fault tolerance techniques are
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designed to prevent as a large amount of system failures as
possible when the system suffers transient errors (soft
errors). Transient errors, while not permanently damaging
hardware components, can cause transient bit flips (from 0
to 1 or 1 to 0) that can cause run failures or incorrect run
results. Researchers in academia and industry typically take
advantage of the redundancy inherent in modern systems
and the availability of redundant resources (such as extra
cores, time, or threads) to provide effective solutions to tol-
erate soft errors [21]. Error detection, error containment,
and error recovery are often the basic steps in providing reli-
ability against soft errors. Error detection techniques only
need to recognize the occurrence of soft errors. To prevent
the use of erroneous data by the system, the propagation of
the error needs to be isolated and the errant unit rewritten
using the correct data. After detection and rewriting, the sys-
tem can be restored to an error-free state, which is called
error recovery.

Randomness, short-time reciprocity, time-varying, and
uniqueness of wireless channel characteristics are the basis
of physical layer key generation techniques.

(1) Randomness: the random nature of changes in the
wireless communication environment makes the wireless
signal after passing through a multipath fading channel pro-
duce a random fading, and the wireless channel characteris-
tics it experiences are random and unpredictable

(2) Short-time reciprocity: the received signals at both
ends of the cochannel simultaneous half-duplex upstream
and downstream links will experience the same channel fad-
ing characteristics in theory during the channel coherence
time. If Alice and Bob extract the characteristics of the wire-
less channel between them at the same moment, the
extracted channel characteristics are the same, i.e., hAB =
hBA. If the nodes communicate in TDD mode, the channel
characteristics measured by both legitimate parties in a
channel coherence time satisfy hAB = hBA due to the time-
varying and random nature of the wireless channel charac-
teristics. This provides the possibility of using the wireless
channel characteristics to generate shared key which pro-
vides the possibility to generate shared keys

(3) Time-varying: due to the diversity of network topol-
ogies, the mobility of wireless terminals, and the variability
of wireless communication environments, the wireless chan-
nel is always in dynamic change. Therefore, the wireless
channel characteristics are randomly time-varying at any
moment. This provides the possibility to prevent eavesdrop-
pers from obtaining valid key information and to achieve the
ideal confidential communication of “one secret at a time”
between legitimate parties

(4) Uniqueness: it means that the channel characteristics
experienced by receivers in different frequency bands, differ-
ent locations, and different times are not the same; then, the
channel characteristics are unique. This characteristic pro-
vides a guarantee for the security of physical layer key
generation

The development of quantitative criteria for default
identification of group customers by commercial banks,
qualitative criteria for default identification of group cus-
tomers by commercial banks, data on which the classifica-

tion in risk early warning is based, criteria for selecting
sample data in the risk early warning system, establishing
the definition of default for group customers, determination
of financial data and valid information selected by commer-
cial banks for rating group companies, and indicators for a
rating of corporate group customers by bank selection.
These features of the wireless channel ensure the confidenti-
ality, privacy, and security of user data during the wireless
communication data collection system-assisted Internet
finance bank customer default risk warning.

3.2. Early Warning System for Default Risk of Internet Finance
Bank Customers. The establishment of the model of bank risk
early warning as shown in Figure 3 requires a huge number of
different data conditions as a basis for judgment support.
These different data come from all kinds of information that
commercial banks may obtain, and the comprehensive post-
ing and judgment of these different information sources and
information conditions are also a vital part of its risk early
warning, moreover a prerequisite part. All data need to be ana-
lyzed and analyzed before they can become valid factors for
judging the authenticity of the situation [22]. However, these
factors are not the only ones, but also contain a lot of addi-
tional information to determine the general situation of the
group’s customers in a comprehensive manner: quantitative
criteria for identifying the default of the group’s customers
by commercial banks, qualitative criteria for identifying the
default of the group’s customers by commercial banks, data
on which the classification in the risk warning is based, criteria
for selecting the sample data in the risk warning system, estab-
lishing the definition of default of the group’s customers,
determination of financial data and valid information selected
by commercial banks for rating group companies, and selec-
tion of rating indicators for banks’ rating of corporate group
customers.

The risk early warning mechanism of a commercial bank
contains two main aspects of information. The establish-
ment of early warning models must also consider the
requirements of these aspects. In addition to risk warning
for group customers, commercial banks also need to con-
sider the construction of a system for precontrol of crises,
so it is a comprehensive operational system for early warn-
ing and precontrol. During the construction of this system,
commercial banks integrate various risk data as the condi-
tions for early warning judgment and precontrol measures
under the situation of information asymmetry with group
customers and uncertainty of various external environment
and changes, make system construction for the main
research and analysis in the early warning system, and
explore its corresponding in monitoring and preventing
commercial bank risks and preventing group customers’
business risks, [23]. Commercial bank risk early warning
machine includes the following functional requirements.

Early warning modeling needs to reflect the identification
function of commercial bank risk early warning. The identifi-
cation function of the commercial bank risk early warning
mechanism is to identify commercial bank risk factors on
the premise and basis of the effective judgment and identifica-
tion of possible risks and to control and manage them.
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Classification algorithm analysis classifies the risk warn-
ing approaches of commercial banks. One of the more com-
mon approaches is the qualitative calculation method. In the
process of using this calculation method, the accuracy of the
parameters is a very heavy issue, because although this
model reflects a risk probability, it requires that the param-
eters must be accurate. Early warning modeling needs to
reflect the identification function of commercial bank risk
early warning. The identification function of the commercial
bank risk early warning mechanism is to identify the pre-
mise and basis of the commercial bank risk factors, make
effective judgments and identification of the possible risks,
and control and manage them. This is because the certainty
of these parameters can directly affect the final ratio results.
This is because it directly affects the risk judgment of the
business group by the commercial banks in conducting the
risk assessment process. But this aspect is influenced by the
quantity and quality of data and can be continuously
improved. The main idea is that the first step is to use the
concept of “default” in the new rating methodology as a
basis for risk prediction. The second step is to use the prob-
ability of default, i.e., the likelihood of default, as a measure
of the customer’s creditworthiness and to predict the level of
risk that may exist. In the third step, the probability of
default is measured by a credit rating model during the com-
mercial bank’s operations. In the fourth step, the probability
of default is generally divided into thousands of intervals,
each representing a credit rating, to make the commercial
bank’s risk warning model easier to use in practice and to
grade the customer’s specific credit situation. The fifth step
is to use the credit rating as a visual representation model
of the level of credit risk: a higher credit rating of a customer
indicates a lower level of credit risk; conversely, a lower
credit rating of a customer indicates a higher level of credit
risk. In these steps, the bank uses this step-by-step model
to calculate data on the probability of multiple possible risks
for corporate and group customers, which results in a final
rating display for specific business operations with cus-

tomers. This single risk warning model helps to implement
in a context where the management system, as well as the
company’s cultural system and cultural traditions, is very
strict, but in the current situation where the bank’s manage-
ment system is not yet sound for the external environment
and internal management personnel changes and system
changes in the operation of the enterprise group cannot be
effectively calculated, this method ultimately cannot predict
the full risk situation. Many factors and political factors
can also influence the final value judgment. Such data are a
direct reflection of the specific business methods, operating
conditions, and business models of the corporate group’s
clients about the large loans granted by the banks. In turn, these
different scenarios transmit the specifics of the conglomerate to
the bank’s supervisory authorities.

4. Experimental Verification and Conclusions

Personal credit desensitization data from a real business sce-
nario of an Internet bank is used as an example for personal
risk assessment modeling to predict the future credit risk of
customers. Most of the variables selected for constructing
credit assessment models in the past are related to cus-
tomers’ application information (cross-sectional data) and
lack data related to customers’ loan behavior information
(panel data). The data used in this paper contains informa-
tion about customers’ loan behavior, which can make the
model construction more comprehensive and effective. The
original data includes 94 desensitized features of customers,
including 18 discrete features and 71 continuous features,
with a total of 15625 research samples. The customer basic
information table is the desensitized customer demographic
and basic situation information, and the variables mainly
include gender, age, educational background, and other
instances of customer authorization to collect each profile
label at the time of application. The customer behavior
information table is the customer’s postloan disbursement
behavior data information up to a certain observation point
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Figure 3: The early warning model for bank default risk.
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in time, and the variables mainly contain the repayment
withdrawal behavior, late behavior, and other various rou-
tines for the profile tags at various points in time after the
loan. The customer performance label information is the risk
performance after the observation time point; the label vari-
able name is “TARGET”; 0 means the customer has no
default during the observation period, and 1 means the cus-
tomer default.

Missing data can interfere with subsequent data analysis as
well as model construction and can bias the model prediction
results. Missing values are presented in various forms; the
common ones are NULL values in the database and special
values used to represent missing values. The special values
for missing values often refer to values such as -99 and -999.
Outliers are unreasonable points in the dataset. These outliers,
if applied directly to the model construction without removing
or correcting them, will have a very bad impact on the final
empirical results and lead to biased results. In this paper, the
missing data are all in the form of the value -99. Missing data
can be analyzed in terms of missing records and missing field
information, which can be handled in three ways: deletion,
interpolation, and no processing.

Outliers are unreasonable points in the dataset, and if
these outliers are not removed or corrected and applied
directly to the model construction, they will have a very
bad impact on the final empirical results and lead to biased
results. Therefore, it is especially important to pay attention
to the appearance of outliers, analyze their causes, and
remove or correct them. Since the original data in this paper
is desensitized data and there are no obvious outliers, the
main test in the following is whether there are outliers. In
this paper, outliers are identified as follows: the top 3 fea-
tures in terms of importance are filtered out using the
XGBoost algorithm (Figure 4), and for each record, if more
than half of the top 3 features are missing, it is considered
an outlier and needs to be removed. Combined with the data
in this paper, 3 features contain missing data, and only two
features contain missing data and ranked in the top 3 in
importance, so there are no outliers and no need to delete
the sample records.

To better compare the performance between the grid-
XGBoost model and the GA-XGBoost model, the test set is
divided with the same ratio for both models. The GA-
adjusted XGBoost model successfully predicted 26476
defaulters and 31347 nondefaulters in the test set, with a
recall rate of 0.9998 and a precision rate of 0.9472. Com-
pared with the accurate index of the grid-XGBoost model,
the accuracy of 0.0075 is improved, and the number of hon-
est users misclassified as defaulters has increased slightly
from 3 to 7. As shown in Figure 5, the classification accuracy
and loss function of both the training and test datasets show
a decreasing trend and level off during the model fitting pro-
cess, which can be intuitively seen that the model shows a
more stable phenomenon.

In Figure 6, the value of precision for the GA-XGBoost
model has increased compared to the grid search-adjusted
model. The value represents the proportion of users who
are predicted not to default who do not default, and a larger
value of this value also represents a smaller proportion of

users who are incorrectly judged to be nondefaulters. The
GA-XGBoost model does show better classification results
than the lattice-XGBoost model when compared with the
other model. The GA algorithm is better than the grid search
because firstly the GA algorithm adjusts seven parameters at
the same time, which is faster than the grid search; secondly,
the selection probability of the GA algorithm is based on the
fitness value during the parameter adjustment process,
which is the F1-score in this training process, and the prob-
ability of selecting the parameter value with a large F1-score
is also larger. “The principle of “superiority and inferiority”
is used to select the parameters, and the crossover is to
exchange information between the chromosomes, using the
principle of uniform crossover, so that the parameters that
perform well can be retained.” Approach allows him to per-
form so well. In addition to the GA algorithm performing
very well in the process of adjusting the parameters, the
ranking of the importance of the features in both models
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likewise reflects that the lender’s financial status and the
lender’s past defaults carry a very large weight in determin-
ing whether a user is in default, in particular, the variables
bc_util (ratio of total current balance to high credit limit
for all bank card accounts), inq_fi (personal finance
amount), sub_grade (borrowing subgrade), open_acc_6m
(amount of open transactions in the past 6 months), open_
rv_12m (number of revolving transaction options in the past
12 months), and open _il_24m (number of installment
accounts in the last 24 months).

Soft information is numerical data that cannot be mea-
sured by a clear scale or specific metrics; in contrast, infor-
mation that can be expressed in terms of precise values
with definite measures is called hard information. In the
field of finance and economics, there are two types of infor-
mation that one is often exposed to, one is nonfinancial
information such as personal reputation and relationships;

the other is financial information such as age, gender, and
annual income, which are soft and hard, respectively. Simply
understood, soft information is numerical data that cannot
be measured by a clear scale or a specific indicator; in con-
trast, information that can be represented by an accurate
numerical value with a definite measure is called hard infor-
mation. Soft information is specific to loan-related informa-
tion and responds to a range of trends. Hard information
acts more like a skeleton, while soft information explores
more possibilities beyond the skeleton. Soft information is
the overall scope, and the scope includes a variety of factors,
both subjective and objective, that can affect loan defaults.
Hard information is objective, specific, and accurate, metrics
that can be measured and data that can be processed. The
field of credit forecasting specifically refers to the lender’s
loan data. Hard information is all information that reflects
objective facts. Soft information, on the other hand, refers
to the textual description of the application in the credit appli-
cation. The difference between hard information and soft
information is that hard information is recorded objective
facts and answers are not questions, while soft information
contains personal judgment touching on the subject’s values
and knowledge structure system, reflecting more subjective
preferences as well as quality personality. Figure 7 shows the
correlation between algorithmic evaluation indexes and soft
information as well as hard information.

With 144 correctly predicted samples and 10 incorrectly
predicted samples out of 160 nondefaulted samples (i.e.,
negative class samples), this yields a type I error rate of
approximately 10.0% from equation (4). With 24 correctly
predicted samples and 16 incorrectly predicted samples out
of 40 defaulted samples (i.e., positive class samples), the sec-
ond type of error rate can be obtained as approximately
40.0%, which indicates that the error rate of logistic regres-
sion defaulted borrowers is high relative to the prediction
error rate of nondefaulted borrowers. The more accurate
the credit risk assessment results for borrowers in the per-
sonal loan business, the less likely they are to default and
the lower their credit risk. Comparing the first classification
error rate with the second classification error, the first classi-
fication error rate, as well as the second classification error
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rate based on the three classification models mentioned
above, is plotted, as shown in Figure 8. It is easy to find that
among decision tree, support vector machine, and embed-
ded microprocessor-based wireless communication data col-
lection aid model, the proposed embedded microprocessor-
based wireless communication data collection aid model in
this paper has the lowest classification error rate in both
categories with values of 7.5% and 25.00%, respectively,
which shows the effectiveness and reliability of embedded
microprocessor-based wireless communication data collec-
tion aid model.

5. Conclusions

The boom of the consumer side also makes the credit busi-
ness in Internet finance hot, and various credit products
start to be launched, which also brings more challenges to
credit risk control. The research of this paper is mainly based
on the research of embedded microprocessor wireless com-
munication data acquisition auxiliary system, through the
design of signal conditioning circuit, the minimum system
circuit to achieve multichannel data acquisition, upload of
the data to the upper computer through two transmission
methods, and realize the data measurement, display, storage,
and other functions through the review of literature and
information to understand the current development status
and application background of data acquisition system at
home and abroad. In the general environment of the whole
financial market, there are various types of data acquisition
systems with different functions according to specific occa-
sions or user needs. After understanding the acquisition
principle and structural composition of different acquisition
systems, a design scheme of an embedded microprocessor-
based wireless communication data acquisition-assisted
Internet financial bank customer default risk warning system
is proposed. Suitable samples, index system, and SMOTE
sampling method are selected, combined with parameter
tuning to optimize the enterprise credit rating prediction
model, construct a low-cost prediction model with strong
generalization ability, and improve the enterprise credit rat-
ing prediction scheme. The sample data in this paper are
selected from the Wind database, and the original data are
processed based on the SMOTE sampling technique. The
XGBoost algorithm is innovatively introduced into the field
of enterprise credit rating prediction, and the regular term
is added to the model and the second-order Taylor expan-
sion is applied. In addition, the Bayesian optimization algo-
rithm is applied to perform parameter search, and the
Gaussian process is used to continuously update the poste-
rior distribution of the objective function to find the global
optimal solution, which solves the problem that the grid
tune is easy to get local optimal for nonconvex problems
and increases the prediction accuracy of the default risk
rating of Internet financial bank customers.
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