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This paper presents an in-depth study and analysis of adaptive proofreading of spoken English pronunciation in a wireless sensor
network environment. This paper addresses the above problem by combining two common methods for controlling the
transmission rate of sensing nodes maximizing network utility algorithm and congestion control mechanism. Firstly, the
transmission rate of one-hop nodes at a distance from the aggregation node is dynamically adjusted by the increasing
exploration algorithm under the premise of unknown link transmission capacity, while the transmission rate of one-hop nodes
is proportionally allocated to multihop nodes in multihop nodes by the congestion control mechanism based on the average
reception success rate of the link. A design framework for a speech recognition system with complementary offline recognition
and online recognition based on the C/S model is proposed, and a speech recognition system in swarm intelligence awareness
is implemented based on the Sphinx engine. The client side implements the speech recognition of decoder in the offline state,
and the server side provides the functions of recognition consistency detection, model adjustment training, monitoring, and
recommendation in the online state as well as the interface for external access. The scene adaptation module effectively
improves the speech recognition system’s speech recognition correct rate under different scenes, and the discourse topic
recognition module verifies the recognition effectiveness of the speech recognition system under different discourse topics,
which can meet the requirements of users’ personalized speech input.

1. Introduction

Wireless sensor network technology quantifies the informa-
tion of the physical world into digital information through
the rich variety of sensors carried by itself and connects it
with the digital world through wireless communication
devices, which is one of the important basic technologies
of industrial informatization. Information collection is the
basic task of wireless sensor networks, in terms of the cur-
rent development trend, although the current sensor devices
continue to enrich, able to obtain more useful information
from the physical world, but to meet the large-scale use of
scenarios sensor nodes mostly use small low-cost devices,
which leads to the sensor nodes in the function of the gen-
eral computing power, storage capacity, and communication
capacity is limited [1]. The initial needs of informatization,

still can not meet the collection of information in the phys-
ical world; heterogeneous systems can collaborative interac-
tion, to achieve a deep integration of people, things, and
service networks. Therefore, this paper argues that it is nec-
essary to conduct further research on the information collec-
tion mechanism of wireless sensor networks and designs
efficient information collection mechanisms to meet the per-
formance requirements of different application scenarios
under the current limited sensing device capability, to lay a
solid foundation for breaking the bottleneck of IoT to seize
the high ground of the fourth industrial revolution [2].
Information transmission and information exchange play
an indispensable role in the production life of human beings.
Connecting it with the digital world through wireless com-
munication devices is one of the important basic technolo-
gies of industrial informatization. Information collection is
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the basic task of wireless sensor networks. In the process of
sending and receiving information, as the information itself
carries many physical properties such as sound and light,
and does not have the ability to diffuse outward and infor-
mation processing, it can only be used by people through a
certain way to convert information into knowable signals
[3]. This way of acquiring information is called data acquisi-
tion, and the process of data transmission is data transfer or
data forwarding [4]. In recent years, there has been an explo-
sive growth in the rate of information updates and the ways
of dissemination are becoming increasingly diverse. The
need for people to have end products that can provide infor-
mation anytime and anywhere in their lives is also becoming
increasingly urgent, and this urgent need has prompted the
wave of development of wireless communication technology
to come early. The scope of short-range wireless communi-
cation technology is quite broad, usually refers to the com-
munication radius within a few dozen meters to a hundred
meters; if the communication parties take the radio wave
communication mode to receive and send information, this
can be called short-range wireless communication.

Small-volume multifunctional embedded devices have
begun to dominate the market and with increasingly power-
ful computing and perception capabilities are bound to lead
group intelligence perception computing on the core stage of
mobile computing, and the application of voice recognition
technology in group intelligence perception on embedded
has become the most attractive function at present.
Human-computer communication will be rapidly applied
and popularized under the background of is Internet of
Things, which will provide support for the electronicization
of various fields such as high-grade intelligent toys voice
conversation, car navigation, online meeting, business man-
agement, medicine and health, education, and training [5].
At the same time, many the masses of mobile phones or tab-
lets and other intelligent terminal devices consciously or
unconsciously collect various aspects of sensor data as well
as voice data as the input data set for group intelligence per-
ception applications, which can do analysis and prediction
of complex scenes or behaviors, with far-reaching scientific
research significance and application value. It can only meet
the initial needs of industrial informatization, but still can-
not meet the collaborative interaction of heterogeneous sys-
tems when collecting information in the physical world, and
realize the deep integration of people, things, and service
networks. The era of big data has arrived, and big data tech-
nology embodies and predicts the awareness and behavior of
the crowd with data. The real meaning of big data is to use
machines to analyze future trends quickly, efficiently, and
intelligently. It is to reduce the analysis time that would take
days or even weeks to an instant based on huge amount of
data to realize its application value. The technology of
swarm intelligence perception requires the support of big
data, the source of which is participatory perception. Group
intelligence perception has been proposed in foreign coun-
tries, and there has gradually started forward-looking and
technical research on group intelligence-aware speech recog-
nition systems in China, such as unconscious group intelli-
gence perception [6]. The significance of unconscious

swarm intelligence perception is that the popular smart
mobile devices constitute a powerful Internet of Things,
which will be the source of big data sets and use cloud tech-
nology to accomplish the task of collaborative perception.

Before the rise of deep learning, hybrid Gaussian and
hidden Markov models have been widely used as very effec-
tive acoustic models, but traditional speech recognition sys-
tems consist of several modules together, which are
cumbersome to operate and at the same time do not facili-
tate the unified optimization of the whole model. Only in a
certain way can information be transformed into knowable
signals to be used by people. This way of obtaining informa-
tion is called data collection, and the process of data trans-
mission is data transfer or data forwarding. In today’s big
data eras, these traditional speech technologies are no longer
sufficient to support the development of more efficient
speech recognition systems, and with the development of
deep learning, end-to-end models based on deep neural net-
works are gradually becoming a new research trend. To
address the difficult problems that language models cannot
be integrated into the training process of acoustic models
and cannot effectively integrate language models for joint
optimization, this paper proposes a new end-to-end speech
recognition algorithm that incorporates language models,
which uses the output of CTC as input for training language
models after matrix transformation, so that language models
can participate in the training and testing stages of acoustic
models, and to a certain extent corrects the CTC model’s
wrong output, and from the experimental results the method
does reduce the word error rate and improve the recognition
performance. To simplify the subsequent processing work as
well as to facilitate the use by others, the proposed end-to-
end language recognition algorithm with fused language
models is implemented in a process, and a website based
on the Django framework is built; the website can complete
the offline and online recognition of speech documents and
test the practicality of the improved algorithm in this paper.

2. Current Status of Research

The application of swarm intelligence perception technology
to speech recognition systems, where the complexity of the
environment in which the speech signal is captured, is
greatly increased, and necessarily requires preprocessing of
the captured speech signal, such as denoising and compres-
sion. Compared with the traditional speech recognition sys-
tem, the speech recognition system with swarm intelligence
perception needs better robustness and compression ratio
[7]. The complexity of the environment causes the unpre-
dictability of background noise, and the superposition of
various noises and low signal-to-noise ratio brought by dif-
ferent environments test the robustness and adaptability of
the speech recognition system model. Also, the speech rec-
ognition system in group intelligence perception needs to
improve and adapt to the diversity of personalized input.
The smaller storage capacity and valuable traffic of embed-
ded devices to cope with the large data volume brought by
swarm intelligence awareness require speech recognition
systems to adopt processing strategies with smaller
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computation and storage volumes [8]. The essence of speech
recognition technology is to convert human speech content
into computer-readable input information; unlike speaker
recognition whose main purpose is to identify the person
who emits the speech, speech recognition focuses more on
the semantic understanding and computer reproduction of
the speech signal itself [9]. The purpose of speech recogni-
tion includes two kinds: one is to let the computer “under-
stand” human speech without converting it into written
text, but to respond according to the instructions or requests
contained in the speech and the other is to generate written
text from the valid content of speech information word by
word and sentence by sentence according to the grammar
rules to achieve the correct understanding of vocabulary.

Infrared data communication is mainly used in point-to-
point control signal transmission; most of the current
remote-control design are using infrared transmission,
which has its own low cost, small size, low power consump-
tion, and easy to connect and other characteristics make its
application in the field of low-cost communication very
wide. But at the same time, infrared data communication
requirements in the angle between the signal transmitter
and receiver is not only more demanding at the same time
but also requires the existence of obstacles between the two
ends; these reasons greatly constrained the development of
infrared wireless communication [10]. In a wide variety of
wireless communication methods, each communication
method has its own advantages and has its own field of
application; we can not expect a communication method
can solve all the wireless problems. In practical applications,
wireless communication is still a complex field, in the design
of which issues such as power consumption, cost, effective
distance, operability, and effectiveness in the face of interfer-
ence need to be considered, and in the case of high require-
ments for data confidentiality, the security of the
communication also needs to be considered [12]. The
mutual constraints among these factors lead to the coexis-
tence of multiple communication methods, so it is very
important to choose a reasonable wireless communication
method according to the actual situation [13]. Gul et al. pro-
posed NLP analysis of the test documents of signal vendors
to improve the testing process [14]. Fu et al. applied speech
recognition to the train ticket inquiry system, which pro-
vided convenience for special groups and ticket purchase
in special environments [15]. But the recognition effect for
new Chen et al. designed a railway speech-guided ticketing
system, which realized the design of mobile terminal, but
the system collected fewer samples and did not reflect the
real application environment, and the interference of noise
and dialect recognition also needed to be solved [16]. Latif
et al. designed a train on-board speech recognition system
for the “train-machine joint control” of the railway engine
department [17]. However, the former two tend to be more
open domain recognition, while the latter does not really
realize the intermodulation with LCK, and its accuracy rate
needs to be further tested.

This paper studies postprocessing techniques for car ser-
vice speech text, unlike language recognition preprocessing
which focuses on the extraction of speech signals; postpro-

cessing mainly completes the conversion of speech to text,
i.e., recognition into computer-understandable information.
Postprocessing techniques involve text processing, natural
language understanding, and artificial intelligence and differ
in different fields; the same point is that postprocessing all
use linguistics to correct the results of preprocessing.
Through preprocessing, the system obtains a string of pin-
yin; firstly, the string is sliced according to natural language
processing techniques, and the text information transformed
into pinyin is sliced into words, and then, the sliced results
are checked and corrected using text proofreading methods;
commonly used methods include rule-based methods, statis-
tical methods, machine learning-based methods, and a mix-
ture of these methods. The common methods include rule-
based methods, statistical methods, machine-learning-
based methods, and a mixture of these methods.

3. Adaptive Proofreading Analysis of English
Spoken Pronunciation in a Wireless Sensor
Network Environment

3.1. Design of Wireless Sensor Network Environment
Construction. In the wireless sensor network as a distributed
sensor network, the end is mainly probing and sensing exter-
nal sensor devices; wireless sensor networks can achieve
three functions of data collection, processing and transmis-
sion; and communication technology and computer technol-
ogy have to become the three pillars of information
technology. The energy problem always serves as the pri-
mary factor in the design of wireless sensor networks, and
the energy consumption model determines to a large extent
the merit of the design of the clustering algorithm for wire-
less networks. The analysis time that originally took days or
even weeks was shortened to an instant to realize its applica-
tion value, the group intelligence perception technology
needs the support of big data, and the data source is partic-
ipatory perception. The first-order RF energy model is a
more comprehensive way to reflect the energy consumption
model of WSN nodes, as shown in Figure 1.

In the above figure sensor node, as the basic unit of wire-
less sensor network, mainly contains a sensing unit, process-
ing module, wireless communication module, and power
supply module. Among them, the sensing module is mainly
responsible for collecting the data sensed by the sensors and
transmitting the data. And the aggregation node is a special
class of nodes, as the mainstay of the wireless sensor net-
work, which has more powerful storage space and longer
communication radius than the common sensor nodes.
Moreover, to complete the data transmission process, there
are two protocols within the aggregation node, which are
both a sending protocol that can issue monitoring tasks to
the sensor nodes in the sensing area and a receiving protocol
that can transmit the data collected by the wireless sensor
nodes to the network or to the satellite. While in the com-
munication process, there is a rapid depletion of the remain-
ing energy due to the limited energy carried by the
aggregation nodes and the high transmission burden [18].
It can realize the three functions of data collection,
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processing and transmission, and communication technol-
ogy and computer technology have become the three pillars
of information technology. The energy problem has always
been the primary factor in the design of wireless sensor net-
works. The energy consumption model determines the wire-
less sensor network to a large extent. The pros and cons of
network clustering algorithm design are found. Once many
sensor nodes are randomly dropped around the area to be
detected, the nodes are free to search and connect to the sen-
sor nodes around them and the data probed by each sensor
node is transmitted along the other sensor nodes. When
passing through other nodes, the transmitted sensed data is
disposed by other sensor nodes, and after multihop trans-
mission, the information is reunited at the rendezvous node
and then transmitted to the processing node via satellite or
internet; this multihop routing information transmission is
also the main way of network energy consumption. In addi-
tion, in the communication process, because in WSNs in the
sensor nodes after the placement of the node, there was
almost no possibility of replacement, and thus, enhancing
WSNs in the limited energy in the network transmission effi-
ciency of the subject has been the focus of scientific and
technical workers.

For the path problem in the transmission process, wire-
less sensor network routing protocols can be divided into
single-path and multipath routing protocols, and based on
the timing of route establishment, the relationship between
data sending can be divided into active routing protocols
and passive routing protocols. Based on whether geographic
identifiers are reflected in the routing information, whether
geographic environment factors are considered in the rout-
ing calculation can be divided into environment-based rout-
ing protocols and nongeographic factor-determining routing
protocols. It mainly includes a sensing unit, a processing
module, a wireless communication module, and a power
supply module. The sensor module is mainly responsible
for collecting the data sensed by the sensor and transmitting
the data. According to the above different division, no mat-

ter what factors affect the routing protocol, the final reflec-
tion is the survival period of the node and the information
throughput, and whether it is the survival period or the
information throughput will eventually be reflected in the
node energy, so this paper is first based on the difference
of the initial energy carried by the node, the wireless sensor
network into homogeneous and heterogeneous two aspects,
and then according to the difference in network topology
the communication strategy of nodes into two modes, planar
routing protocol, and layer routing protocol.

Since sensor nodes are mostly battery powered and the
nodes have limited energy, how to efficiently use the limited
energy to extend the life cycle of sensor nodes has been the
focus of research in wireless sensor networks. The energy
consumption of sensor nodes is mainly composed of three
parts, sensing energy consumption, computing energy con-
sumption, and transmission energy consumption. Among
them, transmission energy consumption accounts for 80%
of the total energy consumption, so how to reduce network
transmission energy consumption is considered an impor-
tant performance indicator when designing network trans-
mission protocols. In application scenarios such as
environmental monitoring, the packet rate of wireless sensor
network nodes is low, typically at the level of a few packets
per minute, and when the wireless transceiver module of a
wireless sensor node is on, the energy consumption of the
node is 1000 times higher than when the node is in a dor-
mant state. In the wireless sensor network transmission pro-
tocol, it is proposed to let the node periodically enter a
dormant state to reduce the node’s energy consumption
when there is no data transmission energy consumed by idle
listening.

P St−1 Stjð Þ = P St−1 St , St−1,⋯, S1jð Þ: ð1Þ

The transfer matrix consisting of each state transfer in
the above equation represents the probability of each node
moving to the next node, and the sum of its transfer

Wireless sensor
network 

Wireless sensor
network 

Wireless sensor
network 

Communication technologySensing external sensor devices Functions of data collection

Sensor networkPillars of information technology Energy problem always serves as the primary factor

Figure 1: Wireless sensor network.
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probabilities sums to one. A complete Markov process con-
tains the full number of node states and the probability of
each state moving to each other.

Pss = P St−1 = S½ �: ð2Þ

And the incentive process from a Markov process to a
Markov process with the addition of Rði, aÞ is considered
an incentive. It corresponds to the expectation value of each
state transfer process from one state to another. For exam-
ple, in random, a state starts through constant state changes
and finally reaches the final position smoothly, as long as by
moving then there must eventually be a path of state trans-
fer, each state change will have a Rði, aÞ, and thus, eventually
Vtði, aÞ denotes the sum of all Rði, aÞ from the initial start to
the end.

Vt i, að Þ =min R i, að Þ − γ〠
j∈J
T j i, ajð ÞVt jð Þ

( )
: ð3Þ

Existing approaches have studied this problem on deter-
ministic routing, while the problem has not been well
addressed in opportunity routing. Therefore, in this paper,
delay-preserving low-power information collection mecha-
nisms in opportunity routing are studied as the first part.
For application scenarios with large data volumes, the lim-
ited transmission capacity of wireless sensor networks
becomes a key factor affecting the transmission delay, and
existing methods have drawbacks such as the need for
known link transmission capacity and low network utiliza-
tion, so the second part of this paper works on high-
throughput transmission mechanisms in wireless sensor net-
works [19]. Also, considering that wireless rechargeable sen-
sor networks mostly use RFID-based communication
protocols, the many-to-one communication mechanism
between nodes and readers makes the time complexity of
the information collection mechanism proportional to the
number of nodes, which cannot meet the demand of high
time efficiency of the system.

Square Δf ∗ tð Þ = 〠
∞

n=1,3,5⋯

1
n
sin 2π ∗ n ∗ Δf ∗ tð Þ: ð4Þ

In the Markov ant colony-based decision process, the
Markov decision model is an optimal decision model for sto-
chastic dynamic systems based on the Markov process the-
ory, which can be used to select the paths satisfying the
requirements as the allowed decision set for data forwarding
by using its decision set at each node and does not depend
on the historical moments of the system, as the allowed deci-
sion set may contain multiple paths, subject to further opti-
mization process to select the optimal paths. Firstly, the
Markov nodes are filtered and then based on the remaining
nodes set, and this is used as the starting point to evolve
through the ant colony algorithm generation by generation
until the set optimization goal is satisfied then terminated,
as shown in Figure 2.

When the source node sends the data to the destination
node, the communication link establishment process
between the source node and the destination node is consid-
ered an ant colony searching for food process taking the
source node as the anthill and the destination node as the
food, the nodes calculate the transfer probability of the
allowed decision set within the communication range and
the optimal path is selected by the transfer probability. Since
direct transmission of data packets causes an increase in net-
work latency and energy consumption, forward ants are pro-
posed to be used to perform the optimal path finding before
data transmission.

P Ri = rf g =
Y
j∈fori

1 + pij
� �

, ð5Þ

E Sið Þ = 1
T
〠
T

s=0
sP Si = sf g: ð6Þ

Feature extraction is used to extract the information that
best reflects the essence of a segment of speech. Feature
extraction starts with windowing and framing the speech
signal, treating each frame as a smooth signal, followed by
FFT to obtain the frequency domain signal and extract
acoustic features. The commonly used acoustic features are
Mel frequency cepstrum coefficients, filter bank features,
and perceptual linear prediction coefficients. Finally, the
extracted speech features are downscaled and regularized
to ignore the insignificant features and filter out noise
interference.

3.2. Adaptive Proofreading Design for Spoken English
Pronunciation. In the design of the speech recognition sys-
tem, the continuous analog speech signal obtained from
the speech acquisition circuit should first be digitized so that
the system can perform feature extraction, template match-
ing, and other operations on it in the later speech recogni-
tion process. In the speech signal acquisition, to avoid the
phenomenon of signal overlapping and the occurrence of
industrial frequency interference, the prefiltering operation
should be completed before sampling the speech signal to fil-
ter out the interference including power supply noise. The
interference due to power supply noise can be eliminated
by adding a high-pass filter at 50Hz during signal sampling.
After the filtering of the power supply noise is completed, a
suitable filtering frequency should be designed to consider
the superposition of frequencies that occurs during the dis-
cretization of continuous signals.

After sampling the speech signal, a discrete signal in the
time domain is obtained, but its amplitude is still continu-
ous, so the signal needs to be quantized and coded to dis-
crete the signal amplitude. The essence of quantization is
to divide the discrete sampled values into several intervals
after the discretization is completed, and the sampled values
within the interval are identified as the same value, which is
called the quantized value [20]. The data collected by the
wireless sensor node can be transmitted to the network or
satellite receiving protocol. In the communication process,
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the convergent node carries limited energy and the transmis-
sion burden is large, resulting in rapid consumption of the
remaining energy. As a result of rounding several values
with slight differences and expressing them as the same
quantization value, this gives rise to quantization error
which we call quantization noise, and the way to reduce
quantization noise is to increase the number of quantization
bits and expand the range of amplitude variation of the
speech signal as much as possible, so that the fewer values
in a single quantization interval the better. Figure 3 shows
the amplitude and phase frequency characteristics of the
first-order high-pass filter used in the preemphasis process.

The speech signal is a signal that varies with time and
mainly contains a clear tone part and a turbid tone part.
The fundamental period of the turbid tone as well as the
amplitude of the clear tone and the vocal tract parameters
vary slowly with time, but due to the motion habits of the
vocal organs, the speech signal can be approximately con-
stant over a short period of time (generally, 10-30ms), i.e.,
the speech signal possesses short-time smoothness. In the
analysis of speech signals, the speech signal is divided into
several analysis frames for processing. This is done by using
a finite-length movable window function for weighting.

The overzero rate of effective speech under the same
conditions is much lower than the overzero rate of sudden
noise; for example, in the home use environment preset by
the speech recognition control system designed in this paper,
the overzero rate of effective speech commands is often less
than the overzero rate of noise generated by actions such as
opening and closing doors. This is because the energy of
normal speech is generally concentrated in the low to
medium band range, while the energy band range of noise
can often be very high, which also results in an unusually
high short-time overzero rate. Therefore, the definition of
the short-time transient zero rate is improved in the system
design. This way the calculated short-time zero rate has a
certain anti-interference capability, even if there is random
noise if it does not exceed the threshold band composed of
positive and negative thresholds will not produce a false
zero. In this paper, the dual threshold detection algorithm
is designed to set the threshold values for the short-time
amplitude and the improved short-time overzero rate,

respectively. When judging the speech onset, it is required
to be able to avoid sudden noise caused by, for example,
door and window opening and closing sounds and object
collisions. This situation generally causes a sharp increase
in the overzero rate within a very short period, but due to
its short duration, short-time sudden noise can be excluded
by setting the minimum duration of valid speech, and the
current speech signal exceeds one or all the two thresholds,
and the duration exceeds the minimum duration threshold.
Then, the earliest time point that exceeds one or all of the
two thresholds is returned and recorded as the starting point
of speech; the intermediate silent segment of the word link
cannot be discarded when discerning the end point of
speech, and this situation is avoided by setting the longest
duration threshold of the silent segment, which is lower than
the two thresholds at the same time and exceeds the longest
duration of the silent segment; Then, the time point that is
most initially lower than the threshold is marked as the
end point of valid speech, as shown in Figure 4.

Then, it is transmitted to the management node via sat-
ellite or the Internet. This multihop routing information
transmission is also the main method of network energy
consumption. In the communication process, after the
WSNs are put on the sensor node, there is almost no possi-
bility of node replacement. The advantage of using mutual
information to determine the degree of association between
single words is that it can identify word pairings that do
not go together, which is very suitable for domain-specific
noun pairings, but its reliance on the respective frequencies
of two words will assign a larger mutual information value
to chance cases once the frequencies are low, which is obvi-
ously unrealistic. Mutual information-based text error
checking targets more than 2 consecutive scattered strings
that appear after word separation, and constructing a mutual
information model and combining it with scattered strings
can find word errors in the text. If there is an error in a
sentence, the position where the error is located will be
cut into loose strings. In mutual information-based text
error checking, the text is first divided into words, and
then, the place where it is cut into loose strings is found,
which is divided into single-word, double-word, and mul-
tiword loose strings.

Markov ant colony 
based decision 

process, Markov 
decision model is an 

optimal decision 
model for stochastic 

dynamic systems 
based on Markov 

process theory

Figure 2: Signal separation process.
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The decoder module consists of a trained acoustic
model, a dictionary and language model, and a speech
decoding search algorithm. Both client side and server side
have their own decoders and are not identical. The client
side decoder requires small computing and storage volume
and fast recognition speed, so the acoustic model, dictionary
and language model, and even the decoding search algo-
rithm need to be simplified, and the recognition accuracy
is relatively low, while the server side decoder can use cloud
technologies such as distributed computing and distributed
storage to meet the big data processing requirements of
speech intelligence recognition and group intelligence per-

ception applications, so the acoustic model, dictionary and
language model, and decoding search algorithms can all be
used in the most robust and robust way, and the recognition
speed is faster when the network is smooth. In addition, the
client does not have the training capability of the acoustic
model and dictionary and language model but can do model
tuning, and all model trainings are undertaken by the server.

The result of speech recognition is output by the client in
the text format (i.e., word string or sentence) corresponding
to the speech. The offline state directly outputs the search
results from the client side decoder. The online state, on
the other hand, requires the client to decode and then feed
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the text result back to the server and compare it with the text
result decoded by the server to see if it is consistent, and if it
is inconsistent, the client will make model adjustments. At
the same time, considering that RFID-based communication
protocols are mostly used in wireless rechargeable sensor
networks, and the many-to-one communication mechanism
between nodes and readers, the time complexity of the infor-
mation collection mechanism is proportional to the number
of nodes, which cannot meet the high-efficiency require-
ments of the system. The online state speech recognition sys-
tem output to the server side of the decoding results prevails,
regardless of the client recognition results. The server
records the client profile statistics recognition error informa-
tion to train the personalized model. The dictionary and lan-
guage model are targeted for discourse topic recognition.
Since the discourse topics of speech input in group wisdom
perception are diverse and limited by the knowledge domain
of a particular person, and it is difficult and unnecessary for
the dictionary and language model to include all words and
semantics, and the performance of the embedded device will
also limit the storage size and computing power, the client’s
dictionary and language model need to be gradually
strengthened to meet the specific user’s Generic and person-
alized needs are sufficient. In the online state, the server
dynamically detects whether a new special topic is encoun-
tered in the speech input, and if the special topic vocabulary
exceeds a self-defined threshold, the server will download
the trained dictionary and language model of the special
topic to the client, and the client will perform model mixing
to achieve correct topic recognition. Of course, if a new spe-
cial discourse topic vocabulary is encountered in the offline
state, the client is unable to recognize it accurately.

4. Analysis of Results

4.1. Wireless Sensor Network Environmental Performance
Results. This paper considers a multicategory RFI system,
where the number of node categories will obviously have a
critical impact on the performance of the proposed protocol.
To investigate the effect of the parameters on the perfor-
mance of the protocol, this paper keeps the other parameters
constant and varies the value of L from 50 to 250. The exper-
imental results in Figure 5 show that the execution time of
the FDP protocol proposed in this paper remains essentially
stable as the number of node categories increases. This is
because this paper keeps the value of L constant, and only
the category in the TOP-k set requires an accurate number
estimate, while that node category in the non-TOP-k set
can be eliminated quickly. Thus, even increasing the value
of L does not make the execution time of FDP increase sig-
nificantly. Unlike the protocols in this paper, this paper finds
that the execution between other protocols increases signifi-
cantly with the number of node categories. This indicates
that the FDP protocol in this paper has good scalability with
respect to L. The ZDE protocol needs to be executed sepa-
rately on each node category, so the overall execution time
should be proportional to the number of categories. The
EDFSA protocol requires scanning to read all nodes in the
current system, as shown in Figure 5.

In this paper, the number of nodes in the current system
is therefore proportional to L. Adding a 50Hz high-pass fil-
ter can eliminate the interference signal caused by power
supply noise. After the power supply interference noise is fil-
tered, the overlap phenomenon that occurs during the dis-
cretization of the continuous signal must be considered, so
it is necessary to design a suitable filter frequency. In the
home environment preset by the voice recognition control
system, the zero-crossing rate of effective voice commands
is often smaller than the zero-crossing rate of noise gener-
ated by actions such as opening and closing doors. This is
because the energy of normal speech is generally concen-
trated in the middle- and low-frequency bands. The ITSP
protocol uses the interactive Bloom filter technique to iden-
tify anomalous nodes, and the length of the forward filter is
proportional to UA, while the length of the reverse filter is
proportional to UB. The size of the two sets above and hence
the communication overhead increase proportionally. More-
over, when the value of L is large, the time efficiency of the
FDP protocol in this paper is significantly higher than other
protocols. For example, when L=250, the execution time of
ZDE protocol is 621.9 seconds, the execution time of EDFSA
protocol is 929.7 seconds, and the execution time of ITSP
protocol is 316.6 seconds, while the execution time of the
FDP protocol proposed in this paper is only 62.2 seconds,
which is 90%, 93.3%, and 80.4% higher in terms of time effi-
ciency, respectively.

In large-scale RFID systems, multiple readers usually
need to be deployed. In this paper, we study the query algo-
rithm when a single reader is used. The overall execution
time does not increase if multiple readers are parallelized
to execute the algorithm in this paper and thus has a rela-
tively good scalability, as shown in Figure 6.

In this section, this paper will study the estimation accu-
racy of the key classes of anomalous nodes returned by the
FDP protocol. The frequency of node category 18 appearing
in the TOP-k set K is 95%, which meets the default query
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Figure 5: Impact of the number of key categories on the execution
time of each protocol.
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accuracy of this article, while the 9th and 10th types of nodes
appear in the TOP-k set at a frequency lower than expected.
The estimation accuracy contains two levels: firstly, whether
the probability of the nodes in class k with the highest num-
ber of anomalous nodes appearing in set K is satisfied and
secondly whether the number of anomalous nodes in these
k classes is estimated accurately. Assuming that the nodes
with the highest number of anomalous nodes are in the
top 10 categories, respectively, the experimental results in
Figure 6 show that node category 18 appears in the TOP-k
set K with 95% frequency, which satisfies the default query
accuracy of this paper, while nodes in categories 9 and 10
appear in the TOP-k set with a frequency that seems to be
lower than the expected value. However, the number of
anomalous nodes in categories 9 and 10 are 543 and 541,
respectively; both of which are less than the threshold value
just mentioned. Therefore, it is also normal that the fre-
quency of nodes in these two categories appearing in the
TOP-k query results is lower than β. The probability fre-
quency of nodes in categories 9 and 10 appearing in TOP-
10 is still much higher than the other node categories that
follow. Because the first 10 categories of nodes appear in
the TOP-k set with the greatest frequency, this paper counts
whether their estimates of the number of anomalous nodes
are accurate when they appear in the TOP-k set. For exam-
ple, in 500 experiments, category 10 appears in the TOP-k
set 315 times, and a total of 303 of these estimates satisfy
the counting accuracy of ðα, 3Þ. Then, in this paper, 0.9619
is recorded as the estimation accuracy of the number of
anomalous nodes in category 10.

4.2. English Spoken Pronunciation Proofreading Results. The
verification block diagram of the speech recognition module
is shown in Figure 7 and includes a speech input acquisition
module, a result display module, and an input control mod-
ule. Among them, the input control module as well as the
display module is implemented on the TFTLCD display that
serves as the GUI interface. When setting the GUI display
needle, the screen backlight is adjusted for different situa-

tions to achieve the reminder function. The main task of
the stepper motor in the design of this paper is to control
the movement of household items including smart curtains
in the horizontal direction, which requires the motor to have
the functions of forward rotation, reverse rotation, stop,
acceleration, and deceleration. For example, when the voice
command prompts the need to pull open the curtain or
close, the STM32 control core board through the timer out-
put pulse through the GPIO to the TB6560 as the core of the
motor drive circuit CLK pin to control the motor to start
movement preset the initial situation; the definition of the
pull open curtain command corresponds to the positive
rotation of the motor, corresponding to the CW direction
control pin being low or suspended. When the curtain pull-
ing action is to be performed, the CW pin needs to be set
high, so that the motor reverses to complete the opposite
control action, as shown in Figure 7.

Through the introduction of the previous part of this
section, the various functional modules of the speech recog-
nition control terminal can achieve the predefined functions
and finally the overall evaluation of the speech recognition-
based control terminal is carried out to test the control range
of the speech recognition-based control terminal. Again,
many tests are conducted for the commands in the previous
speech recognition test, and the testers are trained with fea-
ture templates separately, and then, the control tests are con-
ducted at different distances according to the effective range
of the speech acquisition module as well as the wireless com-
munication transmission module. The test results for differ-
ent distances are shown in Figure 8. The data in the table
shows that the control range of the control terminal is within
15 meters, beyond which the wireless communication suc-
cess rate plummets, in addition to the differences in control
success rate due to different rates of correct speech recogni-
tion in different environments. The control terminal
designed in this paper has an effective control range of about
15m within the light noise generated by normal homes.

The final implementation of the control terminal was
determined through analysis and research, and the overall
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structure of the terminal was determined to include a voice
recognition processor as the main device and a control out-
put processor as the control part. The information is trans-
mitted between the two by wireless communication. The
study discusses the key technical aspects of the control ter-
minal design, such as the selection of the speech recognition
matching algorithm and the determination of the wireless
communication method. It is shown that although both their
recognition accuracy is about the same, there is less corpus
that is not recognized and more stable recognition by KDDI,
which is the reason the recognition result of KDDI is
selected as the system input in this paper. From Figure 8,
although the traditional simulation system incorporating
speech recognition has improved accuracy, with a concen-
trated distribution of 60% to 70%, it has the same problem
as Baidu speech recognition, that is, loose distribution and
more distribution in smaller intervals, causing more corpus
to be unrecognized. It will not increase the execution time
of FDP significantly. For the system studied in this paper,
the accuracy has improved greatly and the distribution is
more concentrated, mainly in the interval of 90% to 95%,
which is due to the inclusion of the domain lexicon, which
reduces the number of unrecognized corpus.

5. Conclusion

This paper focuses on high-throughput transmission mech-
anisms under high-load application scenarios in wireless
sensor networks. With the continuous development of wire-
less sensor networks, sensors have a rich means of acquiring
information about the physical world, which imposes high-
throughput requirements on information collection mecha-
nisms. Since link transmission capacity is very difficult to
predict online, the problem of maximizing network utility
cannot be directly used to improve the throughput of the
network by dynamically adjusting the transmission rate of
the nodes. To improve the training process where the lan-
guage model cannot be integrated into the acoustic model,
this paper proposes an end-to-end model based on spell cor-

rection model which can correct the errors generated by
CTC-based speech recognition systems; this fusion method
uses the output of CTC as input to train the language model
after doing some matrix operation, which truly achieves
end-to-end and alleviates the condition between the output
of the CTC model. The unreasonable assumption of inde-
pendence and the drawback of not being able to fuse the lan-
guage models are cons; the feasibility of this improved
algorithm is proved by the comparative analysis of experi-
mental results, and the model shows better recognition
results than other models. The end-to-end speech recogni-
tion algorithm and model based on the fused language
model are flowed to construct a web version of the speech
recognition system, which can complete offline and online
recognition of speech files, verifying the applicability of the
algorithm in this paper.
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