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Human motion recognition based on inertial sensor is a new research direction in the field of pattern recognition. It carries out
preprocessing, feature selection, and feature selection by placing inertial sensors on the surface of the human body. Finally, it
mainly classifies and recognizes the extracted features of human action. There are many kinds of swing movements in table
tennis. Accurately identifying these movement modes is of great significance for swing movement analysis. With the
development of artificial intelligence technology, human movement recognition has made many breakthroughs in recent years,
from machine learning to deep learning, from wearable sensors to visual sensors. However, there is not much work on
movement recognition for table tennis, and the methods are still mainly integrated into the traditional field of machine
learning. Therefore, this paper uses an acceleration sensor as a motion recording device for a table tennis disc and explores the
three-axis acceleration data of four common swing motions. Traditional machine learning algorithms (decision tree, random
forest tree, and support vector) are used to classify the swing motion, and a classification algorithm based on the idea of
integration is designed. Experimental results show that the ensemble learning algorithm developed in this paper is better than
the traditional machine learning algorithm, and the average recognition accuracy is 91%.

1. Introduction

Human action recognition technology has received attention
and importance from research scholars in many fields such
as machine learning, distributed computing, situational
awareness, security monitoring, and smart home because
of its unique research value. For example, the purpose is
often through the collection and processing of human move-
ment information to analyze human movement, behavior,
and even emotion or use the analysis of human movement
and behavior to guide the development and design of intel-
ligent robots [1]. For example, in the field of security moni-
toring, human motion data collected by surveillance cameras
installed on roads, in waiting halls, or in venues of major
conferences and events are used to predict certain human
behaviors for the purpose of detecting safety hazards [2].
In the field of intelligent elderly care, researchers try to ana-
lyze the behavior of the elderly through body sensors and

surveillance cameras for the purpose of safety and in the
field of rehabilitation robotics, the study of symbiotic robots
helps to make patients and assistive robots work together
harmoniously [3]. But there are differences in body postures
and conditions among different patients, and studying
patients’ behaviors is beneficial to make the machine intelli-
gently adapt to patients and improve their experience of
using it, thus better helping patients to recover [4]. There
are numerous application cases of similar human action rec-
ognition and analysis, and it can be seen that human action
recognition has a wide range of applications and prospects.

With the continuous development of sensor technology
as well as artificial intelligence, the study of human action
recognition has brought technological innovation and hope
to many fields [5]. As an integral part of social activities,
sports have a special status, and the study of movements
and behaviors in sports has an important significance for
improving traditional sports training, competition, and
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competitive sports management and organization. For
example, in professional sports training, the degree of mas-
tery of some action elements directly affects whether athletes
can approach the limit of performance and also affects
whether athletes can effectively avoid sports injuries, so sci-
entific and comprehensive analysis of athletes’ technical
movements can help athletes quickly improve their perfor-
mance [6]. Human action recognition based on inertial sen-
sors is an emerging research direction in the field of pattern
recognition; in essence, the inertial signal of human action is
firstly collected by one or more inertial sensor-integrated
devices, and the inertial data is transmitted to the server pro-
cessing equipment through wireless communication such as
ZigBee, and then, the inertial data is preprocessed through
online or offline methods such as denoising and feature
extraction and feature selection, and finally, the inertial data
is analyzed based on the obtained features (as shown in
Figure 1). Finally, the action is classified according to the
obtained signal features [7]. There are two main types of
human motion acquisition methods that have received a
lot of attention from researchers: video-based human
motion recognition and inertial sensor-based human motion
recognition. Although the video-based approach started ear-
lier and has mature algorithms, it still suffers from unsolv-
able defects such as susceptibility to environmental and
other factors and violation of personal privacy [8]. In con-
trast, inertial sensor-based human motion recognition has
significant advantages [9]. When using inertial sensors to
collect human daily movement data, it is not limited by the
external environment (such as weather and activity range)
and does not need to consider external equipment such as
cameras [10]. Therefore, when collecting data from the mea-
sured object, participants can move freely according to their
personal habits, and the data thus obtained is closer to the
real situation, and the classification algorithm model trained
is more generalizable to the real environment.

In ordinary sports exercise, some sports enthusiasts also
expect to be able to analyze their movements with the help of
wearable devices or sensors such as video to enhance the
experience and reward of sports. In table tennis, for example,
the movements of the players are often varied but distinc-
tive. In preparing for a table tennis match, coaches usually
analyze opponent’s movement characteristics through video
materials before the match, hoping to find opponent’s weak-
nesses in attack and defense, so as to find a strategy to over-
come the opponent. In addition, coaches will arrange
chaperones with similar styles for their players to adapt to
opponent’s style in advance and to practice the playing style
to overcome the opponent. Therefore, the research on how
to recognize table tennis swings has at least two implications:
first, it can model, recognize, and analyze swings more scien-
tifically and accurately to guide table tennis training and
games; second, it can guide the development of smart wear-
able bracelets and table tennis robots. In this paper, we take
the recognition of swings in table tennis as the research goal
and study how to recognize swings through wearable accel-
eration sensors. In addition, traditional machine learning
algorithms (decision tree, random forest, and support vector
machine) are applied to swing action classification, and a

classification algorithm based on the integration idea is
designed. The integrated learning algorithm can effectively
distinguish four types of swings, and the experimental
results show that the integrated learning algorithm designed
in this paper outperforms the traditional machine learning
algorithm and achieves an average recognition accuracy of
91%.

2. Related Work

Athlete limb action recognition belongs to the human action
recognition research category, and human action recogni-
tion can be traced back to the 1990s. In the past two decades,
from vision-based sensors to various wearable body sensors
[11], from traditional machine learning-based methods to
designing complex deep learning network models [12],
researchers in the field of human action recognition have
experienced many attempts and made many breakthroughs.
Currently, the following three types of research methods are
commonly used for human action recognition: vision-based
methods, environmental sensor-based methods, and wear-
able sensor-based methods, [13]. In early research, vision-
based approaches dominated the field [14], which imple-
mented human action recognition by one or more cameras
installed in the environment. Based on video continuous
frame image data, the human contour, bones, or points of
interest that can be tracked are extracted, and then, machine
learning or deep learning models are trained to recognize
human actions. Although video-based approaches can pro-
vide rich visual information, articles [15], more attentions
should be put into the combination with the wearable sen-
sors to make sure that the classification is accurate. First, pri-
vacy is the first issue, and people are wary of cameras,
fearing information leakage or being spied on, thus making
it difficult to promote vision-based methods in practical
applications.

The second is the limitation of the environment usage.
Vision-based methods need to be used in a specific
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Figure 1: Inertial data denoising process.
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environment containing a camera, and the location of the
camera is usually fixed, which makes it difficult for vision-
based methods to be used outdoors [16]. Then, again,
vision-based methods are more influenced by the environ-
ment, such as lighting, shading, weather, and other factors
that can affect the performance of vision-based methods.
Finally, vision-based methods are more computationally
expensive, less scalable, and difficult to integrate in real time
and miniaturization. The idea of environment sensor-based
methods is generally simpler, and the method is more used
in smart home research [17], such as analyzing human
actions or behaviors by detecting changes in the location
where people or objects are located through distance sensors,
for example, by distance, sensors can detect whether people
are in a certain place. The position of the object is detected
to determine whether the person performs a corresponding
action on the object. From the principle, it is clear that such
methods can obtain a single piece of information, and the
functions that can be accomplished are relatively simple.
Designing such systems requires the placement of many
sensors in the environment, so the application is also very
limited [18].

In addition to the above two methods, wearable sensor-
based methods are also the main “position” of human action
recognition researchers. Wearable sensors are small in size,
widely distributed, easy to carry, and independent of the
environment. Researchers can use one or more sensors on
the human body to collect human motion data at any time
and place, thus freeing them from the constraints of usage
and privacy. Compared to the visual approach, wearable
sensors can also provide a wealth of data information. This
is because wearable sensors are more diverse, and
researchers can arrange several multitype sensors on the
human body for human motion information collection. In
addition, with the development of sensor technology, the
cost of wearable devices is gradually decreasing, making it
easier to be promoted in practical applications [19]. Wear-
able sensors, as the name implies, are a general term for all
sensors that can be conveniently placed on the human body
by wearing or carrying. The human movement recognition
method based on wearable sensors collects human move-
ment, physiological, and other information through sensors
to complete the analysis and recognition of human move-
ment. With different wearable sensors, researchers can
obtain three types of information: environmental informa-
tion, inertial information, location information, and physio-
logical signal information.

In addition to the study of which sensors to use and
which sensor layout to recognize human actions, the classifi-
cation algorithms to use to classify different kinds of actions
are also the main focus of researchers. Current sensor-based
action recognition methods can be broadly classified into
two categories: one is knowledge-driven and the other is
data-driven. In the knowledge-driven approach, an abstract
knowledge model of the action to be classified needs to be
constructed first, and then, the constructed knowledge
model is used for action recognition. A common knowledge
model construction method is the ontology modeling
method. The ontology modeling method has the features

of semantic clarity, logical conciseness, and easy interpreta-
tion, but this method cannot deal with human action rela-
tionships in the temporal dimension, and this method
usually requires designers with rich domain knowledge and
experience, so it has not been widely promoted, and there
is very little relevant research literature. Compared to knowl-
edge model-based approaches, data-driven approaches are
widely adopted and practically applied. Data-driven
approaches generally require a large amount of motion data
for training, and the approach essentially explores the spec-
ificity of the motion itself from the data to identify different
motion types. Data-driven approaches do not require
tedious mathematical modeling of movements or extensive
domain experience of the designer. Currently, data-driven
action classification algorithms can be classified into three
categories: supervised learning methods, unsupervised learn-
ing methods, and semisupervised learning methods. Super-
vised learning uses training data with labels, unsupervised
learning methods do not require training samples to contain
label information, and semisupervised learning methods
only contain labels in part of the data.

3. Player Swing Recognition

3.1. Data Acquisition. Table tennis motion pattern recogni-
tion based on acceleration sensors requires techniques and
theories such as feature extraction and pattern recognition,
in addition to hardware devices such as sensors. In previous
studies, although different recognition systems and frame-
works have been formed due to hardware devices, types of
recognition movements, application scenarios, etc., these
frameworks have many similarities in the basic design pro-
cess of recognition systems [20]. When designing the sys-
tem, the collected data is first preprocessed, and the
continuous data sequence is segmented into individual data
segments using window segmentation techniques after noise
elimination. Then, the feature values of each data segment
are calculated, and feature vectors are constructed, and if
the dimensionality of the feature vectors is too high, feature
filtering is required. Finally, these feature vectors are used to
make a training data set to train the classifier, and after the
training is completed, the classifier can recognize several
kinds of action set. The action recognition system is mainly
divided into five modules: data acquisition, data preprocess-
ing, feature extraction, feature screening, and recognition
and classification (as shown in Figure 2).

With the development of sensor technology, many
parameters of human body can be acquired by different
types of sensors, such as temperature sensor can measure
the temperature of human body, pulse sensor can record
the number of pulse beats, and acceleration can collect the
motion data of human body. The data acquisition module
in this paper uses the acceleration sensor, which integrates
a 3-axis acceleration sensor, a 3-axis angular velocity sensor,
and a 3-axis magnetometer, all of which support 16-bit pre-
cision output. In addition, it can interact with the embedded
microprocessor through an integrated circuit bus (IIC)
interface with data transfer rates of up to 400 kHz/s and
good dynamic response characteristics. The sensor is set to
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200Hz for data acquisition, which is not too large and is suf-
ficient to capture the details of the four motion patterns. The
data collected during the experiment was stored in text for-
mat on a memory card with the sensor and data storage
device embedded in the bracelet. The data are stored in col-
umns in the format of:

Action = xi, yi, zif g i = 1, 2, 3⋯ð Þ, ð1Þ

representing x-axis acceleration, y-axis acceleration, z-axis
acceleration, x-axis angular velocity, y-axis angular velocity,
and z-axis angular velocity, respectively. In this experiment,
the x-axis, y-axis, and z-axis acceleration data are taken as
the original samples. In order to make the designed classifi-
cation algorithm have good classification ability, this exper-
iment fully considered the differences of motion data of
individuals of different ages and genders. 10 males and 10
females participated in the data collection of this experi-
ment, and their ages were concentrated between 18 and 45
years old. The data were collected using the same bracelet
wearing style (e.g., all right-handed, with a vertical grip).
After data collection, we labeled the forehand attack, back-
hand push, forehand roll, and backhand roll samples with
the numbers 1, 2, 3, and 4, respectively, in order to distin-
guish the four movements when training the classifier.

3.2. Data Preprocessing. When collecting four kinds of table
tennis sports data by intelligent wearable devices, it may be
due to hardware circuits, transmission noise, and human
body jitter, so the collected data contains not only effective
human motion information but also various noises. If this
original data is directly used to extract motion features, the
effectiveness, reliability, and recognition accuracy of the sys-
tem will be greatly reduced. The specific parameters can be
from the raw data collected by sensors, which are continuous
data sequences generated by user movements over a period
of time, and generally, the data length is up to hundreds of
thousands or even millions, and direct feature extraction will
greatly increase the computational cost.

Translated with http://www.DeepL.com/Translator (free
version) in order to reduce the influence of noise to obtain
effective data sequences, the original data needs to be fil-

tered. Filtering is an important part of signal processing; it
is the use of mathematical methods to extract the useful sig-
nal from the received signal containing interference noise of
a technique [21]. There are many filtering methods in prac-
tical applications, such as mean filtering, low-pass filtering,
Gaussian filtering, and Kalman filtering.

In this paper, a one-dimensional Gaussian filtering
method is used. Gaussian filtering is a linear smooth filtering
method that can effectively eliminate various Gaussian
noises widely present in the signal, and the algorithm is
shown in

Move xð Þ = af x − 1ð Þ + bf xð Þ + cf x + 1ð Þ, ð2Þ

f xð Þ = e−x/δ
2

ffiffiffiffiffiffi
2π

p
δ
, ð3Þ

where movement is the current filter output value; f ðx − 1Þ,
f ðxÞ, f ðx + 1Þ are the temporally adjacent three sampled
values; f ðxÞ is the Gaussian filter coefficient solver function;
δ is the standard deviation. Gaussian filtering can not only
remove high frequency interference signals but also make
the waveform of motion data smoother. Figures 3 and 4
show the waveforms before and after the filtering of any data
segment in the Y direction of forehand attack, and it can be
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Figure 2: Action recognition flow.
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Figure 3: Waveform before y-axis acceleration filtering for
forehand attack.
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found that the filtering effect of Gaussian filtering algorithm
is remarkable.

The raw data collected by sensors are continuous data
sequences generated by user movements over a period of
time, and generally, the data length is up to hundreds of
thousands or even millions, and direct feature extraction will
greatly increase the computational cost. To solve this prob-
lem, it is a common practice to perform a windowing oper-
ation before calculating various feature values to split the
longer sensor data signals into many data segments using
windows. According to previous research experience, there
are two main types of windowing methods commonly used
in human motion recognition systems: sliding window seg-
mentation and action-based window segmentation. After
the collected swing action data are filtered and processed,
the invalid data due to dropped balls or abnormal jitter
and other situations may not be removed yet, and in addi-
tion, considering the data sequence is too long, this paper
uses sliding windows to process the data.

Sliding window segmentation uses a fixed-length win-
dow to segment the motion signal acquired over a period
of time into several equal-length data segments, and the
overlap rate of the window can be set according to specific
needs when the window slides backward on the signal
sequence in the order of acquisition time. Considering the
periodicity and coherence of the four motion modes and
the requirement of minimizing the computing cost, the
amount of data acquired within 4 seconds is chosen as the
length standard. There are various table tennis swings, and
only four of them are studied in this paper: (a) forehand
attack, (b) backhand push, (c) forehand rub, and (d) back-
hand rub. In order to ensure the integrity of the window
start/stop edge motion data, the window overlap rate is set
to 50%. The motion data generated by the same movement
of different subjects due to their body size, age, gender, and
other factors are different in terms of movement amplitude
and data length, while the window length is fixed by sliding
window segmentation, which can maintain the consistency
of data length and provide convenience for subsequent cal-
culation of feature values. The sliding window segmentation
has no specific starting and ending time points, which
reduces the complexity of the algorithm of the system. How-
ever, this window segmentation technique also has the dis-
advantage that two types and more action data cannot
appear in one window; otherwise, the labels labeling the
action types will diverge when making the training dataset.

3.3. Feature Extraction and Selection. After filtering and add-
ing windows to the collected data, it is found that even if the
same person does the same action, the window data formed
are not exactly the same, so it is necessary to perform feature
extraction of the data within the window to form quantita-
tive information that can be used to compare the variability
of signals among windows. Currently, there are two general
types of methods for feature extraction based on time-
domain sequence data, one is statistical and the other is
structured. Statistical methods, such as Fourier transform
and wavelet transform, use quantitative information of the
data as features of the window; in contrast, structured

methods focus on considering the interconnections between
the data within the window. Therefore, the choice of which
one to choose depends on the actual needs, i.e., the type of
signal. For the signals obtained from accelerometers, the
fluctuations and oscillations are large, so it is difficult to per-
form action recognition directly based on the raw data.
Existing studies on human action recognition based on
acceleration sensors generally use statistical methods for fea-
ture extraction, and these methods mainly consider the
time-domain and frequency-domain features of the window
signal. Among them, time domain features mainly include
mean, standard deviation, quartile difference, mean absolute
variance (MAD), correlation coefficients between different
axes, wave peaks, and wave troughs, whose algorithms are
less complex and easy to implement in wearable devices; fre-
quency domain analysis method first uses fast Fourier trans-
form to transform from time domain to frequency domain,
and frequency domain features mainly include FFT coeffi-
cients, frequency domain entropy, energy spectral density,
and energy. FFT coefficients are complicated to calculate
and are not suitable for wearable devices. Different swings
present different amplitude characteristics and change pat-
terns in the time domain, so this paper mainly adopts the
time domain analysis method to calculate the characteristic
values of motion data. Twenty-two characteristic quantities
are extracted from the acceleration data in X, Y , and Z direc-
tions, which include the mean, variance, maximum, mini-
mum, peak, and trough values of acceleration in the three
directions, the correlation coefficients between two accelera-
tions in the three directions, equivalent motion energy, and
period.

In order to eliminate the direction factor, the equivalent
motion energy was obtained by synthesizing the acceleration
of the x-, y-, and z-axes, calculated as follows:

ak = a2x + a2y + a2z
� �−1/2

, ð4Þ

where ax, ay, and az are the acceleration data in the x-, y-,
and z-axes, and ak is the equivalent motion energy. The
mean value of the equivalent motion energy is the quantity
of the trend in the data set, which measures the integrated
intensity of a class of motion. The formula is as follows:

ak = lim
n⟶∞

∑n
1 a2x + a2y + a2z
� �−1/2

n
: ð5Þ

The motion period characterizes the average time interval
between two adjacent swings. Generally, the period is obtained
based on the signal waveform, and for more regular wave-
forms such as sine waves and cosine waves, the period can
be found by simply calculating the average interval between
two adjacent peaks or troughs. Although the motion wave-
form is periodic, it is difficult to directly find all the peaks
and troughs in a waveform that conform to the periodic vari-
ation, so this paper further introduces the signal processing
technique—autocorrelation analysis method. In theory, the
lengthm of the template should be greater than one complete
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swing period. For general considerations, the length m can be
taken as 1/4 times the total length of the sample. Starting from
the 1st, 2nd, 3rd, ..., n −m + 1 data in the sample, we construct
subsample data of the same length as the template and per-
form autocorrelation with the template. When a segment of
the waveform in the sample is similar to the template wave-
form, a “resonance” similar to that in acoustics will occur,
and the result of the operation will produce a local maximum,
and since the sample is a periodic waveform, the template will
produce a “resonance” after every motion cycle during the
backward operation. Therefore, the resulting autocorrelation
sequence is also periodic, and the period is equal to the desired
motion period. The equation for the autocorrelation operation
is as follows:

move akð Þ = lim
n⟶∞

∑n
0 move axð Þ2 + move ay

� �2 + move azð Þ2
� �−1/2

n
,

ð6Þ

where movement represents the actual signal value at moment
ak in sample; n represents the signal value of i in the autocor-
relation template function;m represents the length of the tem-
plate. In order to obtain the peaks more robustly and eliminate
the interference of subpeaks on the cycle solution, the data in
the sample should be demeaned and normalized: before each
autocorrelation analysis, the data in the sample are differenced
from the sample mean by a factor of k ð0< = k< = 1Þ, and the
data larger than the mean are kept, and the data smaller than
the mean are set to zero. The demeaning formula is as follows:

action =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
move2 xð Þ +move2 yð Þ +move2 zð Þ

p
: ð7Þ

Take 2000 forehand attacks as an example, and compare
the waveform of equivalent motion energy with the waveform
of equivalent motion energy after deaveraging (as shown in
Figure 5).

4. Action Classification and
Discussion of Results

When features are extracted, there are some features in the
constructed feature set that may be irrelevant or even irrele-
vant. These components are redundant features, which can
also be called noise, and their presence not only does not
improve the performance of the action classification algo-
rithm but also reduces the recognition accuracy. Therefore,
feature selection is often necessary before doing model train-
ing. According to the sequence of feature selection and train-
ing classifiers, feature selection methods can be broadly
classified into three categories: filter, wrapper, and embed-
ding. The filtering method first selects the features and then
trains the classifier, and the performance of the classifier is
not considered in the feature selection process, and the two
are independent; the wrapper method directly takes the per-
formance of the final classifier to be used as the evaluation
criterion of the feature subset and improves the performance
of the algorithm by training the classifier several times,
which has a large computational overhead, while the embed-

ded method integrates feature selection and classifier train-
ing into the same optimization process. The embedded
approach integrates feature selection and classifier training
into the same optimization process, which makes the algo-
rithm robust to noise and therefore can solve the problems
of the first two approaches. There are various table tennis
swings, and only four of them are studied in this paper: (a)
forehand attack, (b) backhand push, (c) forehand rub, and
(d) backhand rub. The acceleration data of the four move-
ments over a period of time are shown in Figure 6, where
the horizontal axis represents the time (s) and the vertical
axis represents the acceleration magnitude (g).

Crossvalidation and evaluation methods based on statis-
tical methods are generally used in human action recogni-
tion studies to assess the performance of classification
algorithms. The classification effectiveness of a particular
algorithm can be presented in the form of an obfuscation
matrix, which reveals the degree to which different kinds
of actions may be confused with each other. If there are n
kinds of actions to be classified, then the confusion matrix
is an nn table. Taking the most common binary classification
problem as an example, the confusion matrix is shown in the
table. In the table, TP is true positive, which means the num-
ber of samples predicted positive class as positive class, i.e.,
correct prediction; FN is false negative, which means the
number of samples predicted positive class as negative class,
i.e., wrong prediction; FP is false positive, which means the
number of samples predicted negative class as positive class,
i.e., wrong prediction; TN is true negative, which means the
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number of samples predicted negative class as negative class,
i.e., correct prediction. Based on the acceleration sensor data,
this paper designs an integrated learning strong classifier for
ping pong swing action recognition. From the whole design
process of integrated learning, it is easy to find that inte-
grated learning has the following characteristics: first, the
process is tedious, and each subclassifier needs to be
designed before building the integrated learning classifier;
second, the integrated learning method requires feature
extraction and selection based on human experience, and
the advantages and disadvantages of feature extraction often
require a lot of experimental verification in practical applica-
tions; third, the association between the classifiers of inte-
grated learning. The performance of the classifiers cannot
be absolutely guaranteed because of the relatively weak asso-
ciation between the classifiers. The time width of the sliding
window in this experiment is set to 4 seconds, and the sam-
pling frequency of the device is 200Hz, so each sample con-
sists of 800 sampling points, i.e., the t value is 800. Each
action sample is an 800 ∗ 3 matrix. Among all the obtained
data samples, 80% of them are used as training samples by
randommethod, totaling 4000 (1000 for each of the four types
of actions), and the remaining 20% are used as test samples,
totaling 1000 (250 for each of the four types of actions). Unlike
the integrated learning where the labels of the four swings are
set to 1, 2, 3, and 4, the training data are labeled using discrete
one-hot encoding, which is suitable for the error function
defined in the form of crossentropy, and this definition
method makes the distance between labels more reasonable.
Calculate the loss, which is more conducive to parameter solv-
ing. The solo-heat coding methods for the four swings are
shown in Figure 7 below.

For the table tennis swing recognition task, the input
data are 3D acceleration data of certain sequence length.
The goal of this chapter is to form a table tennis swing rec-
ognition network by continuously training equal length
samples of triaxial acceleration data, and finally, given a
sequence length of 3D acceleration data as input, the
designed network can predict whether it belongs to a certain
swing action and the confidence of the response. To achieve
this goal, the sequence length is assumed to be T . The idea of

sequence convolution requires the network to have a percep-
tual field of size T , that is, each element of the output
sequence of the network is the inference result of the input
sequence of length T . The causal and null convolution
design of the TCN model provides a possibility for this idea,
where causal convolution is the basis of sequence perception,
and null perception can accomplish the task of perceiving
inputs with large sequence lengths.

In addition, the design of residual convolution keeps the
time series network from degrading performance and guar-
antees the network training results. In the experiments, the
activation function is firstly determined, and the Sigmoid,
Tanh, and Re LU functions are used as the activation func-
tions, and the convergence of the objective function is shown
in Figure 8. By comparing the experimental results, we find
that the objective function converges to about 0.40 when
the sigmoid function is used as the activation function, about
0.32 when the tanh function is used, and about 0.23 when
the Re LU function is used as the activation function. It
can be seen that for the action recognition task in this paper,
the convergence of the Re LU function as the activation
function is better. Since the initialization value of the net-
work model affects the performance of the network, for
example, the learning rate of the network model will affect
the convergence speed of the target function and whether
it can converge to the minimum value. When the learning
rate is too small, the convergence of the target function will
be slow, making the network training too inefficient and
consuming too many resources; when the learning rate is
set too large, it will cause the target function to fail to con-
verge to the set threshold, but oscillate around it. Pushing
the ball was the lowest. In terms of overall classification per-
formance, the average recognition accuracy of the integrated
classifier reached 91%, which is the best performance above
the other three classification models.

5. Conclusion

This paper uses an acceleration sensor as a motion recording
device for a table tennis disc and explores the three-axis
acceleration data of four common swing motions. The field
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of human motion recognition has benefited from the rise
and development of sensor technology, and while vision-
based approaches are dominant, there is still a lot of room
for sensor-based approaches. Compared with vision-based
methods, sensor-based methods are more flexible and have
good performance in the recognition of daily movements
such as walking, running, and walking up and down stairs.
Therefore, this paper applies the sensor-based human action
recognition method to daily table tennis sports and designs
recognition models for classifying four types of actions in
table tennis: forehand attack, backhand push, forehand
rub, and backhand rub. In this paper, the acceleration sensor
is used as a table tennis swing acquisition device, and the
three-axis acceleration data of the four common swings are
investigated. Traditional machine learning algorithms (deci-
sion tree, random forest, and support vector machine) are
applied to swing action classification, and a classification
algorithm based on the integration idea is designed. The
integrated learning algorithm can effectively distinguish the
four swings, and the experimental results show that the inte-
grated learning algorithm designed in this paper outper-
forms the traditional machine learning algorithm and
achieves an average recognition accuracy of 91%.
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