
Research Article
Water Dragon Boat Training Monitoring System Based on
Multisensor Data Fusion Technology

Heng Shen

School of Physical Education, Huazhong University of Science and Technology, Wuhan, 430074 Hubei, China

Correspondence should be addressed to Heng Shen; 2017210210@hust.edu.cn

Received 13 August 2021; Revised 8 October 2021; Accepted 26 October 2021; Published 18 November 2021

Academic Editor: Mu Zhou

Copyright © 2021 Heng Shen. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the development of science and technology, a variety of electronic devices have entered our lives, making our lives more
intelligent and making our work more effective. This article is aimed at studying the application of multisensor data fusion
technology to the water dragon boat training monitoring system. In that case, we can analyze the various physical indicators of
dragon boat athletes based on the data reflected by these sensors, when they can reach their physical limits and can perform in
the best state to obtain the best results. The sensor is used to decompose the relevant data of each part of the athlete’s limbs.
This step is based on the image and understands the maximum value of the data to adjust the training goal. This article
proposes some data fusion algorithms, using Kalman filter method, Bayesian estimation method, and DS evidence theory
algorithm to compare data fusion systems, through the comparison to find the best fusion accuracy, and then get the most
suitable method is then applied to this water dragon boat monitoring system to enhance the training efficiency of dragon boat
athletes. The experimental results in this paper show that when the value of the parameter increases from 0.97 to 2.5, the
average classification accuracy of the k-NN classifier decreases from 0.97 to 0.4, and the accuracy of the fusion results of the
three fusion rules is also reduced correspondingly, but in this paper proposed, RP fusion rule still has better performance than
the other two fusion rules. When the classifier is k-NN, the three fusion rules increase with the number of sensors, and the
accuracy of the fusion results is correspondingly improved. However, the final fusion accuracy obtained by the RP fusion rule
proposed in this paper is always better than NB integration rules, and WMV integration rules are higher. Through these
analyses, a training program that is most suitable for dragon boat athletes can be worked out, so that the athletes will not be
useless. Multisensor data fusion technology brings great convenience to water dragon boat training and can provide more
reasonable and accurate data to explore a practical way on the basis of ensuring the safety of personnel.

1. Introduction

1.1. Background. Competitive water boat sports are a tradi-
tional sport that perfectly combines entertainment and com-
petition. With the development of science and technology,
the stimulation of economic interests, and the drive of national
culture, competitive sports have developed rapidly. In the
modern competitive sports arena, competition has become
more intense, which places higher demands on athletes’ phys-
ical fitness. The water dragon boat started in the Spring and
Autumn Period and the Warring States Period and has a

history of more than 2,000 years. The water dragon boat activ-
ity is easy to hold in the south because it is more suitable for
natural conditions. The natural environment in the north is
limited, and the vast waters are lacking; so, the dragon boat
dance in the dry land came into being. Although it does not
have the surging momentum of the water, it also gives people
a refreshing feeling, making the North Dragon Boat Festival
atmosphere stronger. In recent years, multisensor data fusion
technology has been widely used in both military and civil
fields. Multisensor fusion technology has become a concern
in many aspects such as military, industrial, and high-tech
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development [1]. With the rapid development of electronic
information technology, various large-scale electronic systems
continue to emerge, and their application backgrounds
continue to becomemore complicated. The realization of their
functions requires the support of various multisensor data
systems. Therefore, it is necessary to support various sensors
and different information source for more effective integration.
At the same time, with the development of modern warfare, the
role of multisensor data fusion technology in the military has
become more prominent. It combines the characteristics of a
variety of different sensors to obtain different types of target
information from multiple directions and angles and improve
the system in all dimensions. The coverage of the above
improves the detection and recognition capabilities of the
target. After years of development, multisensor data fusion
technology has made considerable progress. In terms of fusion
level, three levels are formed: data-level fusion, feature-level
fusion, and decision-level fusion. In terms of system structure,
centralized, decentralized, distributed, and hybrid structures
are proposed; in terms of fusion algorithms, algorithms such
as weighted average method, neural network method, Kalman
filtering method, Bayesian estimation method, and D-S evi-
dence theory are formed. In terms of application, multisensor
data fusion has been widely used in military and civilian fields
and has achieved remarkable results.

1.2. Significance. For wireless sensor networks, collaboration
and real-time monitoring can be achieved, and the collected
information can be processed and transmitted to users. It can
be realized through information technology based on our real
world cognition, thus effectively changing the way of informa-
tion interaction between human beings and nature.We are fully
able to use wireless sensor-based network technology to recog-
nize things in the world, as far as possible to expand the existing
network functions and human cognition of the world. With the
continuous and rapid development of sensor technology, wire-
less communication technology, and computer technology, the
use of sensor networks in environmental monitoring has also
become a reality. Most of today’s environmental monitoring
systems use wired monitoring methods. Therefore, this kind
of system generally has two problems: one is that the wired
monitoring system is more dependent on the line; so, the layout
of the system will inevitably be affected by the wiring [2]. The
second is that the distribution of wired nodes is relatively fixed.
Once some of the nodes have problems, it will inevitably lead to
the loss of the monitoring function in a local area. This article
uses a wireless sensor network to collect ambient temperature
and humidity and transmits the collected information to the
monitoring center in time. Compared with traditional monitor-
ing methods, the use of wireless sensors has the following
obvious advantages: (1) the network nodes have a higher distri-
bution density, and each node involved can monitor the infor-
mation in the local environment and transmit it to the data
center; so, it has the characteristics of large amount of data
collection and high precision. (2) The sensor node has a small
volume, and the entire network only needs to be deployed once.
(3) The wireless sensor node itself should have good computing
capabilities, storage capability, and wireless communication
capabilities and be able to perform more complex monitoring.

1.3. Related Work. After reading a lot of related literature, I
found that multisensor data fusion technology is applied in
many fields. With technological breakthroughs, we have
more extensive applications. In Zhang’s research, their team
proposed a method to use redundant information to fuse
spatial data and multimedia information in a multimedia
sensor network. Experimental results show that their proposed
method can reduce the energy consumption of spatial data
and multimedia information fusion in multimedia sensor net-
works, and the fusion accuracy is high. Although their applica-
tion prospects are very good, there are still certain technical
barriers [3]. In Wu research, a path design method based on
ant colony optimization (ACO) algorithm is proposed, which
can improve the accuracy and effectiveness of data. However,
it was not considered comprehensively in the experiment,
and some factors were not taken into account. Aiming at the
problem of PID controller parameter optimization design, the
results of ant colony algorithm design and genetic algorithm
design were compared. Numerical simulation results show that
the ant colony algorithm has the effectiveness and application
value of a new simulation evolution optimization method.
However, this is just the emergence of simple rules [4]. In
Zhang’s research, artificial intelligence immune agents are pro-
posed and applied to solve the problems of low data accuracy
and delay caused by dynamic environmental changes. The
experimental results show that the proposed method can
improve the performance of the system by using this method.
However, in this study, the results of the study were not so
accurate. When he conducted the experiment, many environ-
mental factors were not taken into consideration, which led
to the lack of rigor of the results [5]. InMa’s research, a mileage
pile positioning technology based on multisensor information
fusion is proposed. This can avoid the cumulative error per
kilometer using GPS and road environment video. The gyro-
scope is used as a substitute when the GPS signal is lost and
is also used to correct wobble errors. The practical value of
his experiment is very high, but there are still certain technical
barriers [6]. In Xu’s research, his research results show that the
clustering fitting effect is as high as 99.83%, which proves that
the multiattribute DBSCAN algorithm and clustering analysis
algorithm have higher reliability and provide better theoretical
guidance for the analysis of abnormal ship behavior. Although
the research prospects are perfect due to technical defects, the
current results are still not so perfect [7]. In Zhang’s research,
a cooking production safety monitoring and early warning sys-
tem based on information fusion was proposed. To achieve the
goal of accurate monitoring of safety conditions and reliable
early warning of dangerous situations, the security information
of the monitoring and early warning area is collected through a
sensor network such as combustible gas sensors, dust sensors,
temperature sensors, pressure sensors, flow meter, and IP
cameras, to establish security monitoring and early warning
information fusion The model is then used to fuse various
safety information through BP neural network and DS evi-
dence theory algorithms. This research is of great practical
value, but there are certain limitations [8]. In Cui’s research,
their team proposed a new program based on Hilbert-Huang
transformation and deep learning for network attack detection
in direct current (DC), microgrid (MG), and distributed power
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generation (DG) attack detection unit and its sensors. A deep
learning method for advanced elective group using krill swarm
optimization (KHO) algorithm is proposed. Due to the incom-
pleteness of science and technology, there are still some differ-
ences in the results [9].

1.4. Innovation. As the current training and monitoring of
water dragon boats no longer use manual operations in many
fields, the methods usually used tend to be realized by network
automatic communication technology, which will make the
operating cost relatively high, which is completely unsuitable
for the entire water dragon boat training. For the future devel-
opment of monitoring, it also severely restricts the development
of monitoring and monitoring of water dragon boat training.
On this basis, a water environment monitoring based on wire-
less sensor network technology is proposed, which can effi-
ciently and quickly collect all kinds of athletes for dragon boat
training. This article is aimed at establishing a hybrid water
dragon boat training and monitoring transmission mode by
using terminal nodes, cluster head nodes, convergence nodes,
and monitoring centers. The water dragon boat training moni-
toring system designed in this paper has many characteristics:
low cost, good scalability, strong reliability, etc., can be used
not only in outdoor environments, but also in small monitoring
fields such as small homes, and has a very broad application
prospect. The entire sensor equipment can monitor the water
environment in real time and transmit the collected data to
the remote wireless back-end and perform certain analysis
and processing at the back-end, which can predict the changing
trend of the water body relatively quickly. It can prevent the pol-
lution of the water environment and reduce certain economic
losses. Therefore, themain purpose is to comprehensively mon-
itor various parameters in the water dragon boat training mon-
itoring in real time, such as pressure and temperature, to
achieve remote monitoring andmanagement. The composition
of the wireless sensor network includes many wireless sensor
network nodes, and the nodes choose tiny embedded systems.
This article is aimed at establishing a hybrid water dragon boat
training and monitoring transmission mode by using terminal
nodes, cluster head nodes, convergence nodes, and monitoring
centers. The data monitored by this system will be more accu-
rate and fast and greatly reduce labor costs, which has applica-
tion prospects and practical value. This technology has also
improved the level of monitoring while providing strong sup-
port and provides dragon boat athletes with more scientific
and effective data support, allowing them to use more reason-
able training methods to strengthen themselves.

2. Methods and Related Concepts

2.1. Wireless Sensor Network. The wireless sensor network
generally consists of the following three parts: sensor nodes,
sink nodes, and taskmanagement nodes, as shown in Figure 1.

Use a sufficient number of sensor nodes to be deployed in
the area to be monitored (sensor field), to use self-organization
to promote it into a complete network system. In this process,
the collected monitoring data can be transmitted along other
nodes. The whole process is processed by many nodes and
then reaches the sink node after multiple hops and then uses

the network to transmit to the management node. Users can
use the installed host computer software to manage the entire
sensor network in a unified manner. It has weak capabilities in
data processing, storage, and wireless communication. Gener-
ally speaking, some batteries with limited energy are used to
power the system. In addition, any node has a certain routing
function in addition to the original node terminal function.
Nowadays, the software and hardware design of sensor nodes
is a very critical link in sensor network technology. The only
difference is that the sink node has relatively high require-
ments for data processing, storage, and wireless communica-
tion. Due to the need to connect to an external network, it
can realize the communication conversion between two differ-
ent protocols, and according to the actual instructions given
by the user, each node is assigned a different monitoring task,
and the information collected by the node is sent to the desig-
nated location. Therefore, the convergent sensor node is not
only an enhanced function relative to the sensor node but also
a management node with computing capabilities; it is also a
network device that can communicate, as shown in Figure 2.

The main task is to gather the data and send it to the
corresponding PC. Because the existing research does certain
data preprocessing at the sink node, such as data deduplication
and compression, it cannot be counted as a simple relay. The
main function of the sensor module is to collect data and infor-
mation in the coverage area of the node and to digitize the col-
lected analog data; the function of the processor module is to
control the normal operation of the entire wireless node and
to perform the data collected by the sensor module. Processing:
the main function of the wireless communication module is to
realize wireless communication with other nodes, exchange
existing control information, and send and receive data; the
function of the energy supply module is to provide power.

With the continuous development of sensor networks, the
protocol stack of the sensor node is also in the process of
continuous improvement. A typical protocol stack model is
shown in Figure 3. The model mainly covers five parts: the
physical layer, the data link layer, the routing layer, the trans-
mission control layer, and the upper application, which corre-
spond to the five layers in the OSI seven-layer model [10].

The steps of this experiment and the previous experiment
are similar, such as the training of the classifier and the
calculation of the decision-making reliability; so, the detailed
description will not be given. However, it is important to note
that because the training sample set is already given, and the
classification accuracy of the same type of classifier is fixed.
In this experiment, the number of hidden neurons in the k-
NN classification network is set to 50. The water training
monitoring system is divided into two parts: hardware and
software. The hardware is an embedded data acquisition mod-
ule, which includes acceleration sensor module, heart rate belt,
GPRSmodule, Bluetoothmodule, andmicroprocessor [11]. In
the software, SOCKET is programmed with TCP/IP protocol
to realize data communication, the acceleration sensor and
GPS module on the experiment board are programmed to
realize data collection, and multiple heart rate measurement
nodes are networked and programmed to realize heart rate
collection. Data analysis system: the schematic diagram is
shown in Figure 4.
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Dragon boat training on the water is a symbol that reflects
our national culture and represents the strength and stability
of our people, and multiple heart rate belts are, respectively,
connected to the Bluetooth host module of the SCM minimal
system via Bluetooth. The SCM minimal system controls the
Bluetooth host module, acceleration sensor, and GPS module
and transmits the processed data to the GPRSmodule through
the serial port, and the GPRS module then transmits the data
to the remote computer. Because the data is transmitted
through the GPRS network, there is no distance limit when
the system is working [12]. The hardware system framework
is shown as in Figure 5.

Make full use of the multisensor data resources of different
time and spaces, use computer technology to analyze, synthe-
size, control, and use themultisensor observation data obtained

in time series under certain criteria to obtain a consistent inter-
pretation and description of the measured object, then realize
the corresponding decision-making and estimation, and make
the system obtain more sufficient information than its various
components. The system mainly consists of two parts: a data
collection subsystem placed in the water and a remote receipt
collection subsystem. After that, the data parameters are mon-
itored through the processing, analysis, and storage of the back-
ground software. The remote can use the WEB page to query
the water dragon boat training parameter index measurement
data [13]. Collect the data in the target water area in real time
through the data platform, perform real-time statistical analy-
sis, and use big data to push the real-time analysis result data
to the analysis department. After the analysis department
receives the data, it uses different methods to analyze the indi-
cators, to develop training programs for athletes to help athletes
get better results in the competition, as shown in Figure 6.

2.2. Kalman Filter Method. Kalman filter is an algorithm that
uses linear system state equations to optimally estimate the
system state through system input and output observation
data. Since the observation data includes the influence of
noise and interference in the system, the optimal estimation
can also be regarded as a filtering process. Kalman method
includes the state space method and projection method.
Kalman added a concept to the method the state of the sys-
tem and introduced two mathematical models state and
observation, that is, the classical state equation and observa-
tion equation. The true value is inaccessible, and it can only
be based on the minimum mean square error to make the
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estimated value as close to the true value as possible, through
the input and output observation data of the system, the
algorithm for optimal estimation of the system state. Since
the observation data includes the influence of noise and
interference in the system, the optimal estimation can also

be regarded as a filtering process. On this basis, he used
the projection method to propose the optimal and Kalman
filter equations [14]. The biggest advantage of Kalman filter-
ing is that filtering is a state-space method in the time
domain, which has obvious intuitive meaning. At the same
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time, the Kalman filter method is a recursive method, so that
the fusion system does not need to store large data and per-
form complex calculations and can be conveniently used in
real time on a computer [15]. Kalman filtering is suitable
for filtering problems in stationary or nonstationary random
processes, as well as filtering problems in time-varying sys-
tems and multivariable systems.

The specific equation of Kalman filter is as follows:

x t + 1ð Þ = b tð Þx tð Þ + g tð Þu tð Þ +w tð Þ: ð1Þ

In the above formula, we can see that X ðkÞ represents
an n-dimensional vector, which represents the target state
at time t, which is called the state equation; βðtÞ is the
n × n order state transition matrix at time t, U ðtÞ is the
m-dimensional input vector, G ðtÞ is the n ×m-order input
matrix, and W ðtÞ is the n-dimensional process noise,
which conforms to the Gaussian white noise distribution,
and E½WðtÞ� = 0, E½WðtÞWTðJÞ� =QðKÞηT J .

Among them, they satisfy

htj =
0, t¿ j
1, t = j

(
: ð2Þ

The sensor observation equation used for target tracking is

z tð Þ = h tð Þx tð Þ + v tð Þ: ð3Þ

Z ðtÞ is a p-dimensional vector, which represents the mea-
surement vector at time t, H ðtÞ is a p × n-order measurement
matrix, V ðtÞ represents p-dimensional measurement noise,
which conforms to the Gauss white noise distribution, and have

E V tð Þ½ � = 0,
E V tð Þ½ �VT Jð Þ = R tð Þηtj:

(
ð4Þ

If the filtered value xUðt/tÞ and the covariance P ðt/tÞ of the
target observation state X ðtÞ at time t are known, then the Kal-
man filter method can be used to obtain the state prediction
value of the moving target at time t + 1:

x
U
t + 1/tð Þ = j tð Þ xU t/tð Þ + g tð Þu tð Þ: ð5Þ

Forecast covariance matrix is as follows:

p t + 1/tð Þ = j tð Þp t/tð Þjt + q tð Þ: ð6Þ

Innovation covariance matrix is as follows:

s t + 1ð Þ = h t + 1ð Þp t + 1/tð Þht t + 1ð Þ + r t + 1ð Þ: ð7Þ

Gain matrix is as follows:

k t + 1ð Þ = P t + 1/tð Þht t + 1ð Þs‐1 t + 1ð Þ: ð8Þ

State filter value is as follows:

x
U
t + 1/t + 1ð Þ = x

U
t + 1/tð Þ + k t + 1ð Þ z t + 1ð Þ zU t + 1/tð Þ

h i
:

ð9Þ

The filter covariance matrix is

p t + 1/t + 1ð Þ = p t + 1/tð Þ − k t + 1ð Þs t + 1ð Þkt k + 1ð Þ: ð10Þ

Two of the more significant problems are as follows: first,
when the combined data of multiple sensors is redundant, the
amount of calculation will increase drastically by the geometric
exponent of the filter dimension, which will make the real-time
performance difficult to meet; the second is the number of
sensors. Increasing generally increases the possibility of failure.
When a sensor fails and the system is not found in time, the
failure will affect the entire system and reduce the reliability of
the system.

2.3. Bayesian Estimation Method. The installation position of
the multisensor is also one of the important indicators that
affect the data. How to combine the multisensor to play the
best value of each part has great guiding significance for the
results of the experiment. Bayesian estimation is a main
method to fuse low-level multisensor data in static environ-
ments. This method is to recombine multisensor data accord-
ing to probability and use conditional probability to express
the measurement uncertainty. If the observation coordinates
of each sensor are the same, and then the measurement data
obtained from the sensors can be fused by the direct method
[16]. However, most of the time, the measurement data of
different sensors come from different coordinate systems. At
this time, we should use indirect methods to perform Bayesian
estimation and fusion of the measurement data of different
sensors. Assuming that pðxijxÞ is the conditional probability
that the measurement is xi under the condition that the true
value is X, it is a known quantity. When the received measure-
ment data is xi, the posterior probability of the true value, X is
calculated by the Bayes formula as

p x xijð Þ = 〠
p xi xjð Þp xð Þ

y

p xi yjð Þp yð Þ ð11Þ

Assuming that the estimated value of the unknown θ is θ∧,
a commonly used estimationmethod is to take themean of the
posterior distribution, that is to say

q
U = q

U
x1, x2,⋯, xnð Þ = E q x1, x2,⋯, xnjð Þ: ð12Þ

It can be seen from the above definition that the posterior
distribution depends on the sample; so, the estimation of the
unknown parameter must be related to the sample selection.
In this estimation method, the estimated value of θ∧ is gener-
ally the average of the parameters of the posterior distribution.
Another method that can be used to calculate the estimated
value is themethod with the smallest deviation, when hemeets
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E θ − αð Þ2 X1, X2,⋯, XNj� �
: ð13Þ

If the minimum value of the above formula is, that is, the
deviation of each parameter is the smallest. To minimize the
deviation, the following formula can be derived, namely,

¶a
¶
e θ‐αð Þ2 x1, x2,⋯, xnj� �

= 2e θ x1, x2,⋯, xnjjð Þ‐2α = 0:
ð14Þ

Assuming that B1, B2, ... are several possible premises of a
certain process, then P ðBiÞ is the people’s estimate of the
probability of each premise condition in advance, which is
called the prior probability. If this process yields a result A,
then the Bayesian formula provides a way for us to make a
new evaluation of the preconditions based on the appearance
of A. The above transformation can be obtained:

α = θ = e θ x1, x2,⋯, xnjð Þ: ð15Þ

Bayesian decision-making is to estimate part of the
unknown state with subjective probability under incomplete
intelligence, then use Bayesian formula to correct the probabil-
ity of occurrence, and finally use the expected value and
revised probability to make the optimal decision.

2.4. D-S Evidence Reasoning Method. The Dempster-Shafer
(D-S) method of evidence reasoning was first proposed by
Dempster and developed by Shafer.

The method belonging to the theory of imprecise reason-
ing can be regarded as an extension of the Bayesian method.
Compared with Bayesian estimation, which requires a priori
probability, D-S evidence reasoning can solve the uncertainty
caused by ignorance. In a data fusion system composed of
multiple sensors, each sensor can give a set of data (or a set
of evidence or propositions), so that the corresponding mass
distribution function can be established [17]. Here, each data
source can be regarded as a recommendation degree. Under
the same conditions, after combining different evidence bodies
by the Dempster combination rule, a brand-new recommen-
dation degree is calculated, and then the credibility of this
recommendation degree is calculated, and then through a cer-
tain screening rule, the final result is shown in Figure 7.

The D-S evidence reasoning method uses a recognition
framework to represent the collection that needs to be fused,
and it gives such a function:

m Θð Þ = 0, 〠
a⊂Θ

m að Þ = 1: ð16Þ

For any set, D-S, evidence reasoning gives a concept of
credibility function:

bel að Þ =〠
b⊂a

m bð Þ: ð17Þ

However, it is still not enough to express the credibility
of each set A with only one credibility function, because
Bel (A) does not reflect the degree of suspicion for this set

A [18]. Based on this, if we want to describe the credibility
of a set A more comprehensively, we need to add a quantity
that can reflect the degree of suspicion A. Then, this defini-
tion can be given:

pl að Þ = 1‐bel að Þ,
dou að Þ = bel að Þ:

ð18Þ

We can clearly derive the fusion formula of multiple
credibility; first, the following hypothesis needs to be given:
m1,m2,⋯,mn is used to represent the credibility distribu-
tion function of n data, and these n data are independent
of each other; then, the credibility function after fusion can
be written in the following form:

m að Þ =m1Åm2Å⋯ Åmn = 1 − 〠
〠

aiCbi=a
m1 aið Þm2 bið Þ

aiCbi=Q
m1 aið Þm2 bið Þ:

ð19Þ

3. Comparative Analysis Experiment

3.1. Experimental Design. The experiment was carried out in the
lake where water dragon boat competitions have been held over
the years. Related experimental equipment was arranged on the
shore. Videomonitors and sensors were installed on the dragon
boat page and some parts of the athletes. Multisensor data
fusion is an emerging research field, which is a research on data
processing aimed at the specific problem of using multiple sen-
sors in a system. Multisensor data fusion technology is a practi-
cal application technology developed in recent years. It is a new
technology that intersects multiple disciplines. It involves signal
processing, probability and statistics, information theory, pat-
tern recognition, artificial intelligence, fuzzy mathematics, and
other theories. In this experiment, the main purpose is to verify
the performance of the three fusion methods proposed in this
paper, RP fusion and NB and WMV fusion rules, under the
conditions of different numbers of classifiers and different
classification accuracy. Because in the actual classification appli-
cation, the performance of the local classifier is fixed; so, the use
of variable data sets can better study the impact of the accuracy
of different classifiers on the performance of the fusion
algorithm. In this experiment, we use the Gaussian function
to randomly generate a data set. The number of target category
labels is set to 5. Each sample data consists of two randomly
generated attributes that conform to different Gaussian distri-
butions, and the two attributes are independent of each other.
As shown in Table 1, the standard deviation of the two attri-
butes of the sensor can be changed by the variable α. The
larger the parameter α, the larger the standard deviation of
the two attributes. For example, the following two probability
density functions x1jω3 ~ nð30, 4αÞ, x2jω3 ~ nð10, 4αÞ, respec-
tively, represent the distribution of the two attributes of the
category label ω3. Obviously, the classification performance
of the classifier is determined by α. The larger the α, the less
concentrated the data distribution of each category, and the
overlapping range will increase accordingly; so, the classifica-
tion accuracy of the sensor will be smaller. Therefore, the
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classification performance of the sensor can be adjusted by the
parameter α as shown in Table 1.

From the data in the above table, it can be found that the
data set is mainly concentrated in the interval of 10-20, and
the overlapping range can be established by using the Gauss-
ian function. Gaussian function is widely used in statistics to
describe the normal distribution.

As shown in Figure 8, it represents a data set randomly
generated by the Gaussian function when α is equal to 1, and
the sample data is equal to 100. In the actual experiment, the
number of samples used to train the sensor is set to 300. At
the same time, to prevent the one-sidedness of the simulation
results, in each round of experiments, a new data set will be
randomly generated. Considering the reliability of the experi-
mental results, the experiment was repeated 20 times, and the
classification decision result was obtained each time. The aver-
age classification decision result of 20 times was calculated to
obtain the average classification accuracy. To obtain the classifi-
cation performance of each sensor, 1500 training sample sets
and 500 test sample sets were randomly generated in each
experiment. And the number of training samples and test sam-
ples of each category in each experiment is the same, that is, 300
and 100, respectively. After the classifier is trained, another 1000
observations are generated, and the corresponding number of
each category is about 200. Then, using the trained classifier
to classify andmake decisions on these data to obtain local deci-
sions, and at the same time obtain the reliability of the classi-
fier’s decision, the fusion center then conducts decision fusion
based on the local decision and decision reliability [19].

3.2. Experimental Method. Aiming at the problem of slow
paddle frequency in the start and sprint phases that cannot
keep up with the rhythm, the training method is mainly
short-stroke training, which is high-frequency rapid strokes
of 10 paddles, 20 paddles, and 30 paddles; supplemented by

functional training, vibration rods, and power ropes, barbells
and other equipment can be used for upper limb speed endur-
ance training. This experiment will use the actual dragon boat
recognition data set collected during the monitoring of the
water dragon boat training project for simulation. In the
monitored project, a total of 23 sensor nodes are arranged on
the roadside to collect data on dragon boats and athletes [20].
When a dragon boat passes by, the sensor will collect three
types of data: infrared, earthquake, and sound of the dragon
boat. Perform segmentation and feature extraction on the col-
lected data. In the actual experiment, 11 sensor-node pairs will
be selected for classification. The experiment used sound and
seismic signals. After fast Fourier transform, the characteristics
of each signal are proposed. Each has 297 characteristics, and
the length of each characteristic is 50 values between 0 and 1.
The data obtained were measured using a logistic regression
model, considering the different data of each individual of each
athlete, and combining these variables for data screening.

4. Analysis of Experimental Results

4.1. Comparative Analysis. The experimental results obtained
are shown in the following figure. The classification accuracy
of the fusion result is defined as the proportion of correctly
identified targets in each classification. The RP fusion rule
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Figure 7: Flow chart of multisensor data fusion.

Table 1: Randomly generated data.

Category μ1 μ2 β

w1 20 10 3α

w2 10 20 5α

w3 15 30 10α

w4 15 30 9α
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5

10

5

10

15

20

10

6

10
8

15

30

21 20 19 18

25

14

21

15

0

5

10

15

20

25

30

35

0 5 10 15 20 25 30 35 40 45

A
ttr

ib
ut

es
 2

Attributes 1

Category 1
Category 2
Category 3

Figure 8: Example of generating sample data.
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proposed in this paper is compared with the naive Bayes
fusion rule and the fusion performance of WMV Considering
the local classification decision in k-NN and ELM neural net-
work, and the average classification accuracy of the fusion
results of these three fusion methods (plus and minus one
standard deviation) varies with the parameter β and the clas-
sifier number of changes, as shown in Figure 9 below.

The changes are shown in Figure 9. Figures 9(a) and
9(b), respectively, show that when the number of sensors is
fixed at 5, the fusion accuracy of each fusion rule changes
with β when the classifier is k-NN and ELM neural network
case. It can be seen from Figure 9(a) that when the value of
the parameter increases from 0.97 to 2.5, the average classi-
fication accuracy of the k-NN classifier decreases from 0.97
to 0.4, and the accuracy of the fusion results of the three
fusion rules is also correspondingly, but the RP fusion rule
proposed in this paper is still better than the other two fusion
rules. In the simulation diagram (b), as the parameter β
increases, the classification performance of the local classifier
decreases accordingly, and the accuracy of the fusion results
of each fusion rule changes with β to be roughly the same as
the diagram (a). However, it can be seen from Figures 9(a)
and 9(b) that the performance of the k-NN classifier is better
than the ELM classifier, especially when the value of β is in
the interval [0-1.4]. Therefore, the accuracy of the final fusion
result obtained by using the k-NN classifier for local classifica-
tion decision is higher than the case of using the ELM classifier
[21]. Clearly, from the simulation results, it can be verified that
the reliability-probability fusion rule proposed in this paper can
more effectively improve the classification accuracy, and the
performance is always better than the NB fusion rule and
WMV fusion rule, especially when the local classifier classifica-
tion performance when it is poor, the RP fusion rule proposed
in this paper to fuse the classification decision results of multi-
ple classifiers with poor classification performance, and the
accuracy of the final fusion result can be greatly improved.

4.2. The Accuracy of the Fusion Result Varies with the Number
of Sensors. The changes are shown in Figure 10. Figures 10(a)
and 10(b) show how the accuracy of the fusion result varies
with the number of sensors when the local classifiers arek
-NN and ELM, respectively. At this time,β = 1:5is fixed during
the simulation process. Like the conclusions drawn in
Figures 9(a) and 9(b), the experimental results still prove that
the final fusion result obtained by the RP fusion rule proposed
in this paper is more accurate than the NB fusion rule and
WMV fusion rule. At the same time, the analysis shows that
when the number of sensors is increased from 1 to 7, and the
accuracy of the fusion result increases quickly compared with
a single sensor. However, when the number of sensors is
greater than 7, the accuracy of the final fusion result is the effect
of increasing degree gradually decreases. In actual target classi-
fication applications, when a certain fusion accuracy is
achieved, the number of sensors involved in monitoring should
be minimized to reduce costs. Finally, it can be seen that the
fusion rule proposed in this paper is very similar to the NB
fusion rule, but the decision-making performance of the two
is different. From the above simulation results, it can be con-
cluded that when the decision reliability R = 1 is set, the perfor-
mance of the RP fusion rule is much lower than the other two
types of fusion algorithms [22]. This shows that the calculation
method of decision-making reliability is a key factor that affects
the accuracy of RP-based fusion. Therefore, in practical appli-
cations, it is necessary to design a reasonable reliability calcula-
tion method for different application scenarios, and it will be
possible to obtain better fusion performance [23].

4.3.When the Classifier Is ELM, the Fusion Accuracy Varies with
the Number of Sensors. The change is shown in Figure 11. From
Figure 11(a), it can also be concluded that when the classifier is
k-NN, the three fusion rules increase with the number of sen-
sors, and the accuracy of the fusion result is also improved
accordingly. Before the improvement, the highest value of a
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Figure 9: (a) When the local classifier is k-NN, the accuracy of the fusion results of each fusion rule varies β. (b) When the local classifier is
ELM, the accuracy of the fusion results of each fusion rule varies β.
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single sensor is 0.73; after the improvement, the highest value of
a single sensor can reach 0.91; and the accuracy rates of RP, NB,
and WMV have been greatly improved. However, the final
fusion accuracy obtained by the RP fusion rules proposed in this
paper is always higher than that of the NB fusion rule and
WMV fusion rule [24]. The simulation result of analysis dia-
gram (b) can still be obtained. When the classifier is ELM, the
classification accuracy of the decision results of multiple classi-
fiers through the fusion processing of the three fusion rules is
clearly more accurate than that of a single sensor. However,
the RP fusion rule performance is still better than the other
two commonly used fusion rules; so, the simulation results
prove that the RP fusion rule proposed in this paper has supe-
rior performance, and the decision fusion accuracy is higher
than that of the NB and WMV fusion rules. From the simula-
tion results, it can also be found that, different from the previous
experimental results, the final decision accuracy of the NB
fusion algorithm and WMV fusion algorithm at this time is
not much different, indicating that the stability is poor due to

the limitation of the application scenario, and in this article,
the proposed decision fusion algorithm is more stable in
improving the classification accuracy.

5. Conclusions

Bayesian estimation provides a means for data fusion and is a
common method for fusing high-level information frommul-
tiple sensors in a static environment. It enables sensor infor-
mation to be combined according to the principle of
probability, and the measurement uncertainty is expressed in
conditional probability. Based on the sports training theory
and combined with the special characteristics of the competi-
tive dragon boat event, a series of comparative analysis of dif-
ferent training methods and methods aimed at improving the
special endurance training of the upper limbs of competitive
dragon boat athletes. Indepth study of the current status of
the special endurance training of the upper limbs of Chinese
competitive dragon boat athletes determines the existing
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Figure 10: (a) When the local classifier is k-NN, the accuracy of the fusion results of each fusion rule varies with the number of sensors. (b)
When the local classifier is ELM, the accuracy of the fusion results of each fusion rule varies with the number of sensors.

0.7

0.75

0.8

0.85

0.9

0.95

1 2 3 4 5

A
cc

ur
ac

y

Number of sensor

RP
NB

WMV
Single sensor

(a)

0.75

0.8

0.85

0.9

0.95

1 2 3 4 5

A
cc

ur
ac

y

Number of sensor 

RP
NB

WMV
Single sensor

(b)

Figure 11: (a) When the classifier is k-NN, the accuracy of the fusion results of each fusion rule varies with the number of sensors. (b) When
the classifier is ELM, the accuracy of the fusion results of each fusion rule varies with the number of sensors.

10 Journal of Sensors



problems and analyzes them. The water training monitoring
system based on multisensor data fusion technology has the
characteristics of high sampling frequency and strong process-
ing ability. It can convert the collected heart rate, speed, accel-
eration, and other data into images for real-time display and
monitor and analyze training effects. The system uses modern
science and technology such as GPRS network transmission,
paddle frequency calculation, embedded system, and GPS,
without affecting the training of athletes, collects sports infor-
mation and instantly generates monitoring process diagrams
of sports training parameters, enabling coaches and athletes
clearly understand the real-time kinematic parameter infor-
mation in the training process, provides a scientific basis for
coaches to diagnose training effects in real time, improves
the efficiency of athletes’ special training, and conducts tar-
geted training. Under various methods of fusing data, we have
performed a certain analysis on the data transmitted by this
sensor, including the heart rate of dragon boat athletes, and
what the speed of the dragon boat is at what heart rate. Under-
stand that with our help, athletes canmake their training more
effective. Since the athlete’s physical fitness and other factors
have not been fully investigated when selecting the samples,
the experimental data will still be a little biased. Weather
factors and other factors will affect the parameters of the game,
so the content involved in this research is too much. Monoto-
nous, more detailed research will be carried out next.
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