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When performing digital image processing, the most critical technology that affects its use effect is the autofocus technology. With
the advancement of science and the development of computer technology, autofocus technology has become more and more
widely used in various fields. Autofocus technology is a key technology in robot vision and digital video systems. In order to
allow digital image processing technology to better serve humans, it is necessary to further improve the focus evaluation
function algorithm. This article focuses on the imaging principle of defocused images, using different evaluation functions to
analyze and process the experimental images to observe the changes in image clarity. Through the introduction and analysis of
the existing evaluation function, it can be known that the focus evaluation function will directly affect the quality of digital
image processing. Therefore, it is best to choose unimodality, unbiasedness, low noise sensitivity, wide coverage, and a small
amount of calculation. For the evaluation function, the Laplacian gradient function is an ideal choice. However, because the
current digital image processing technology is not perfect enough, the focus function is still prone to multiextreme problems
when the image is severely defocused and the high-frequency components in the image are missing; the balance between image
processing speed and focus accuracy also still needs to be improved. Therefore, this paper studies the autocontrol microscope
focus algorithm based on digital image processing, analyzes the principle of visual image imaging, and makes some
improvements to the microscope focus algorithm. Through experiments, it can be seen that the real-time data of the original
Laplace function in the edge-obvious target is 76.9, and it reaches 77.6 after improvement. The improved algorithm can better
maintain the single-peak state during the focusing process, which improves the image processing efficiency while ensuring the
measurement accuracy.

1. Introduction

With the rapid development of science and technology, the
autofocus problem in digital imaging systems has attracted
more and more people’s general attention. Especially for some
nonprofessional users, if they need to adjust the focus and
aperture of the scene for a long time, they are prone to fatigue.
Images are an important way for people to obtain information
intuitively. With the development of modern technology, peo-
ple’s reading of image information has long ceased to be seen
by the naked eye. A microscope is an optical instrument com-
posed of lenses, which can magnify a target to 1500 times its

own, creating a new path for people to understand the world.
In a digital image imaging system, in order to get a clear image,
there must be a focusing process [1]. When the target image
has a particularly high requirement for focusing, it is difficult
to focus manually. At this time, the effect of autofocus appears.
In order for the microscope to better exert its value, it is very
important to improve the focus evaluation function algorithm
and develop a smarter autofocus technology. Now, the realiza-
tion of autofocus makes focusing effortless with just one tap.
There are many ways to realize automatic focusing, and the
intelligent focusing method is the most important, which has
the advantages of fast speed and high precision.
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Foreign research on autofocus and focus evaluation
functions has a long history. As early as the 16th century,
someone made an instrument with a magnifying effect,
which is actually very close to the most basic microscope
function. The clarity evaluation function of out-of-focus
blurred images is a key to the use of digital image processing
technology to realize automatic focusing, and the accuracy
and effectiveness of the evaluation function need to be con-
tinuously improved. Arakawa et al. used the combination of
ultrasound microscopy and optical microscopy for the mul-
tiparameter characterization of single cells. They believe that
this fusion has further enhanced people’s understanding of
cell biomechanics [2]. Schultheiss and Denil analyzed the
history of microscopy and the development of microsurgery
in their research, calling it a revolution in reproductive tract
surgery [3]. Szmaja has improved the research in the field of
Low vision around the digital image processing system. The
upgrade of autofocus technology allows scholars to obtain
higher-quality images in experiments and perform detailed
analysis [4]. Wigianto et al. used digital image processing
to perform a three-dimensional inspection of the bone struc-
ture around hydroxyapatite implants and said that high-
quality 2D images are unimaginable for the construction of
3D models, and this is also very useful for biomechanical
research [5]. When analyzing the application of multidimen-
sional privacy perception evaluation function in automatic
feature selection, Jafer et al. emphasized the importance of
evaluation function in data analysis. They believe that this
kind of automated information processing can not only
ensure the privacy of data sets but also improve experiments,
efficiency, and accuracy [6, 7]. Stepanov comparatively ana-
lyzed the spectral characteristics of the Laplacian operator
and the Tachibana operator on the compact Riemannian
manifold, found the limit of its spectrum, and evaluated its
multiplicity [8]. As one of the key technologies of digital
imaging systems, automatic focusing technology has devel-
oped rapidly, has been widely used in the camera field, and
has been continuously updated and improved.

With the continuous advancement of domestic science
and technology, the research on digital image processing
and focus evaluation functions has become more and more
abundant [9]. Chen et al. have published a research on the
application of autofocus technology in the mesh membrane
measurement system. Using an automatic system to replace
manual mesh membrane and noncoplanar mesh membrane
arrays can not only reduce costs but also save a lot of time
[10]. Li et al. discussed the important role of autofocus in
the tool preset measuring machine based on computer
vision. They used a second-order discrete difference predic-
tion model to predict the direction of movement of the lens,
which is conducive to achieving faster and more accurate
autofocus [11]. When studying data preprocessing and fault
diagnosis based on the information contribution evaluation
function, Ji and Wen said that it is difficult for the traditional
gradient method and the least square method to automati-
cally correct all parameters, so the evaluation function needs
to be improved to ensure the model’s performance [12].
When analyzing boundary value problems of fractional dif-
ferential equations with p-Laplacian operators, Tian and Li

used the fixed-point theorem on convex cones to propose
the existence and multiplicity of positive solutions [13].

Digital image processing technology has become more
and more widely used in high-end fields, and the study of
autofocus function is a key factor to promote its progress.
Combined with the basic requirements of the performance
parameter test of the optical system of the light weapon opti-
cal sight, a set of automatic focusing system based on image
processing technology was designed. In order to discover the
existing problems of the evaluation function in the current
digital image processing technology, this paper has con-
ducted an in-depth exploration on it. The article takes full
advantage of the fast speed of the depth-of-focus method
and the high precision of the depth-of-focus method to
improve the effect of automatic focusing. Since common
algorithms are still prone to multipeak conditions, this arti-
cle has made some improvements to the original algorithm,
which not only helps to improve the real-time performance
of autofocus but also ensures the accuracy of image analysis.

2. Autocontrol Microscope Focusing Algorithm
Based on Digital Image Processing

2.1. Basic Principles of Microscope Imaging. The basic princi-
ple of a microscope is to use a convex lens to form an
enlarged image. Suppose we image point A, where u is equal
to the object distance, v is equal to the image distance, and f
is the focal length of the lens, then they satisfy the following
imaging formula:

1
u + 1

v
= 1

f
: ð1Þ

The imaging principle of the microscope is shown in
Figure 1.

The traditional focusing technology is mainly based on
the subjective feeling of people by manually adjusting the
focus. This method can achieve very high accuracy under
the operation of professionals, but not in situations where
it is necessary to capture a momentary picture or frequently
switch pictures. In the image imaging process, if the various
data can meet this formula, it is called quasifocus. At this
time, point A will form a clear image A’ on the plane; if
the imaging detector is displaced, it will also be that a point
A” is formed on the plane, but at this time, u and v no longer
satisfy the imaging formula, and the imaging looks blurred.
This phenomenon is called defocusing. The greater the
deviation of the detector from the original position, the more
serious the defocus and the more blurred the image. To get a
clear image, you can flexibly adjust the object distance or
image distance. This process is the process of focusing [14, 15].

Assuming that D is the clear aperture and R is the radius
of the diffuse spot, the following formula is satisfied during
the displacement of the detector:

R = D
2 ⋅

a − v
v

: ð2Þ

When a − v is less than zero, the radius of the diffuse
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spot is negative, and the image acquisition device will be
located at the front end of the focus plane; similarly, when
the radius of the diffuse spot is positive, the image acquisi-
tion device is located at the back end of the focus plane.

2.2. Point Spread Function. The point spread function (PSF)
is the impulse response function in an optical system. When
the optical system is focused, the point light source will be
mapped to the phase surface to form an ideal spot [16, 17].
If there is an out-of-focus condition, a relatively blurred spot
will be formed on the plane. The distribution of this diffuse
spot is called the point spread function f ðx, yÞ; ðx, yÞ repre-
sents the spatial coordinates in the imaging, and the ideal
point spread function satisfies the following formula:

ð+∞
−∞

ð+∞
−∞

f x, yð Þdxdy = 1: ð3Þ

Assuming that gðx, yÞ is the spatial distribution of the
target when imaging at the ideal focus, and the imaging
hðx, yÞ is the corresponding distribution of planar light
intensity, they satisfy the following formula:

h x, yð Þ = g x, yð Þ ∗ f x, yð Þ: ð4Þ

The point spread function of the lens system is like a
filter; the lower the imaging defocus, the higher the cutoff
frequency, and the two are inversely correlated. Therefore,
when the degree of defocus is extremely high, the cutoff
frequency will be too low, resulting in the reduction and
lack of high-frequency components in the image, and the
final result will be focus failure and blurred images.

2.3. Depth of Field of Imaging System. Focusing is required
before imaging. After focusing, a relatively clear image can
be presented within a distance before and after the focus
[18]. This distance is called the depth of field, and it will be
affected by the distance from the focal plane to the subject.

2.3.1. Geometric Depth of Field. In each specific image plane,
there will only be one conjugated object plane in the object
space. The diffuse spot is the light intensity distribution
caused by the diffraction image formed on the image surface

of the point light source after passing through the optical
system. In the actual optical system imaging, in addition to
the ideal imaging point, other points on the object will form
a diffuse spot [19, 20]. If the size of the diffuse spot can still
be clearly imaged within the range of the human eye, it is
called the geometric depth of field. Setting x equal to the
spatial refractive index, e is the limit resolution distance, Q
is the magnification of the microscope system, and G is the
numerical aperture of the objective lens; if the element size
is a, then e = 2a; the geometric depth of field calculation
formula is

dg =
x

Q ⋅G
e: ð5Þ

2.3.2. Physical Depth of Field. In the process of point light
source diffraction imaging, the spot formed at the focal point
is called the Airy disk. When the object point moves laterally
along the optical axis, the energy of the diffracted bright spot
on the image surface will also change [21]. On the premise
that the diffraction spot is basically unchanged, the energy
change of the Airy disk is at most 20%, and the movement
of the object point at this time is the physical depth of field.
Setting x equal to the spatial refractive index, λ is the wave-
length, G is the numerical aperture of the objective lens, and
the physical depth of field calculation formula is

dp =
xλ

G2 : ð6Þ

The total depth of field is the geometric depth of field
plus the physical depth of field, which means

d = dg + dp =
x

Q ⋅G
e + xλ

G2 : ð7Þ

2.4. Depth of Focus of the Imaging System. It means that
when the focus is on the object point in the optical imaging
system, not only can the points on the plane be seen clearly,
but also within a certain range above and below the plane,
the value of this range is the depth of focus [22]. The
Rayleigh criterion believes that in order to obtain a clear
image, the wave aberration in the optical system needs to
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Figure 1: Microscope imaging principle diagram.
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be less than 1/4 of the wavelength. Set f as the aperture and
λ as the wavelength. It can be seen that the focal depth
formula is

δ = 4f 2λ: ð8Þ

2.5. Why Choose the Focus Area. Figure 2 shows the curve of
the ideal focus evaluation function and the actual focus
evaluation function curve. Why choose the focus area: (1)
You can shorten the autofocus time. (2) In order to reduce
or even avoid the “double peak” or even “multipeak” phe-
nomenon caused by the focus evaluation function due to
the influence of the focal depth and depth of field of the opti-
cal system. “Double peak” and “multipeak” refer to the phe-
nomenon in that the focus evaluation function has multiple
peaks. During the image quality evaluation, the result that
the evaluation values of the two images collected are consis-
tent within the allowable depth of field will appear. Using
this automatic focusing method, if the selected controller
has a good control strategy, it can not only meet the require-
ments of fast focusing but also get high focusing accuracy.

2.6. Autofocus Method Classification

2.6.1. Ranging Method. The working principle of the dis-
tance measurement method is to calculate the corresponding
image distance v by measuring the object distance u and
combining formula (1) and then adjusting the position of
the image plane to achieve focusing. Common ranging
methods include ultrasonic ranging, infrared ranging, and
triangulation. Triangulation involves solid-state triangula-
tion, image migration, VAF component correlation, and
PSD ranging.

(1) Ultrasonic Ranging Method. The imaging system is
equipped with ultrasonic sending and receiving devices.
After the imaging system emits ultrasonic waves, it will be
reflected back and recorded by the imaging system. By mea-
suring the round-trip time of ultrasound between the imag-
ing system and the target, it can be converted into distance
data. Supposing D is the object distance, S is the ultrasonic
propagation speed and M is the time of ultrasonic emission
and round trip; then, they satisfy the following formula:

D = S ∗
M
2 : ð9Þ

(2) Infrared Ranging Method. The imaging system is
equipped with an infrared transmitter. After the imaging
system emits infrared rays, it will be recorded by the imaging
system when the target is reflected back to the lens. By
recording the round-trip time of infrared rays between the
imaging system and the target, it can be converted into dis-
tance data.

(3) Triangular Forecast Method. The rich image information
in the video signal is not fully utilized when adjusting the
focus, which means that the video signal analysis method
is still a certain distance from the intelligent focusing,

because a lot of information contained in the image can be
used as important reference information in the focusing.
There is a reflector on the left and right sides of the imaging
system. The left reflector is fixed in position and the surface
is coated with the center; the right reflector can be rotated a
certain distance to adjust the distance measurement. The
time reference image is formed by the mirror at the left
end during distance measurement, and the light reflected
from the right end underneath is called the reference image.
The position error of the reference image and the reference
image in the image plane can reflect the distance of the tar-
get. Setting the adjustable angle of the right mirror to α/2, l
represents the length of the baseline and the object distance
to u. If the reference image and the reference image are
overlapped, then the following formula is satisfied between
α/2 and u:

α

2 = 1
2 arctan l

u
: ð10Þ

In the actual measurement, if the distance between
the target point and the lens is mastered, the formula
can be used to move the image surface to realize the
focusing process.

2.6.2. Dynamic Focus Lens Method. The main tool of the
dynamic focus lens method is a special lens with focusing
function. This lens is designed to imitate the principle of
human eyes to see clearly. The process of using a bimorph
to change the shape of the lens is like changing the curvature
of the human eye lens. The same can achieve the effect of
focusing. When the voltage changes, the bimorph will cause
the internal structure of the lens to deform, forming lenses
with different curvatures, so this kind of zoom lens can auto-
matically focus by adjusting the focal length.

2.6.3. Time-of-Flight Method. The time-of-flight method is a
two-way ranging technology. As the name suggests, its
working principle is based on the time of flight. The time-
of-flight method must send continuous light pulses to the
target, then the sensor records the light signal returned from
the object, and finally converts the flight time of the light
pulse into specific distance data. Each pixel must analyze
the light intensity information while recording the return
time of the light source. Because this method has high
requirements for the light source, it is rarely used in areas
other than industry.

2.7. Automatic Focusing Method Based on Digital Image
Processing. With the development of computer technology,
digital image processing technology has also achieved new
breakthroughs and has been gradually applied to more and
more fields. Compared with traditional focusing methods,
autofocusing methods based on digital image processing
have unique advantages. Under the premise of ensuring
accurate focusing, computers are not only more operable
but also more efficient in image processing [23]. It is pre-
cisely because of this that the deep integration of digital
image processing technology and autofocus technology has
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become the top priority of the research on autofocus
methods in this era. The video signal analysis method of
the microprocessor greatly simplifies the structure of the
focusing system. The original information obtained is greatly
increased compared with the traditional focusing method.
The focusing effect has also been greatly improved.

In actual work, whether the image is in focus during the
focus processing can be highlighted from the image quality.
The sharpness of the image proves that the focus is very
close to the quasifocus; the more blurred the image, the
worse the focus effect [24, 25]. Generally speaking, auto-
matic focusing methods based on digital image processing
can be divided into two types: depth-of-focus method and
depth-of-defocus method.

2.7.1. Depth of Focus Method. The depth-of-focus method is
a focusing method that continuously searches and finds the
optimal solution in the process. During the focusing process,
the computer will continue to record images of different
definitions formed at different focal points and control the
focusing actuator through the focus evaluation function to
continuously adjust the focus until the focus is found to ensure
that the definition meets the requirements and to obtain the
final high-quality images needed. The depth-of-focus method
has simple principles, low cost, and high degree of automation,
so it can be applied to most imaging systems. However, if the
requirements for the focus of the image are very high, too
many images will appear during the work, and it will take a
long time.

2.7.2. Defocus Depth Method. The working principle of the
depth-of-focus method is to obtain the depth information
of the imaging system from the defocused image and to
achieve focusing through further analysis. Generally speak-
ing, the defocus depth method is divided into two types:
one is the defocus depth method based on image restoration,
and the other is the defocus depth method based on the esti-
mation of the size of the diffuse spot.

The defocus depth method based on image restoration
needs to use some general knowledge and theories to calcu-
late the point spread function of the experimental target in
the system, so as to form the defocus degradation model of
the image and, on this basis, restore the sharpness through

reverse calculation of the high image. In actual operation,
it is necessary to estimate the point spread function through
image observation, experimental testing, mathematical
modeling, and other means. If there is not much valuable
information in the image, it is difficult to use this method
to obtain high-quality images.

The defocus depth method based on the estimation of
the size of the diffuse spot needs to analyze two or three
images at different positions after acquiring them. In the
analysis process, we can focus on the blur relationship
between images to estimate the size of the speckle. The larger
the diameter of the diffuse spot, the more blurred the image
and the more serious the defocus of the imaging system.
Using the principle of geometric optics to adjust the focus
position can reduce the time spent in multiple acquisition
and analysis of images, but the accuracy of focus adjust-
ment needs to be improved compared with the depth of
the focus method.

3. Autocontrol Microscope Focusing Algorithm
Experiment Based on Digital
Image Processing

3.1. Research Background. In this era of informatization and
digitization, various imaging systems have gradually pene-
trated into people’s lives and have irreplaceable practical
effects. Because of this, people have increasingly higher
requirements on the key technology of the imaging system,
the autofocus technology. This paper conducts experimental
research on the autofocus evaluation function, finds out some
of the problems and improves them, and hopes to help pro-
mote the further development of digital imaging technology.

3.2. Flow Design of Microscope Autofocusing Structure. The
autofocus structure is shown in Figure 3.

With the rapid development of electronic technology
and signal processing technology and the emergence of a
new generation of imaging devices, the information required
for automatic focusing is becoming more and more
abundant. The working process of the entire microscope
autofocusing is as follows: First, the CCD camera collects
the image, and after the image is transmitted to the PC,
the PC analyzes and calculates the image to obtain the
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Figure 2: Comparison between ideal and actual focus evaluation function evaluation curves.
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corresponding control instructions and then sends the
control instructions to the MCU of the lower computer
through the serial. The single-chip microcomputer controls
the stepping motor to make corresponding actions
according to the instruction and controls the Z axis of the
microscope through the transmission device to achieve the
purpose of focusing.

In the design circuit, the composition of the hardware
circuit power supply module is shown in Table 1.

3.3. Experimental Data Collection. In order to make the
research results more scientific, the experiment collected
the same series of images in different focus states during
the process. First, we adjust the focus manually, change the
distance of the object by rotating the gear, and then perform
visual inspection until it is determined that the target is the
clearest image and, at the same time, ensure that the target
image is in the center of the line of sight. Then, we adjust
the focus gear to move the lens plane back. The driving
motor belt will move the focus gear to make the lens plane
approach the target at an even speed and collect the images
formed after each movement.

In the end, the experiment collected a total of 50 images
with a resolution of 1920 ∗ 1080. When comparing and
observing, it is obvious that they have changed from blur
to clear and then blur again. Taking the center position of
the image as the focusing interval, the function curve
corresponding to the autofocus evaluation function in
images with different definitions can be measured. In addi-
tion to the comparison of sample pictures and different
focusing function curves, the sensitivity of the algorithm
and the time spent are also important reference information
in the experiment.

3.4. Experiment Process. In order to improve the focus
evaluation function in the digital imaging system, it is first

necessary to compare and analyze the advantages and disad-
vantages of the existing evaluation functions. Autofocus eval-
uation functions are usually divided into periodic spectrum
functions, entropy functions, and functions based on gradient
information. The experimental objects in this article are com-
monly used functions based on gradient information.

Laplace’s equation is also called harmonic equation; it is
a kind of partial differential equation independent of direc-
tion, with isotropic characteristics. Set Aðx, yÞ as the gray
value of the image at ðx, yÞ, then the function conforms to

ΔA = ∂2A
∂x2

+ ∂2A
∂y2

= 0: ð11Þ

Commonly used functions based on gradient informa-
tion include the Laplace function, Brenner function, Fourier
function, Tenengrad function, and EOG function. The auto-
focus evaluation function based on the image gradient
mainly calculates the image sharpness evaluation value in
the spatial domain according to the richness of the edge
and detail information of the image. The function of evalu-
ating the image sharpness in the spatial field is mainly based
on the following facts: the edge of the clear image is clearer
than the edge of the blurred image, the contrast is higher,
and the gray level changes are more serious, which can be
used to judge focus and defocus in experiment images.

4. Research and Analysis of Autocontrol
Microscope Focus Algorithm Based on
Digital Image Processing

4.1. Experimental Analysis of the Influence of Different
Focusing Functions on Image Sharpness. In order to under-
stand the influence of different focus evaluation functions
on the autofocus function of the digital imaging system, this
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driveStepper motor

Single chip
microcomputer
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dimming and
focusing
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acquisition
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Results
display and

printing

Microscope
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Figure 3: Microscope autofocus flow chart.
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paper compares and analyzes several commonly used focus
functions. After controlling the factors that may cause exper-
imental errors, the distance between the experimental object
and the objective lens is continuously adjusted, and the
objective lens is moved longitudinally at regular intervals.
In order to test the response speed of different focus evalua-
tion functions to light, the researcher created different test
environments by changing the lighting conditions to high-
light the difference of the image.

During the experiment, the researcher collected two sets of
photos under different lighting conditions: one set was 25, and
finally, a total of 50 images with a resolution of 1920 ∗ 1080
were collected. They were sorted and observed according to
the defocus distance, and the lines were found, which presents
fuzzy and clear states. It can be seen that both the far focus and
the near focus will essentially cause the image to become
blurred according to the defocus distance.

In the image sharpness evaluation experiment, it is diffi-
cult to make a unified comparison without an accurate
sharpness measurement unit. Therefore, the results of differ-
ent algorithms are processed uniformly in this paper. The
final two sets of data are drawn into Figures 1 and 2. The
abscissa in the figure is the number of the image during

the acquisition process, and the ordinate is the sharpness
value after unified processing.

4.1.1. Time Performance Analysis of Different Focusing
Functions. Through research, people have found some tech-
nical methods for processing image signals, which have
greatly improved the ability to accurately focus image signals
and out-of-focus image signals. The result is an automatic
focusing technology based on video signal analysis. When
using the focusing function for autofocus, efficiency is a fea-
ture that people value very much. An ideal imaging system
needs to form high-quality images in the shortest possible
time. Table 2 shows a comparison of several different auto-
focus functions in terms of time performance.

As can be seen from Table 2, the sensitivity of each algo-
rithm has its own characteristics. The Fourier operator’s
focusing range and sensitivity are in the middle, but the
amount of calculation is larger than other functions. The
time performance of the gray variance operator is relatively
ordinary, suitable for simple focusing in a wide range. The
Brenner operator performs relatively well in sensitivity.
The improved Laplace operator uses more edge information,
so its sensitivity is higher than before. As a focusing function

Table 1: The composition of the circuit power module.

Device DC power supply LM317 7805 AS1117

Input voltage 220V AC +24V +12V +5V

Output voltage +24V +12V +5V +3.3V

Power supply object Stepper motor drive 7805
AS1117 voltage regulator tube;
+5V peripheral components

Single-chip microcomputer;
+3.3 V peripheral components

Table 2: Comparison of time performance of various focusing functions.

Focus function Fourier Brenner Gray variance Laplace Improved Laplace

Real-time frame
(ms/frame)

Edge obvious goal 150.1 73.6 77.1 76.9 77.6

Edge unobvious target 146.3 73.2 76.9 76.7 77.2
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Figure 4: Sharpness comparison of different focusing functions when the edge features of the target are obvious.
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of the airspace, the improved Laplace operator has a certain
improvement in real-time performance compared with the
previous one.

4.1.2. Clarity Analysis of Different Focusing Functions

(1) The Sharpness Comparison of Multiple Focusing Func-
tions when the Edge Features of the Target Are Obvious.
Figure 4 is the scatter plot of function curve of five focusing
algorithms when the edge feature is obvious. According to
Figure 4, the unbiased performance of several focusing func-
tions in the experiment is good. When the abscissa is in the
center position, the real-time data of each function reaches
the peak value. The improved Laplace function not only
has a narrow cap width but also has a higher sensitivity.

(2) Comparison of Sharpness of Different Focusing Functions
in the Case of Obvious Target with Edge Feature. Figure 5 is a
graph of the function curves of the five focusing algorithms
when the edge feature is not obvious. According to
Figure 5, when the edge feature is not obvious, that is, the
contrast is low, the function still has good unbiasedness.
Due to changes in the lighting environment, the sensitivity
of several focusing functions has been slightly reduced.
However, the focus range of the Brenner algorithm is small,
and the sensitivity is relatively poor compared to targets with
obvious edge features. When the lens deviates from the in-
focus position, the image is blurred, the high-frequency
component of the video processing signal is small, and the
low-frequency component is large.

In the experimental analysis of the effects of different
focusing functions on image clarity, the improved Laplace
operator can be used as a unique reference to compare with
other evaluation functions, highlighting its competitive
advantage. The improved Laplace operator not only has
higher sensitivity in changing lighting environments but also
has a larger focus range than other algorithms. This high
real-time performance is very valuable in spatial computing.

4.2. Autofocus Experiment Analysis and Data Summary. In
the comparison experiment, the 10x, 20x, and 50x objective

lenses were selected to evaluate the condenser parameters.
The comparison experiment parameters are shown in
Table 3.

According to the comparative experimental parameters
set in Table 3, the experimental data was obtained under
the same upright transmission microscope. In this paper,
the collected image is processed by the average gray value
of a single column, and then, the average gray value of each
column of pixels is calculated for the 1024 columns of the
image. The results are shown in Table 4.

The source of data deviation under different conditions
mainly comes from the influence of the image data collected
from the sample and the incident angle under different
objective lenses.

In the process of comparing several evaluation functions,
the window size of the focus area is also selected at the same
time, mainly because the amount of calculation is propor-
tional to the number of pixels when evaluating the sharpness
of the image, so in order to achieve speed for the effect of
computing and increasing efficiency, the number of pixels
for computing must be reduced. The following experiments
are images of onion epidermal cells collected with 10x, 20x,
and 50x objective lenses. Focused images of onion epidermal
cells under different magnifications are shown in Figure 6.

And when different window sizes are selected, the corre-
sponding normalized curve of the evaluation function is
shown in Figures 7, 8, and 9. The evaluation functions used
in this experiment are the Roberts function, Laplace func-
tion, sum function of absolute value of gray difference, gra-
dient square function, and Brenner function.

It can be seen from Figures 7, 8, and 9 that as the objec-
tive lens magnification increases, the entire working area of
the system becomes narrower, and the image definition eval-
uation function curve becomes steeper and sharper. This is
because the microscope works in different ways. When
zooming in, the depth of field is different, and as the magni-
fication increases, the depth of field becomes smaller and
smaller. Judging from the focus evaluation function curve,
all evaluation functions are relatively smooth at low magni-
fications, and no obvious local peaks appear, while at high
magnifications, more local peaks appear.

Table 3: Condenser comparison experiment parameters.

Condition Sample
Exposure time

(ms)
NA
value

10x
Transparent glass

slide

4 0.75

20x 5 0.75

50x 5 0.65

Table 4: Condenser comparison experiment results.

Condition
CV
value

Image average gray
value

Illuminance ratio
η

10x 0.0061 204.3 1.06

20x 0.0067 216.5 1.18

50x 0.0236 234.0 1.42
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Figure 5: Sharpness comparison of different focusing functions
when the edge features of the target are not obvious.
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4.2.1. Autofocus Experiment Return Gap Measurement. The
autofocus mechanism in the system can adjust the distance
of objects passing through the transmission. When focusing,
because the stepping motor moves in both the forward
direction and the opposite direction, there will be a pause
in the middle, which is the return gap of the operating mech-
anism. That is, once the movement of the engine is dis-
guised, there will be a gap between the number of steps
used by the motor when it starts and when it returns, caus-
ing the return position of the motor to be inconsistent with
the expected. If the return gap is not filled, and the motor
position deviates from the ideal position during the return,
then in the subsequent operation, as the number of phase
changes of the motor increases, the error position will
become larger and larger. The video signal amplitude
increases and the focusing effect is improved. At this time,
the video signal amplitude change and the position change
are in the opposite phase. At this time, the microprocessor
sends a control signal to drive the focusing motor to move
the lens focus forward.

In this paper, the distance of the backhaul gap is mastered
in the experiment and automatically compensated by the soft-
ware setting. After five tests, we take the average of the test
data as the backhaul gap. Refer to Figure 10 for the complete
data. Through data analysis, it can be known that the return
gap of the motor is 18, that is, 900 pulses. This number is
within the expected error, so it can be automatically corrected
by the reverse program in the software. In actual operation, if
the motor has a backlash caused by the change of the moving
direction during the working process, the system can run the
program of reverse rotation and add 900 pulses to the original
number of running steps, thereby improving the efficiency and
accuracy of the focusing degree.

4.2.2. Research on Autofocus Search Strategy. The focus
search technology is a very important part of the autofocus
system. Simply put, the focus search technology is the pro-
cess of confirming the peak value on the autofocus evalua-
tion function curve. The ideal focus search technology
must be able to quickly and accurately confirm the focus to
complete the autofocus work. In order to use the hill-
climbing method to improve the focusing efficiency in the
image processing process, it is necessary to ensure that the
focusing evaluation function has unimodality. However, in
the actual operation process, too many interference factors

10×

(a)

20×

(b)

50×

(c)

Figure 6: Focused image of onion epidermal cells with different magnification objectives.
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Figure 7: 10 times objective lens for each evaluation function
curve.

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2

0 10 20 30 40 50 60 70

Im
ag

e e
va

lu
at

io
n 

va
lu

e

Image sequence

Roberts operator
SMD operator

Laplacian
Gradient square operator

Figure 8: 20 times objective lens for each evaluation function
curve.
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will affect the simple parabolic shape of the function image,
causing multiple different peaks to appear locally, thereby
affecting the efficiency of focusing.

This article compares and analyzes the three models of
BPIC, ODFM, and ROL, and tests the fit between them
and the defocus of the optical system. Figure 11 shows the

accuracy of the autofocus test of the three models in several
different scenarios.

According to the data analysis in Figure 11, the BPIC
model is greatly affected by the environment. It has a very
high accuracy rate in scene 1 and scene 3, but the accuracy
rate in scene 2 is only 0.25. The accuracy of the ROL model
is not much different in each scene, but the overall accuracy
is low, and the highest is only 0.825. In contrast, the ODFM
model has very good performance, with 3 out of 4 test sce-
narios achieving 100% accuracy. It can be seen that under
normal circumstances, choosing the ODFM model for auto-
focus can have better results.

5. Conclusions

An excellent autofocus algorithm is an important guarantee
for the imaging system to obtain high-quality images. The
research in this paper is centered on the autocontrol micro-
scope focusing algorithm of digital image processing. After
understanding the research history of the adjustment evalu-
ation function at home and abroad, the working principle of
the microscope, the depth of field, and the depth of focus of
the imaging system, the various methods of autofocus, the
depth of focus method, and the depth of defocus method
of digital image processing are introduced. Combined with
experiments, this article analyzes the different focus evalua-
tion functions in digital image processing technology and
examines their sensitivity and clarity in actual operation.
Comparing the improved Laplace operator with the original
algorithm, it can be found that it has higher sensitivity and
stronger noise resistance, and the focus range has been
upgraded to a certain extent. Even in the presence of inter-
ference, the improved Laplace function can maintain good
unimodality, and the mountain climbing method can obtain
high-quality clear images in the shortest time.

During the automatic focusing process of the system, the
disguised movement of the motor will cause its actual mov-
ing distance to be inconsistent with the theory, thus affecting
the accuracy of focusing. This paper calibrates the return gap
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Figure 9: 50 times objective lens for each evaluation function curve.
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of the autofocus system, calculates the return delay and
motor pulse through the data collected in the experiment,
and sets up a reverse program in the software to compensate,
which improves the accuracy of focusing. In this paper, a
self-focusing search strategy based on digital image process-
ing is studied, combined with the principle of focusing curve
adjustment, and the focusing effects of three models of BPIC,
ODFM, and ROL are investigated under different condi-
tions. Autofocus search technology must ensure that the
imaging system can effectively find the focus for imaging. It
can be seen from the experimental data that ODFM is the best
performer among the three methods, and the accuracy is very
high in any scenario. This kind of autofocus search strategy
based on the optical defocus gradient model can achieve pre-
cise focusing while ensuring real-time performance.

This article fully grasps the background and significance
of the research subject and analyzes it with the current situ-
ation and application of autofocus technology. Although the
research has reached some valuable conclusions, but is
subject to objective conditions, the research still has certain
limitations. In future research work, the following issues
need to be considered more. First of all, different autofocus
functions have different advantages and disadvantages. In
specific practical operations, how to select the most suitable
focus algorithm according to different imaging requirements
is an urgent problem to overcome. The system has the
advantages of fast speed, high precision, small size, etc.;
solves the problem of fast and accurate automatic focusing;
and meets the requirements for accurate testing of the
performance parameters of the optical sights of light
weapons. The second is to continuously improve the anti-
interference function of the autofocus function through
research to ensure that the imaging system can still achieve
focus smoothly in a complex environment. The last is to
optimize the intelligent choice of the imaging system for
imaging targets. Many mobile phone cameras now have face
recognition functions, but if you want to quickly confirm the
target subject in a complex background environment, you
need to further improve the technology. The pace of human
exploration of the world has never stopped. To better face
the unknown challenges in the future, continuous research
on microscope focusing algorithms is very necessary.
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