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As one of the essential pieces of evidence of crime scenes, footprint images cannot be ignored in the cracking of serial cases.
Traditional footprint comparison and retrieval require much time and human resources, significantly affecting the progress of
the case. With the rapid development of deep learning, the convolutional neural network has shown excellent performance in
image recognition and retrieval. To meet the actual needs of public security footprint image retrieval, we explore the effect of
convolution neural networks on footprint image retrieval and propose an ensemble deep neural network for image retrieval
based on transfer learning. At the same time, based on edge computing technology, we developed a footprint acquisition system
to collect footprint data. Experimental results on the footprint dataset we built show that our approach is useful and practical.

1. Introduction

The research of image retrieval began in the 1970s. Initially, it
was based on text-based image retrieval; the characteristics of
the image are described by using text [1, 2]. In the 1990s,
content-based image retrieval appeared, i.e., the image color
and texture were analyzed, and some shallow classifiers such
as SVM and other technologies for image retrieval were used
to improve the accuracy of the search [3, 4]. But these
methods still cannot solve the semantic gap [5, 6]. With the
research and development of deep learning, the convolu-
tional neural networks (CNN) [7–9] have performed well in
image retrieval and recognition in recent years. With various
types of image recognition competitions held, such as Ima-
geNet [10] and Kaggle [11], multiple models changed by
CNN have performed well, such as AlexNet [12], VGG, Goo-
gLeNet [13], ResNet, and DenseNet. These models have
dominated the field of computer vision by their superior rec-

ognition accuracy. Applying CNN to perform image retrieval
and identification of content has high reliability.

At present, face recognition [14], fingerprint, palm print
automatic identification, and retrieval technologies have
been already well-developed in the investigation of criminal
cases in public security. Footprints, as another significant
trace of crime scenes, also have an essential role. However,
the traditional footprint search and identification work often
require a lot of human resources, time, and experience. Man-
ual retrieval under large data volume is also prone to mis-
takes. Therefore, the automatic footprint retrieval system
has substantial application requirements. However, based
on the traditional shallow machine learning method, the
footprint image retrieval system is not only time-consuming,
but also the accuracy needs to be improved.

To address the above issues, we explore the effect of con-
volution neural networks on footprint image retrieval and
propose a novel approach. Our work has three significant
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contributions. Firstly, an ensemble deep neural network for
feature extraction of footprint images was proposed. To the
best of our knowledge, this was the first attempt at addressing
the feature extraction of footprint images. By connecting the
footprint image features extracted from three different
models, we can get richer features for retrieval. This method
can obtain excellent and stable search results when using the
cosine distance. Secondly, transfer learning is used to pre-
train the model, which makes our way have an outstanding
performance on the footprint dataset with smaller data size.
The experiments show that the approach is useful and prac-
tical. Finally, a footprint image dataset is initially constructed,
which plays an essential role in the footprint image retrieval
task for public social security.

2. Related Works

CNN is an improved feed-forward neural network based on a
fully connected neural network [15], which dramatically
reduces the parameters that need to be calculated. Its net-
work structure is mainly composed of a convolution layer,
pool layer, full connection layer, and some activation func-
tions. In the convolution layer, the features of the input
image are extracted using a convolution operation to use dif-
ferent convolution kernels on the input image [16–18]. The
results of the convolution are changed nonlinearly to obtain
the output as the input of the next layer. If the feature map
is relatively large after convolution, the dimension can be
reduced by the pooling operation. The pooling operation
has two types, the maximum pooling operation [19] and
the mean pooling operation. After the pooled layer, the depth
of the output image is unchanged, and it is still the number of
feature maps. The pooling layer can prevent overfitting of the
model to a certain extent, and it is more convenient to con-
nect all the neurons with weights and obtain the same output
connection as the traditional neural network.

Based on the development of CNN, there have been
many typical CNN networks, such as the LeNet-5 model,
the AlexNet model, the VGGNet model, the GoogleNet
model, ResNet model, and DenseNet. Here, we choose three
typical models for experiments.

2.1. VGGNets. The VGGNet [20] model was invented by the
University of Oxford’s Visual Geometry Group and achieved

a high ranking in the international image recognition compe-
tition. From the overall design perspective, VGGNet has a
similar design style to AlexNet. It is a more in-depth network
architecture built on AlexNet. Its network structure is mainly
composed of 5 groups of convolution layers, five layers of
pooling layers, and three layers of fully connected layers.
There are 2 or 3 convolution operations in each convolution
layer, which are pooled and then convolved by continuous
convolution and finally output through a fully connected
layer. Figure 1 shows the structure of the VGG19 model.

2.2. ResNet. The deeper neural network can extract more
abundant image feature, but at the same time, the problem
of gradient disappearance and explosion becomes more
prominent. It leads to hard training. He et al. proposed
ResNet [21] which solves this problem to some extent, and
this model achieved first place in the ILSVRC2015. The
shortcut structure in ResNet enables the image information
of the front layer to be directly transmitted to the deeper
layers, thus protecting the integrity of image feature informa-
tion. Figure 2 shows a typical residual block used in ResNet.

2.3. DenseNet. The basic idea of DenseNet is similar to
ResNet. That is, they both establish the connection between
the previous layer and later layer. Compared to ResNet, Den-
seNet [22] proposed a dense link, by which all layers can con-
nect. Explicitly, each layer accepts all of its previous layers as
an extra input.

Figure 3 shows the dense connection of ResNet. Another
significant characteristic of DenseNet is that it realizes the fea-
ture reuse through the connection of features on the channel.
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These characteristics make DenseNet have fewer parameters
and calculation costs than ResNet, but it has better perfor-
mance than ResNet. Figure 3 shows a dense connection. In
our experiment, DenseNet121 is used.

2.4. Ensemble Learning. In the supervised learning algorithm
of machine learning, our goal is to learn a stable model that
performs well in all aspects, but the actual situation is often
not so ideal. Sometimes, we can only get models that perform
better in some respects but may not perform well in other
ways. Ensemble learning solves this problem very well. It
combines several weak supervisory models to complete the
learning task and finally get a more stable and comprehensive
model. Due to the difference between the footprints of the
image feature extraction of different models, there eventually
will appear a variety of search results. To preserve and be
compatible with these differences to obtain a more precious
footprint image feature description, this paper refers to the
idea of integrated learning. We trained the VGG, ResNet,
and DenseNet networks on the footprint image dataset and,
in the test phase, connected the outputs of the three models
to form the final footprint image features. Experimental
results show that the method is stable.

2.5. Transfer Learning. Massive data is a crucial factor when
deep learning achieves such excellent performance in various
fields. Without the support of a large amount of data, there
are no attractive deep models. But in many cases, we cannot
get a massive amount of data to train the model. In this case,
transfer learning has solved this problem to some extent. The
pretraining model is used as a checkpoint to start training to
generate a neural network model to support new tasks. This
method is usually called transfer learning. Its advantage is
that it does not need to start designing and training a new
network again. Instead, it is based on the trained network
model, and the parameters and knowledge migration are per-
formed on it. Only a small amount of computing resources
and training time can support a new task. There are various
feature data and weight information in the pretraining
model, some are feature data and weight information that
are strictly related to the object identified by the classification,
and some are common feature data and information, which
can be used for different tasks or shared between objects;
transfer learning aim is to migrate those common feature
data and information, so as to avoid learning this knowledge
again and achieve fast learning. In our experiments, we found
that high-quality footprint images that can be used in exper-
iments are not particularly large after data cleaning, so we use
migration learning methods to compensate for the lack of

data. The experimental results show that transfer learning
can be applied to our mission well.

3. Our Model

We have combined with some deep neural network model
outstanding performance in face recognition and person
reidentification [23–25]; VGGNet19, ResNet50, and Den-
seNet121 are used in our experiment. We extracted the foot-
print image by three models, respectively, and do some
comparative experiments. Since the features of the footprint
images obtained by different models will be various, we pro-
pose an ensemble deep neural network to fuse this difference.

We connect the features extracted by three different
models to construct more special features of the footprint
image for experiments. At the same time, we train models
based on transfer learning with the footprint image dataset
being built by us with PSBKC (Public Security Bureau of
Kunshan City) in China.

Our approach includes four critical steps:

(1) Data cleaning and preprocessing

(2) Model structure fine-tuning and model training

(3) Extract the characteristics of footprint datasets
through some deep neural network models and our
ensemble neural network to establish the feature vec-
tor index

(4) Calculate the distance of footprint images and output
retrieval results

The overall framework of the footprint image retrieval
and matching method is shown in Figure 4.

3.1. Preprocessing. Preprocessing of data plays a vital role in
computer vision. To obtain better experimental results, we
combined with the experimental dataset of this project. The
input picture needs to be preprocessed. First, to facilitate
the extraction of feature parameters, an input footprint of
approximately 1000 × 2000 pixels is adjusted to 128 × 256.
Then, we pad the image and random crop the image into
128 × 256. On the one hand, this approach is indeed to
increase the amount of sample data. On the other hand,
because the footprint image in the dataset is rectangular, in
order to maintain its aspect ratio for better feature extraction,
we resize the original image to 128 × 256, which can save
some graphic card memory during training.

At the same time, the data are normalized. For this data-
set, a sample-by-sample mean reduction method is used for
normalization. The specific operation method is to convert
the input image into a matrix and subtract the statistical aver-
age of the data from each sample, that is, to calculate the aver-
age value of each image sample and then subtract the
corresponding average cost of each sample and center on
the average pixel.

For image data, this normalization method can remove
the average brightness value of the image, thereby reducing
the interference of the background effect of the image on

Figure 3: Structure of the DenseNet model.
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the experiment. Finally, the image was converted to tensor
and normalize to 0-1.

3.2. Model Fine-Tuning and Training. In this work, we mod-
ified the fully connected (FC) layers of the three models and
the subsequent part of the fully connected layer. The new FC
layer and classification layer are defined as the order of linear,
batch normalization, ReLU, and linear. In ResNet50 and
Densenet121, we modified the full connected layer as 512
and added a new classification layer. Here, the purpose and
motivation of modifying the fully connected layers are to fit
the two models. At the same time, we preserve the first fully
connected layer of VGG19 and remove the second one; a
new classification layer was also added. For the added layer,
parameters are initialized with Kaiming normal [26]; other
parameters of the model are pretrained on ImageNet. A
training set of footprint images has trained the three models.

We also use the average adaptive pool. Due to the height
of footprint images being larger than its width, we need to
specify the pooling kernel. Thus, the average adaptive pool
is more comfortable to implement. During the training pro-
cess, we set up 60 epochs and used SGD [27] for backpropa-
gation utilizing the parameters pretrained on ImageNet, as
shown in the following equation:

θ = θ − η∙∇θ J θ ; xi, yi
� �

, ð1Þ

where J is the objective function that SGD will optimize, xi

and yi represent training sample and training label, and θ
denotes model parameters, i.e., weights and biases.

We use dynamic learning rate in the experiment; the
equation of learning rate is defined as follows:

lr = lr0 × λepoch/step_size, ð2Þ

where lr is the current learning rate; lr0 is the initial learning
rate; λ is the learning rate decay factor; step_size is the step of
change learning rate; epoch is the number of the current
epoch.

At the same time, the batch size was 32. The initial learn-
ing rate was 0.1, and the learning rate will be updated after
every 40 iterations. The final model accuracy rate can reach
more than 98%.

3.3. Feature Extracting. In image retrieval based on deep
learning, the extraction of feature vectors is a critical step.
Through the comparative analysis of a variety of current
mainstream convolutional neural network models, combined
with the actual situation of the subject, we use the three dif-
ferent models for experiments. After training these three
models on our footprint images, we preserve the rest of the
network structure except for the classification layer. Each
image in the footprint gallery is extracted by the network
model. When we use ResNet50 and DenseNet121 to extract
features, the dimension of each image is 512, and the output
of VGG19 is 4096.

Inspired by ensemble learning, while using these three
models to extract features separately for comparison experi-
ments, we performed an additional experiment to fuse these
different essential information. We input a footprint image
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Figure 4: A framework of deep learning with application to footprint image retrieval.
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and extract the features through three models at the same
time. The feature vectors obtained by the models are con-
nected and merged. The specific schematic diagram is shown
in Figure 5. It was considered that the feature representations
of the footprint images extracted by different models are dif-
ferent, but these different feature representations contain
some essential information components. To fuse this differ-
ent critical information and retain more features for the final
retrieval, we connect the feature vectors extracted by these
various models to get the final feature vector, and the dimen-
sion of it is 5120.

After all the features of the image are extracted, a feature
vector index database for the footprint image database is
established.

3.4. Metric Learning. Calculating the distance between
samples is hot research [28]. At present, typical distance
metrics such as Euclidean distance, cosine similarity distance,
and Hamming distance have been widely used. In deep
learning-based image retrieval, image features are extracted
using CNN, feature vectors are established, and correspond-
ing images are represented based on the feature vectors of the
images.

The similarity between images is determined by calculat-
ing the distance between image feature vectors. In this paper,
Euclidean distance and cosine distance will be used as the cal-
culation method for the similar picture feature vector. The
Euclidean distance equation was used to measure the abso-
lute distance between points in a multidimensional space,
and the comparison is shown as the following formula:

d x, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
m

i=1
xi − yið Þ2

s
: ð3Þ

The cosine distance uses the cosine of the angles between
two vectors in the vector space as a measure of the difference
between the two individuals. It focuses on the difference in
direction between two vectors. The cosine distance equation
is shown in the following formula:

sim x, yð Þ = cos θ = x!∙y!

xk k∙ yk k : ð4Þ

Here, assume that there are a total of N pictures in the
picture library, as the following equation shows:

Di = q − Tik k, i ∈ 1,N½ �, ð5Þ

where q represents the feature vector of the image to be
searched, T represents the feature vector of the ith footprint
in the picture library, and D represents the distance differ-
ence between the feature vectors. The smaller value ofD indi-
cates there are two pictures with higher similarity. Then, the
D value is compared by the sorting algorithm to find and out-
put the most similar N pictures.

In this paper, three deep neural network models are used
to extract features of each image in the image database and
establish a feature vector index database. The image to be

searched is used to extract feature vectors through the model,
and the similarity is calculated by comparing the above dis-
tance algorithms.

4. Experiments

During the experiments, firstly, we clean the data and select
these footprint images with high quality for our experiments.
Due to the small number of each class of footprint image, we
do some data augmentation and use the transfer learning
method to get better models. We use pretrained models on
the ImageNet dataset. Based on its parameters, we use the
footprint dataset to train the model further; this can compen-
sate for the problem of the accuracy of the model caused by
the lack of data to a certain extent. In our experiments, the
final training classification model can achieve an accuracy
of more than 97%.

On the model structure, we define the new fully con-
nected layer and classification layer of VGG19, ResNet50,
and DenseNet121. To get better feature representations of
footprint images, we first use the training set to train the
model. Because we use the images in the same domain to train
the model, it will be better when we use the model to extract
features. After that, feature representations are extracted from
the new fully connected layers of the trained model.

Based on the above experiments, we experimented with
feature fusion and connected the feature vectors obtained
from the three models to form a new feature vector for the
last retrieval. The vector dimension is 5120 dimensions.
The experimental results are shown in Table 1.

We extract features of footprint images both in the gallery
and query to build two feature vector databases. We can com-
pute the distance between the footprint images and output
the ten most similar footprint images.

In this section, we use three different modified models
and two different distance measurement functions for the
experiments. We also conducted experiments on feature
fusion and use the same distance measurement method as
the above experiment.

4.1. Dataset and Experimental Setting. Our experiments run
on Ubuntu 16.04 with NVIDIA RTX2080ti GPU, 11G
RAM. All the experiments are based on PyTorch (https://
github.com/pytorch/pytorch). Experimental code is modified
by a project of person reidentification (https://github.com/
layumi/Person_reID_baseline_pytorch).
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The footprint dataset consists of two parts. One part was
the actual situation of the crime scene footprint image pro-
vided by PSBKC. For these data, we first manually select
the higher-quality footprints for easy research through data
cleaning, and these data are labeled by crowdsourcing. The
other part came from our footprint acquisition system. Based
on edge computing technology, we developed the footprint
acquisition system, which integrates ID card recognition
and footprint shooting.With the help of this system deployed
at the entrance and exit of our laboratory, some footprints
and corresponding labels can be obtained automatically.
Due to privacy and other reasons, we can only recruit a small
number of volunteers. Thus, only a small number of foot-
print datasets are obtained.

For these footprint images, we also do some data aug-
mentation, such as rotation, random cropping, gray value,
and contrast transformation. The whole dataset has more
than 5000 images. There are 40 classes in the train set and
51 classes in the gallery set. We randomly choose some
images from each class of the gallery set to form a query
set, and each class in the gallery contains more than six sim-
ilar images with the query. We select one footprint image
from each class and train all to form a validation dataset.
The basic situation of the dataset is shown in Table 1. Of
course, there are still some shortcomings in the process of
constructing the footprint image dataset, such as the problem
that the amount of data in a single sample is small and the
total sample size is not large enough. Therefore, to compen-
sate for the lack of data, we used transfer learning during
the training of the model. At the same time, according to
the provided footprint images, we use three different models
to extract footprint image features in this paper and do some
comparative experiments. Besides, we also performed exper-
iments on feature fusion.

4.2. Performance Metrics. We evaluated the performance of
three deep learning models on the footprint dataset based
on five popular evaluation criteria: the recall rate, precision
rate, F1-score, rank-n, and mean average precision (mAP).
The precision rate indicates the ratio of the number of sim-
ilar images in the search result (Ni) to the total number of
images in the search results (N t), as shown in the following
equation:

Precision = Ni

N t
: ð6Þ

The recall rate indicates the ratio of the number of sim-
ilar images (Ni) in the search results to the total number of

similar images in the database (Ns), as shown in the follow-
ing equation:

Recall = Ni

Ns
: ð7Þ

Usually, the accuracy rate and recall rate are relatively
contradictory, and it is difficult to achieve the optimal situ-
ation simultaneously. The recall rate can reflect the compre-
hensiveness of the search results, and the precision rate
emphasizes the accuracy of the expression. F1-score com-
bines the characteristics of recall rate and precision rate,
which is defined as the following equation:

F1‐score = 2 × precision × recall
precision + recall : ð8Þ

Rank-n indicates the probability of correct result in the
top n search result.

We also use mean average precision to evaluate compre-
hensive performance. The average precision (AP) is com-
puted for each query. Mean average precision (mAP)
indicates the correct average rate of the retrieval system and
the equation as follows:

mAP = ∑N
i=1APi

N
: ð9Þ

5. Results and Discussion

5.1. Results. According to the above experiments and com-
bined with five different evaluation methods, we can get
experiment results as shown in Table 2.

In the experimental results of using a vector extracted by
a separate model as a retrieval feature, it can be found that
using ResNet50 + cosine can get the highest score of 83.43%
on recall, while VGG19 + Euclidean get low scores on the
precision. ResNet50 + cosine achieved the highest 82.78%
and 83.10% score both in precision and F1-score. All the
models except VGG19 + Euclidean can get nearly 100%
rank10 score. It means that these models in the experiments
can output similar footprint images to the input. ResNet50
+ Euclidean achieve 87.02% on mAP.

In the feature fusion experiment, we can find that when
the Euclidean distance is used as the measurement function,
the experimental results are much higher than the VGG
model under all the evaluation indicators, which is similar
to ResNet50 and DenseNet121 alone but slightly lower than
these two models. However, when combining cosine dis-
tances, the fusion feature is the highest in all indicators except

Table 1: Footprint image dataset.

Gallery Query Train Train all Validation

Classes 51 51 40 40 40

Average number in each class 48 8 64 65 1

Total number of images 2490 432 2568 2608 40
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mAP and in the various indicators has a very stable perfor-
mance. It also shows that the fusion feature method has prac-
tical effects. From the overall results of the experiment,
DenseNet151 and ResNet50 are better than VGG19, and
ResNet50 is slightly better than DensNet121. The fused fea-
tures have excellent performance when paired with the
cosine distance, but slightly lower than ResNet50 and Dense-
Net151 when paired with Euclidean distance. In terms of
measuring distance algorithm, cosine distance is better than
Euclidean in our experiment; fusion feature + cosine has the
best performance.

5.2. Analysis and Discussion. In this paper, we explore three
different deep convolutional neural networks for footprint
image retrieval. Three typical depth models were modified
and applied to this paper. All of them use Euclidean distance
and cosine distance, respectively, for the retrieval experi-
ments. At the same time, we propose a fusion method for
the feature representation of the footprint image in this
paper. We combine the feature outputs of the three models
of VGG19, ResNet50, and DenseNet121 to form a more
abundant footprint image feature. And experiments are also
carried out with two measurement functions of Euclidean
distance and cosine distance.

After experiments, we get good retrieval results. It can
initially meet the actual needs of public security. To some
extent, it can reduce the time required for manual screening
and play a supporting role in the investigation of public secu-
rity cases. We can see some retrieval results from Figure 6,
where the green number means similar retrieval images,
and the red number is the wrong output.

From the above experimental results, we found that
VGG19 is the worst performing model in all models. It may
be due to its shallow network structure, and the extracted
footprint image features are not rich enough compared to
the other two models.

ResNet has introduced a residual network structure,
through which the residual network can make the network
layer deeper and relatively improve its performance. Experi-
ment results in our paper also show that ResNet50 achieves
higher scores than DenseNet121. Though DenseNet121 has
more deep layers to get richer footprint image features, it still
has little distance with ResNet50 in the performance of foot-
print image retrieval. That is, the deeper network may not

bring better results. As far as the separate model is concerned,
ResNet50 is more suitable for the research content of this
paper.

The fusion features we proposed are very useful in the
experiment. When using the cosine distance as the distance
measurement function, it has very stable and excellent per-
formance. We can deduce that the reason why it can obtain
such a good effect is that the feature vectors extracted by dif-
ferent models are different. The fusion features fully combine
the footprint image information of three different dimen-
sions, maximally retaining the image information obtained
by each model.

However, these differences are not useless, which deter-
mine the characterization of the final footprint image. The
fusion feature makes the final obtained footprint image fea-
ture information more abundant, which is more conducive
to retrieval experiments. And the final experimental results
prove that the method is significant and stable.

In this paper, we choose two common distance metric
functions, cosine distance and Euclidean distance, for the
similarity calculation between footprint images. These two
distance metric functions are simple, but they work well in
various tasks. As can be seen from our experiments, the use
of cosine distance as a measure function is much better than
the Euclidean distance. We believe that Euclidean distance is
more focused on the numerical difference between vectors in
low-dimensional space. In contrast, cosine distance is more
concentrated on the difference between vectors in high-
dimensional space. In our experiments, the footprint image
has a higher feature dimension after passing through the
depth model and is more suitable for processing using the
cosine distance. It also indicates that the cosine distance is
suitable for the recognition and retrieval of footprint images.

From the above experimental results, we can find that
rank1 is very high; it means if the output is set to 10 images,
the first one of the output results has a probability of more
than 90% being similar images. The reason for this may be
the lack of diversity in our data for each class of samples. In
other words, we do not have enough data in each type of foot-
print image. Although we have done some data augmenta-
tion, just merely inverting the image and changing the gray
value of footprint images cannot reach data diversity. In
future research, we may focus on this problem and expand
our footprint dataset via our footprint acquisition system.

Table 2: Results in our experiments.

Recall Precision F1-score Rank1 Rank10 mAP

VGG19 + Euclidean 27.14% 26.69% 26.91% 30.79% 88.19% 49.50%

VGG19 + cosine 45.93% 45.46% 45.69% 96.30% 98.84% 50.49%

ResNet50 + Euclidean 78.17% 77.52% 77.85% 98.15% 100% 87.02%

ResNet50 + cosine 83.43% 82.78% 83.10% 99.77% 100% 86.46%

DenseNet121 + Euclidean 78.23% 77.59% 77.91% 95.60% 100% 84.13%

DenseNet121 + cosine 81.88% 81.23% 81.55% 100% 100% 84.12%

Fusion feature + Euclidean 76.62% 75.97% 76.29% 96.76% 100% 78.72%

Fusion feature + cosine 83.63% 82.99% 83.31% 100% 100% 85.60%
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6. Conclusions

This paper has explored some deep learning models used for
footprint image retrieval and matching methods. We use the
three different deep neural network models to extract fea-
tures and twometric learning methods to calculate similarity.
At the same time, based on the above research content, we
propose a new feature representation method for the recog-
nition and retrieval of footprint images. These experiments
show that the method can efficiently be used for similar
search footprints.

As far as we know, there is no standard and complete
footprint image matching system at present. Our work can
reduce the mass image matching to only requiring retrieval
from a limited number of candidate images, thereby provid-
ing feasibility for further human judgment. By the experi-
mental results, our approach can effectively help public
security police in the detection of cases while significantly
reducing the resources consumed in the manual retrieval
process and has practical application value.

Although we have completed preliminary experiments,
there are still some problems, such as the dataset is not large
enough, which may affect the pretraining performance of the
deep learning model based on CNN. Combining with the
actual combat scene in the future, we will focus on the con-

struction of sample datasets. At the same time, image back-
ground processing and different metric learning methods
are still challenging tasks, which will also be the focus of
our next step.
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